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Abst ract
Thi s docunent di scusses nulti-endpoint topologies used in Real-tine
Transport Protocol (RTP)-based environnents. In particular

centralized topol ogi es conmonly enpl oyed in the video conferencing
i ndustry are mapped to the RTP termn nol ogy.

Westerl und & Wenger I nf or mat i onal [ Page 1]



RFC 5117 RTP Topol ogi es January 2008

Tabl e of Contents

1. IntroduCti On . ... 2
2. Defini ti ONS .. . 3
2.0 G 0SSaAlY it 3
2.2. Indicating Requirement Levels ........... ... . .. 3

3. TOPOl Ogi €S . oo i e 3
3.1, Point to Point ... ... .. . e 4
3.2. Point to Multipoint Using Multicast ........................ 5
3.3. Point to Multipoint Using the RFC 3550 Translator .......... 6
3.4. Point to Multipoint Using the RFC 3550 M xer Mbodel ......... 9
3.5. Point to Multipoint Using Video Switching MCUs ............ 11
3.6. Point to Multipoint Using RTCP-Ternminating MCU ............ 12
3.7. Non-Symmetric Mxer/Translators ........................... 13
3.8. Conmbining Topologies .......... .. 14

4. Conparing Topol ogi s ... ... 15
4.1. Topol ogy Properties ...... ... .. 15
4.1.1. Al to All Media Transmission ...................... 15

4, 1. 2. Transport or Media Interoperability ................ 16

4.1.3. Per Donmain Bit-Rate Adaptation ..................... 16

4.1. 4. Aggregation of Media ........ ... . ... i, 16

4.1.5. Viewof Al Session Participants ................... 16

4.1.6. Loop Detection ......... ... . 17

4.2. Conparison of Topologies ............. . iy 17

5. Security Considerati Ons ........... . e 17
6. ACKNOW edgemBnt S . .. .. 19
7. References . ... ... e 19
7.1. Normative References .......... . ... 19
7.2. Informative References ...... ... . .. . . . . . . .. 20

1. Introduction

When wor ki ng on the Codec Control Messages [CCM, considerable
confusion was noticed in the comunity with respect to terms such as
Mul tipoint Control Unit (MCU), Mxer, and Translator, and their usage
in various topologies. This docunent tries to address this confusion
by providing a common infornmation basis for future discussion and

specification work. It attenpts to clarify and explain sections of
the Real -time Transport Protocol (RTP) spec [ RFC3550] in an infornal
way. It is not intended to update or change what is normatively

specified within RFC 3550.

When the Audi o-Visual Profile with Feedback (AVPF) [ RFC4585] was
devel oped the main enphasis lay in the efficient support of point to
point and small nultipoint scenarios w thout centralized mnultipoint
control. However, in practice, many snall nultipoint conferences
operate utilizing devices known as Miltipoint Control Units (MCUs).
MCUs may i nplenment M xer or Translator (in RTP [ RFC3550] term nol ogy)
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functionality and signalling support. They nmay al so contain

addi tional application functionality. This docunent focuses on the
nmedi a transport aspects of the MCU that can be realized using RTP, as
di scussed below. Further considered are the properties of M xers and
Transl ators, and how sone types of depl oyed MCUs deviate fromthese
properties.

2. Definitions

2.1. dossary

ASM - Any Source Milticast
AVPF - The Extended RTP Profile for RTCP-based Feedback
CSRC - Contributing Source
Li nk - The data transport to the next |IP hop
MCU - Multipoint Control Unit
Pat h - The concatenation of multiple links, resulting in an
end-to-end data transfer.
Pt M - Point to Multipoint
Pt P - Point to Point
SSM - Source-Specific Milticast
SSRC - Synchronization Source
2.2. Indicating Requirenent Levels

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

The RFC 2119 | anguage is used in this docunent to highlight those
i mportant requirenents and/or resulting solutions that are necessary
to address the issues raised in this docunent.

3. Topol ogi es

Thi s subsection defines several basic topol ogies that are rel evant
for codec control. The first four relate to the RTP system node
utilizing multicast and/or unicast, as envisioned in RFC 3550. The

| ast two topologies, in contrast, describe the depl oyed system nodel s
as used in many H. 323 [H323] video conferences, where both the nedia
streanms and the RTP Control Protocol (RTCP) control traffic termnate
at the MCU. In these two cases, the nedia sender does not receive
the (unnodified or Transl ator-nodified) Receiver Reports from al
sources (which it needs to interpret based on Synchronization Source
(SSRC) val ues) and therefore has no full information about all the
endpoint’s situation as reported in RTCP Receiver Reports (RRs).

More topol ogi es can be constructed by combi ni ng any of the nodels;
see Section 3.8.
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The topol ogi es may be referenced in other docunents by a shortcut
nane, indicated by the prefix "Topo-".

For each of the RTP-defined topol ogi es, we di scuss how RTP, RTCP, and
the carried nmedia are handled. Wth respect to RTCP, we al so

i ntroduce the handling of RTCP feedback nessages as defined in

[ RFC4585] and [CCM. Any inportant differences between the two will
be illum nated in the discussion

3.1. Point to Point
Short cut nane: Topo- Poi nt-to-Poi nt

The Point to Point (PtP) topology (Figure 1) consists of two

endpoi nts, comunicating using unicast. Both RTP and RTCP traffic
are conveyed endpoi nt-to-endpoint, using unicast traffic only (even
if, in exotic cases, this unicast traffic happens to be conveyed over
an | P-nmul ticast address).

SR —— SR ——
| Al<ness > B |
oo+ oo+

Figure 1 - Point to Point

The main property of this topology is that A sends to B, and only B
while B sends to A, and only A This avoids all conplexities of
handl i ng mul ti pl e endpoi nts and conbi ning the requirenments fromthem
Note that an endpoint can still use nultiple RTP Synchronization
Sources (SSRCs) in an RTP session

RTCP feedback messages for the indicated SSRCs are conmuni cat ed

directly between the endpoints. Therefore, this topol ogy poses
mnimal (if any) issues for any feedback nessages.
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3. 2.

Point to Multipoint Using Milticast

Shortcut name: Topo-Mil ticast

F--o - - +
+---+ / \ +---+
| Af----1 \---] B |
+---+ ) Milti- \ 4o+

+ Cast +
+---+ \ Net wor k / +---+
| C|----\ /---]1 D
+---+ \ / +---+

+--m - - +

Figure 2 - Point to Miultipoint Using Milticast

Point to Multipoint (PtM is defined here as using a nulticast

topol ogy as a transnission nodel, in which traffic from any

partici pant reaches all the other participants, except for cases such
as:

0 packet |oss, or

0 when a participant does not wish to receive the traffic for a
specific nmulticast group and therefore has not subscribed to the
| P-mul ticast group in question. This is for the cases where a
multi-media session is distributed using two or nore mul ticast
groups.

In the above context, "traffic" enconpasses both RTP and RTCP
traffic. The nunber of participants can vary between one and nany,
as RTP and RTCP scale to very large multicast groups (the theoretica
limt of the nunber of participants in a single RTP session is
approximately two billion). The above can be realized using Any
Source Multicast (ASM. Source-Specific Miulticast (SSM may be al so
be used with RTP. However, then only the designated source nmay reach
all receivers. Please review [RTCP-SSM for how RTCP can be made to
work in conbination with SSM

This docunent is primarily interested in that subset of nulticast
sessions wherein the nunber of participants in the nulticast group is
so lowthat it allows the participants to use early or innediate
feedback, as defined in AVPF [ RFC4585]. This docunent refers to

t hose groups as "small multicast groups”

RTCP feedback messages in nulticast will, |ike nedia, reach everyone
(subj ect to packet |osses and nulticast group subscription).
Therefore, the feedback suppression nechani smdi scussed i n [ RFC4585]
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is required. Each individual node needs to process every feedback
message it receives to determine if it is affected or if the feedback
nmessage applies only to sone other participant.

3.3. Point to Multipoint Using the RFC 3550 Transl at or
Short cut nane: Topo- Transl ator
Two mai n categories of Translators can be distingui shed:

Transport Translators (Topo-Trn-Translator) do not nodify the nedia
streamitself, but are concerned with transport paraneters.

Transport paraneters, in the sense of this section, conprise the
transport addresses (to bridge different domains) and the nedia
packetization to allow other transport protocols to be interconnected
to a session (in gateways). O the transport Translators, this neno
is primarily interested in those that use RTP on both sides, and this
i s assuned henceforth. Translators that bridge between different
protocol worlds need to be concerned about the mapping of the

SSRC/ CSRC (Contributing Source) concept to the non-RTP protocol

When designing a Translator to a non- RTP-based nedia transport, one
crucial factor lies in howto handle different sources and their
identities. This problemspace is not discussed henceforth.

Medi a Transl ators (Topo- Medi a- Translator), in contrast, nodify the
nedia streamitself. This process is conmonly known as transcoding.
The nodification of the nmedia stream can be as small as renoving
parts of the stream and it can go all the way to a full transcoding
(down to the sanple |level or equivalent) utilizing a different nmedia
codec. Media Translators are comonly used to connect entities

wi thout a common interoperability point.

Stand- al one Media Translators are rare. Mst comonly, a conbi nation
of Transport and Media Translators are used to translate both the
medi a stream and the transport aspects of a stream between two
transport donmmins (or clouds).

Both Transl ator types share common attributes that separate them from
M xers. For each nedia streamthat the Translator receives, it
generates an individual streamin the other domain. A Translator

al ways keeps the SSRC for a stream across the translation, where a

M xer can select a nedia stream or send them out nixed, always under
its own SSRC, using the CSRC field to indicate the source(s) of the
content.
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The RTCP translation process can be trivial, for exanple, when
Transport Translators just need to adjust |P addresses, or they can
be quite conplex as in the case of nmedia Translators. See Section
7.2 of [RFC3550].

+om o +
+---+ / \ S RS + +---+
| A]<---1/ \ | | <---->] B
+---+ / mul ti- \ | | +---+
+ Cast +->| Transl ator
+---+ \' Network / | | +---+
| C|<---\ / | | <---->] D|
+---+ \ / S RS + +---+
S +

Figure 3 - Point to Miultipoint Using a Transl ator

Figure 3 depicts an exanple of a Transport Translator perform ng at

| east | P address translation. It allows the (non-nulticast-capable)
participants B and Dto take part in a multicast session by having
the Translator forward their unicast traffic to the multicast
addresses in use, and vice versa. It nust also forward B's traffic
to D, and vice versa, to provide each of B and Dwith a conplete view
of the session.

If B were behind a linited network path, the Translator may perform
medi a transcoding to allow the traffic received fromthe other
participants to reach B w thout overloading the path.

When, in the exanple depicted in Figure 3, the Translator acts only
as a Transport Translator, then the RTCP traffic can sinply be
forwarded, sinmilar to the nedia traffic. However, when nedia
translation occurs, the Translator’s task beconmes substantially nore
compl ex, even with respect to the RTCP traffic. 1In this case, the
Transl ator needs to rewite B s RTCP Receiver Report before
forwarding themto D and the nulticast network. The rewiting is
needed as the streamreceived by Bis not the same streamas the

ot her participants receive. For exanple, the number of packets
transnmitted to B nay be | ower than what D receives, due to the
different media format. Therefore, if the Receiver Reports were
forwarded w thout changes, the extended hi ghest sequence nunber woul d
indicate that B were substantially behind in reception, while it nost
likely it would not be. Therefore, the Translator nust translate
that nunber to a correspondi ng sequence nunber for the streamthe
Transl ator received. Simlar argunents can be made for nobst other
fields in the RTCP Receiver Reports.
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As specified in Section 7.1 of [RFC3550], the SSRC space is common
for all participants in the session, independent of on which side
they are of the Translator. Therefore, it is the responsibility of
the participants to run SSRC col lision detection, and the SSRC is a
field the Translator should not change.

+- - -+ Fommmmmaaaaas + +- - -+

| Al<--->] |<---->| B

+---+ | | +---+
| Translator |

+-- -+ | | +-- -+

| Cl<--->] |<----> D

+- - -+ Fommmmmaaaaas + +- - -+

Figure 4 - RTP Translator (Relay) with Only Unicast Paths

Anot her Transl ator scenario is depicted in Figure 4. Herein, the
Transl ator connects nultiple users of a conference through unicast.
This can be inplenmented using a very sinple transport Transl ator,
which in this docurment is called a relay. The relay forwards al
traffic it receives, both RTP and RTCP, to all other participants.
In doing so, a nmulticast network is enulated without relying on a
mul ti cast - capabl e network infrastructure.

A Translator nornally does not use an SSRC of its own, and is not
visible as an active participant in the session. One exception can
be conceived when a Translator acts as a quality nonitor that sends
RTCP reports and therefore is required to have an SSRC. Anot her
exanple is the case when a Translator is prepared to use RTCP
feedback nessages. This may, for exanple, occur when it suffers

packet | oss of inportant video packets and wants to trigger repair by

the medi a sender, by sending feedback nessages. To be able to do
this it needs to have a uni que SSRC

A nedia Translator may in sone cases act on behalf of the "real”
source and respond to RTCP feedback nmessages. This may occur, for
exanpl e, when a receiver requests a bandw dth reduction, and the
medi a Transl ator has not detected any congestion or other reasons for
bandwi dth reducti on between the nmedia source and itself. |In that
case, it is sensible that the nedia Translator reacts to the codec

control nessages itself, for exanple, by transcoding to a | ower nedia

rate. If it were not reacting, the nedia quality in the nedia
sender’s domain may suffer, as a result of the nedia sender adjusting
its nedia rate (and quality) according to the needs of the slow
past - Transl at or endpoint, at the expense of the rate and quality of
all other session participants.
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In general, a Translator inplenentation should consider which RTCP

f eedback nmessages or codec-control nessages it needs to understand in
relation to the functionality of the Translator itself. This is
completely in line with the requirenent to also translate RTCP
messages between the domains.

3.4. Point to Multipoint Using the RFC 3550 M xer Mbdel

Shortcut nanme: Topo-M xer

A Mxer is a mddlebox that aggregates multiple RTP streans, which
are part of a session, by mxing the nedia data and generating a new
RTP stream One conmmon application for a Mxer is to allow a
participant to receive a session with a reduced anmount of resources.

F--- - +
+---+ / \ Fom - - - + +-- -+
| Al<---1/ \ | | <---->] B |
+---+ Ml ti- \ | | +--- 4+

+ Cast +- > M xer |

+---+ \ Network / | | +---+
| C|<---\ / | | <---->| D|
+---+ \ / Fom - - - + +-- -+

L +

Figure 5 - Point to Miultipoint Using the RFC 3550 M xer Model

A M xer can be viewed as a device term nating the nedia streans

recei ved fromother session participants. Using the nedia data from
the received nedia streans, a M xer generates a nedia streamthat is
sent to the session participant.

The content that the Mxer provides is the nixed aggregate of what
the M xer receives over the PtP or PtM paths, which are part of the
same conference session.

The M xer is the content source, as it mixes the content (often in
t he unconpressed domain) and then encodes it for transnission to a
participant. The CSRC Count (CC) and CSRC fields in the RTP header
are used to indicate the contributors of to the newy generated
stream The SSRCs of the to-be-m xed streans on the M xer input
appear as the CSRCs at the M xer output. That output stream uses a
uni que SSRC that identifies the Mxer's stream The CSRC are
forwarded between the two donmains to allow for |oop detection and
identification of sources that are part of the global session. Note
that Section 7.1 of RFC 3550 requires the SSRC space to be shared
bet ween domai ns for these reasons.
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The M xer is responsible for generating RTCP packets in accordance
with its role. It is a receiver and should therefore send reception
reports for the nmedia streans it receives. In its role as a nedia
sender, it should al so generate Sender Reports for those nmedia
streams sent. As specified in Section 7.3 of RFC 3550, a M xer nust
not forward RTCP unaltered between the two domains.

The M xer depicted in Figure 5 is involved in three domai ns that need
to be separated: the nulticast network, participant B, and
participant D. The M xer produces different mxed streans to B and
D, as the one to B may contain content received fromD, and vice
versa. However, the Mxer only needs one SSRC in each domain that is
the receiving entity and transnitter of m xed content.

In the multicast domain, a Mxer still needs to provide a nixed view
of the other dommins. This makes the M xer sinpler to inplenment and
avoi ds any issues with advanced RTCP handling or | oop detection

whi ch woul d be problematic if the M xer were providing non-synmetric
behavior. Please see Section 3.7 for nore discussion on this topic.

A M xer is responsible for receiving RTCP feedback nmessages and
handl i ng them appropriately. The definition of "appropriate" depends
on the nmessage itself and the context. In sone cases, the reception
of a codec-control nessage may result in the generation and

transm ssion of RTCP feedback nmessages by the M xer to the

participants in the other domain. In other cases, a nmessage is
handl ed by the Mxer itself and therefore not forwarded to any other
domai n.

When replacing the nulticast network in Figure 5 (to the left of the
M xer) with individual unicast paths as depicted in Figure 6, the

M xer nodel is very simlar to the one discussed in Section 3.6

bel ow. Pl ease see the discussion in Section 3.6 about the

di fferences between these two nodel s.

+- - -+ Fomm e e e e e o + +- - -+

| Al<--->] |<---->| B

+---+ | | +---+
| M xer |

+-- -+ | | +-- -+

| Cl<--->| |<---->| D|

+- - -+ Fomm e e e e e o + +- - -+

Figure 6 - RTP M xer with Only Unicast Paths
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3.5. Point to Multipoint Using Video Sw tching MCUs

Short cut name: Topo- Vi deo-switch- MCU

+---+ I + +-- -+

| Al------ | Multipoint |------ | B

t--- 1 | Control | +---+
| Uni t |

+o- - | (MY | +---+

| Cl------ | |------ | D|

+---+ I + +-- -+

Figure 7 - Point to Miultipoint Using a Video Switching MCU

This PtMtopology is still deployed today, although the
RTCP-termi nati ng MCUs, as discussed in the next section, are perhaps
nmore conmon. This topology, as well as the followi ng one, reflect
today’s lack of wide availability of IP nulticast technol ogies, as
well as the sinplicity of content swi tching when conpared to content
nm xing. The technology is comonly inplenmented in what is known as
"Video Switching MCUs".

A video switching MCU forwards to a participant a single nedia
stream selected fromthe available streanms. The criteria for

sel ection are often based on voice activity in the audio-visua
conference, but other conference managenent mechani sms (I1ike
presentation node or explicit floor control) are known to exist as
wel |

The video switching MCU may al so performnedia translation to nodify
the content in bit-rate, encoding, or resolution. However, it stil
may indicate the original sender of the content through the SSRC. In
this case, the values of the CC and CSRC fields are retained.

If not termnating RTP, the RTCP Sender Reports are forwarded for the
currently selected sender. Al RTCP Receiver Reports are freely
forwarded between the participants. In addition, the MCU nay al so
originate RTCP control traffic in order to control the session and/or
report on status fromits viewpoint.

The video switching MCU has nost of the attributes of a Transl ator
However, its streamselection is a mxing behavior. This behavior
has sone RTP and RTCP issues associated with it. The suppression of
all but one nmedia streamresults in nost participants seeing only a
subset of the sent nedia streans at any given tine, often a single
stream per conference. Therefore, RTCP Receiver Reports only report
on these streans. Consequently, the nmedia senders that are not
currently forwarded receive a view of the session that indicates
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their nedia streans di sappear sonewhere en route. This nakes the use
of RTCP for congestion control, or any type of quality reporting,
very probl emati c.

To avoid the aforenentioned issues, the MCU needs to inplenent two
features. First, it needs to act as a Mxer (see Section 3.4) and
forward the selected nedia streamunder its own SSRC and with the
appropriate CSRC val ues. Second, the MCU needs to nodify the RTCP
RRs it forwards between the domains. As a result, it is RECOVWENDED
that one inplenent a centralized video sw tching conference using a
M xer according to RFC 3550, instead of the shortcut inplenentation
descri bed here.

3.6. Point to Multipoint Using RTCP-Term nati ng MCU

Shortcut name: Topo- RTCP-term nati ng- MCU

+---+ o m e oo oo - + +---+

| A|<----> Miltipoint |<----> B

+---+ | Control | +---+
| Uni t |

oot | (g oot

| Cl<--->| |<---->| D|

+---+ o m e oo oo - + +---+

Figure 8 - Point to Miltipoint Using Content Mdifying MCUs

In this PtMscenario, each participant runs an RTP point-to-point
session between itself and the MCU. This is a very commonly depl oyed
topology in nultipoint video conferencing. The content that the MCU
provides to each participant is either

a) a selection of the content received fromthe other participants,
or

b) the m xed aggregate of what the MCU receives fromthe other PtP
pat hs, which are part of the same conference session

In case a), the MCU may nodify the content in bit-rate, encoding, or
resolution. No explicit RTP mechanismis used to establish the

rel ati onshi p between the original nedia sender and the version the
MCU sends. | n other words, the outgoing sessions typically use a
different SSRC, and may well use a different payload type (PT), even
if this different PT happens to be mapped to the sanme nedia type.
This is a result of the individually negotiated session for each
partici pant.
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In case b), the MCU is the content source as it mxes the content and
then encodes it for transmission to a participant. According to RTP
[ RFC3550], the SSRC of the contributors are to be signalled using the
CSRC/ CC nmechanism I n practice, today, nost deployed MCUs do not
inplenment this feature. Instead, the identification of the

partici pants whose content is included in the Mxer’'s output is not

i ndi cated t hrough any explicit RTP mechanism That is, nost depl oyed
MCUs set the CSRC Count (CC) field in the RTP header to zero, thereby
i ndi cating no available CSRC i nformation, even if they could identify
the content sources as suggested in RTP

The main feature that sets this topology apart fromwhat RFC 3550
describes is the breaking of the conmmon RTP session across the
centralized device, such as the MCU. This results in the |oss of
explicit RTP-level indication of all participants. |f one were using
the mechani sms available in RTP and RTCP to signal this explicitly,
the topol ogy would foll ow the approach of an RTP M xer. The | ack of
explicit indication has at |east the follow ng potential problens:

1) Loop detection cannot be performed on the RTP level. Wen
carel essly connecting two misconfigured MCUs, a | oop could be
gener at ed.

2) There is no information about active nedia senders available in
the RTP packet. As this information is nissing, receivers cannot
use it. It also deprives the client of information related to
currently active senders in a nachi ne-usabl e way, thus preventing
clients fromindicating currently active speakers in user
interfaces, etc.

Not e that depl oyed MCUs (and endpoints) rely on signalling |ayer
mechani sms for the identification of the contributing sources, for
exanpl e, a SIP conferencing package [ RFC4575]. This alleviates, to
sonme extent, the aforenentioned issues resulting fromignoring RTP s
CSRC mechani sm

As a result of the shortcom ngs of this topology, it is RECOVMMENDED
to instead inplenent the M xer concept as specified by RFC 3550.

3.7. Non-Synmetric M xer/Transl ators
Shortcut name: Topo- Asynmetric
It is theoretically possible to construct an MCU that is a Mxer in
one direction and a Translator in another. The main reason to
consider this would be to allow topologies simlar to Figure 5, where

the M xer does not need to mx in the direction fromB or D towards
the multicast domains with A and C. Instead, the nedia streans from
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B and D are forwarded w t hout changes. Avoiding this m xing would
save nedi a processing resources that performthe nmixing in cases
where it isn't needed. However, there would still be a need to mx
B's streamtowards DO Only in the direction B -> nulticast domain or
D->nulticast domain would it be possible to work as a Transl ator.
In all other directions, it would function as a M xer.

The M xer/ Translator would still need to process and change the RTCP
before forwarding it in the directions of B or Dto the nulticast
domain. One issue is that A and C do not know about the m xed-nedi a
streamthe Mxer sends to either B or D. Thus, any reports rel ated
to these streans nust be renoved. Also, receiver reports related to
A and Cs nedia streamwould be mssing. To avoid A and C thinking
that B and D aren’t receiving A and C at all, the Mxer needs to
insert its Receiver Reports for the streams fromA and C into B and
D s Sender Reports. In the opposite direction, the Receiver Reports
fromA and C about B's and Ds stream al so need to be aggregated into
the M xer’'s Receiver Reports sent to B and D. Since B and D only
have the M xer as source for the stream all RTCP from A and C nust
be suppressed by the M xer.

This topology is so problematic and it is so easy to get the RTCP
processing wong, that it is NOT RECOMVENDED to inplenment this

t opol ogy.
3.8. Conbi ni ng Topol ogi es

Topol ogi es can be conbined and linked to each other using M xers or
Transl ators. However, care nust be taken in handling the SSRC/ CSRC
space. A Mxer will not forward RTCP from sources in other donains,
but will instead generate its own RTCP packets for each domain it

nm xes into, including the necessary Source Description (SDES)
information for both the CSRCs and the SSRCs. Thus, in a mxed
domai n, the only SSRCs seen will be the ones present in the domain,
while there can be CSRCs fromall the domains connected together with
a conbination of Mxers and Translators. The conbined SSRC and CSRC
space is comopn over any Translator or Mxer. This is inportant to
facilitate | oop detection, sonething that is likely to be even nore

i mportant in conbined topol ogies due to the ni xed behavi or between
the domains. Any hybrid, |like the Topo- Vi deo-sw tch-MCU or

Topo- Asymmetric, requires considerable thought on how RTCP is dealt
with.
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4. Conparing Topol ogi es

The topol ogi es discussed in Section 3 have different properties.

This section first lists these properties and then maps the different
topologies to them Please note that even if a certain property is
supported within a particul ar topol ogy concept, the necessary
functionality nay, in nany cases, be optional to inplenent.

4.1. Topol ogy Properties
4.1.1. Al to All Media Transm ssion
Mul ticast, at |east Any Source Miulticast (ASM, provides the

functionality that everyone may send to, or receive from everyone
el se within the session. MCUs, Mxers, and Transl ators nay al

provide that functionality at |east on sone basic level. However,
there are some differences in which type of reachability they

provi de.

The transport Translator function called "relay", in Section 3.3, is

the one that provides the enulation of ASMthat is closest to true

| P-nmul ticast-based, all to all transm ssion. Media Translators,

M xers, and the MCU variants do not provide a fully neshed forwarding
on the transport level; instead, they only allow |linited forwarding
of content fromthe other session participants.

The "all to all nedia transnission" requires that any nedi a
transmitting entity considers the path to the | east capable receiver.
O herw se, the nedia transm ssions may overl oad that path.

Therefore, a nedia sender needs to nonitor the path fromitself to
any of the participants, to detect the currently | east capable
receiver, and adapt its sending rate accordingly. As nultiple
partici pants may send sinultaneously, the avail able resources nmay
vary. RTCP' s Receiver Reports help performng this nonitoring, at

| east on a mediumtine scale.

The transmi ssion of RTCP autonmatically adapts to any changes in the
nunber of participants due to the transnission algorithm defined in
the RTP specification [RFC3550], and the extensions in AVPF [ RFC4585]
(when applicable). That way, the resources utilized for RTCP stay

wi thin the bounds configured for the session
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4.1.2. Transport or Media Interoperability

Transl ators, Mxers, and RTCP-terminating MCU all allow changing the
nmedi a encodi ng or the transport to other properties of the other
domai n, thereby providing extended interoperability in cases where
the participants | ack a coomon set of nedia codecs and/or transport
pr ot ocol s.

4.1.3. Per Donmain Bit-Rate Adaptation

Participants are nost likely to be connected to each other with a

het er ogeneous set of paths. This nmakes congestion control in a Point
to Multipoint set problematic. For the ASM and "rel ay" scenari o,
each individual sender has to adapt to the receiver with the |east
capabl e path. This is no |onger necessary when Media Transl ators,

M xers, or MCUs are involved, as each participant only needs to adapt
to the slowest path within its own domain. The Translator, M xer, or
MCU topol ogies all require their respective outgoing streans to
adjust the bit-rate, packet-rate, etc., to adapt to the | east capable
path in each of the other domains. That way one can avoid | owering
the quality to the | east-capable participant in all the donains at
the cost (complexity, delay, equipnent) of the Mxer or Transl ator

4.1.4. Aggregation of Media

In the all to all nedia property nmentioned above and provi ded by ASM
all sinultaneous nmedia transm ssions share the available bit-rate.
For participants with linted reception capabilities, this may result
in a situation where even a mninmal acceptable nmedia quality cannot
be acconplished. This is the result of nultiple nedia streans
needi ng to share the avail able resources. The solution to this
problemis to provide for a Mxer or MCU to aggregate the nmultiple
streanms into a single one. This aggregation can be perforned
according to different methods. M xing or selection are two common
met hods.

4.1.5. View of Al Session Participants

The RTP protocol includes functionality to identify the session
partici pants through the use of the SSRC and CSRC fields. In
addition, it is capable of carrying sone further identity information
about these participants using the RTCP Source Descriptors (SDES)

To maintain this functionality, it is necessary that RTCP is handl ed
correctly in domain bridging function. This is specified for
Translators and M xers. The MCU described in Section 3.5 does not
entirely fulfill this. The one described in Section 3.6 does not
support this at all.
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4.1.6. Loop Detection

In conplex topologies with nmultiple interconnected domains, it is
possible to formnedia | oops. RTP and RTCP support detecting such

| oops, as long as the SSRC and CSRC identities are correctly set in
forwarded packets. It is likely that | oop detection works for the
MCU, described in Section 3.5, at least as long as it forwards the
RTCP between the participants. However, the MCU in Section 3.6 wll
definitely break the | oop detection nmechani sm

4.2. Conparison of Topol ogies

The table bel ow attenpts to summari ze the properties of the different
topol ogies. The legend to the topol ogy abbreviations are:
Topo-Point-to-Point (PtP), Topo-Milticast (Miltic),
Topo-Trns-Translator (TTrn), Topo-Medi a- Transl ator (i ncl udi ng
Transport Translator) (Mrn), Topo-M xer (M xer), Topo-Asynmetric
(ASY), Topo-Video-sw tch-MCU (MCUs), and Topo- RTCP-term nati ng- MCU
(MCUt). In the table below, Y indicates Yes or full support, N

i ndi cates No support, (Y) indicates partial support, and N A

i ndi cates not appli cabl e.

Property PtP Miltic TTrn Mirn M xer ASY MCUs MCUt
All to All nedia N Y Y Y (V) () () (V)
Interoperability NA N Y Y Y Y N Y
Per Domai n Adapt ati on NA N N Y Y Y N Y
Aggregation of nedia N N N N Y (Y) Y Y
Ful I Session View Y Y Y Y Y Y (V) N
Loop Detection Y Y Y Y Y Y (V) N

Pl ease note that the Media Translator also includes the transport
Transl ator functionality.

5. Security Considerations

The use of M xers and Translators has inpact on security and the
security functions used. The primary issue is that both M xers and
Transl ators nodi fy packets, thus preventing the use of integrity and
source authentication, unless they are trusted devices that take part
in the security context, e.g., the device can send Secure Realtine
Transport Protocol (SRTP) and Secure Realtinme Transport Contro
Protocol (SRTCP) [RFC3711] packets to session endpoints. |If
encryption is enployed, the nmedia Translator and M xer need to be
able to decrypt the nedia to performits function. A transport
Transl ator nmay be used w thout access to the encrypted payload in
cases where it translates parts that are not included in the
encryption and integrity protection, for exanple, |P address and UDP
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port nunbers in a nedia stream using SRTP [ RFC3711]. However, in
general, the Translator or M xer needs to be part of the signalling
context and get the necessary security associations (e.g., SRTP
crypto contexts) established with its RTP session participants.

Including the Mxer and Translator in the security context allows the
entity, if subverted or msbehaving, to performa nunber of very

serious attacks as it has full access. It can performall the
attacks possible (see RFC 3550 and any applicable profiles) as if the
medi a session were not protected at all, while giving the inpression

to the session participants that they are protected.

Transport Translators have no interactions with cryptography that
wor ks above the transport |ayer, such as SRTP, since that sort of
Transl ator | eaves the RTP header and payload unaltered. Media
Transl ators, on the other hand, have strong interactions with
cryptography, since they alter the RTP payload. A nedia Transl ator
in a session that uses cryptographic protection needs to perform
crypt ographi c processing to both i nbound and outbound packets.

A media Translator nay need to use different cryptographic keys for
t he i nbound and out bound processing. For SRTP, different keys are
requi red, because an RFC 3550 nedia Transl ator | eaves the SSRC
unchanged during its packet processing, and SRTP key sharing is only
al | owed when distinct SSRCs can be used to protect distinct packet
streans.

When the nedia Transl ator uses different keys to process inbound and
out bound packets, each session participant needs to be provided wth
the appropriate key, depending on whether they are listening to the
Translator or the original source. (Note that there is an
architectural difference between RTP nedia translation, in which
participants can rely on the RTP Payl oad Type field of a packet to
determ ne appropriate processing, and cryptographically protected
medi a translation, in which participants nust use information that is
not carried in the packet.)

When using security mechanisns with Translators and M xers, it is
possi ble that the Translator or Mxer could create different security
associations for the different domains they are working in. Doing so
has sone inplications:

First, it mght weaken security if the M xer/Translator accepts a
weaker al gorithmor key in one domain than in another. Therefore,
care should be taken that appropriately strong security paraneters
are negotiated in all domains. |In many cases, "appropriate"”
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translates to "simlar" strength. I1f a key nmanagenent system does
all ow the negotiation of security paraneters resulting in a different
strength of the security, then this system SHOULD notify the
participants in the other domains about this.

Second, the nunber of crypto contexts (keys and security rel ated
state) needed (for exanple, in SRTP [ RFC3711]) nmy vary between

M xers and Translators. A Mxer normally needs to represent only a
singl e SSRC per donmain and therefore needs to create only one
security association (SRTP crypto context) per domain. In contrast,
a Transl ator needs one security association per participant it

transl ates towards, in the opposite domain. Considering Figure 3,
the Transl ator needs two security associations towards the nulticast
domain, one for B and one for D It may be forced to maintain a set
of totally independent security associations between itself and B and
D respectively, so as to avoid two-time pad occurrences. These
contexts nust al so be capable of handling all the sources present in
the ot her dommi ns. Hence, using conpletely independent security
associations (for certain keying nechanisns) may force a Transl ator
to handl e N*DM keys and related state; where Nis the total nunber of
SSRCs used over all donmains and DMis the total nunber of domains

There exi st a nunber of different nechanisns to provide keys to the
different participants. One exanple is the choice between group keys
and uni que keys per SSRC. The appropriate keying nodel is inpacted
by the topol ogies one intends to use. The final security properties
are dependent on both the topologies in use and the keying

mechani sms’ properties, and need to be considered by the application
Exactly which mechani sns are used is outside of the scope of this
docunent .
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