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Abst r act

The primary purpose of this docunment is to define termninol ogy
specific to the benchmarki ng of resource reservation signaling of
Integrated Services (IntServ) IP routers. These terns can be used in
addi ti onal documents that define benchmarki ng nmet hodol ogi es for
routers that support resource reservation or reporting formats for

t he benchmar ki ng nmeasur enents.
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1. I nt roducti on

Si gnal i ng-based resource reservation using the IntServ paradi gm [ 4]
is an inportant part of the different Quality of Service (QoS)

provi sioni ng approaches. Therefore, network operators who are

pl anni ng to depl oy signaling-based resource reservation may want to
exam ne the scalability linmtations of reservation capable routers

and the inpact of signaling on their data forwardi ng perfornance.
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An objective way of quantifying the scalability constraints of QS
signaling is to perform measurenents on routers that are capabl e of

I nt Serv-based resource reservation. This docunent defines
term nol ogy for a specific set of tests that vendors or network
operators can carry out to neasure and report the signaling
performance characteristics of router devices that support resource
reservation protocols. The results of these tests provi de conparabl e
data for different products, and thus support the decision-naking
process before purchase. Moreover, these measurements provide input
characteristics for the dinmensioning of a network in which resources
are provisioned dynanmcally by signaling. Finally, the tests are
applicable for characterizing the inpact of the resource reservation
signaling on the forwardi ng performance of the routers.

Thi s benchmar ki ng term nol ogy docunent is based on the know edge
gai ned by exami nation of (and experimentation with) different
resource reservation protocols: the | ETF standard Resource

ReSer Vation Protocol (RSVP) [5], Next Steps in Signaling (NSIS)
[6]1[7118][9], and several experinental ones, such as YESSIR (Yet
Anot her Sender Session Internet Reservation) [10], ST2+ [11], Session
Description Protocol (SDP) [12], Boonerang [13], and Ticket [14].
Some of these protocols were also anal yzed by the | ETF NSI S wor ki ng
group [15]. Although at the noment the authors are only aware of
resource reservation capable router products that interpret RSVP
this docunent defines terns that are valid in general and not
restricted to any of the protocols listed above.

In order to avoid any confusion, we would Iike to enphasize that this
term nol ogy considers only signaling protocols that provide IntServ
resource reservation; for exanple, techniques in the DiffServ tool box
are predom nantly beyond our scope.

2. Existing Definitions

RFC 1242 "Benchmar ki ng Term nol ogy for Network Interconnection

Devi ces" [1] and RFC 2285 "Benchmar ki ng Terni nol ogy for LAN Swi tching
Devi ces" [3] contain discussions and definitions for a nunber of
terms relevant to the benchmarking of signaling perfornmance of
reservation-capabl e routers and shoul d be consulted before attenpting
to nake use of this docunent.

Additionally, this docunent defines terminology in a way that is
consistent with the terns used by the Next Steps in Signaling working
group laid out in [6][7][8].

For the sake of clarity and continuity, this document adopts the
tenplate for definitions set out in Section 2 of RFC 1242.
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Definitions are indexed and grouped together into different sections
for ease of reference

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [2].

3. Definition of Terms
3.1. Traffic Flow Types

This group of definitions describes traffic flow types forwarded by
resource reservation capable routers.

3.1.1. Dat a Fl ow

Definition:
A data flow is a stream of data packets from one sender to one or
nore receivers, where each packet has a flow identifier unique to
the flow.

Di scussi on
The flow identifier can be an arbitrary subset of the packet
header fields that uniquely distinguishes the flow from others.
For exanple, the 5-tuple "source address; source port; destination
address; destination port; protocol nunber" is commonly used for
this purpose (where port nunbers are applicable). It is also
possi ble to take advantage of the Flow Label field of |Pv6
packets. For nore comments on flow identification, refer to [6].

3.1.2. Distinguished Data Fl ow

Definition:
Di stingui shed data flows are flows that resource reservation
capable routers intentionally treat better or worse than best-
effort data flows, according to a QS agreenent defined for the
di stingui shed fl ow

Di scussi on
Routers classify the packets of distinguished data fl ows and
identify the data flow to which they bel ong.

The nost conmon usage of the distinguished data flowis to get
higher-priority treatment than that of best-effort data flows (see
the next definition). |In these cases, a distinguished data flow
is sonetimes referred to as a "premiumdata flow'. Nevertheless,
theoretically it is possible to require worse treatnment than that
of best-effort flows.
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3.1.3.

Best-Effort Data Fl ow

Definition:

Best-effort data flows are flows that are not treated in any
speci al manner by resource reservation capable routers; thus,
their packets are served (forwarded) in sone default way.

Di scussi on

"Best-effort" neans that the router makes its best effort to
forward the data packet quickly and safely, but does not guarantee
anything (e.g., delay or loss probability). This type of traffic
is the nost common in today's Internet.

Packets that belong to best-effort data flows need not be
classified by the routers; that is, the routers don’'t need to find
a related reservation session in order to find out to which
treatment the packet is entitled.

3.2. Resource Reservation Protocol Basics
This group of definitions applies to signaling-based resource
reservation protocols inplenmented by I P router devices.

3.2.1. QoS Session
Definition:

A QoS session is an application |ayer concept, shared between a
set of network nodes, that pertains to a specific set of data
flows. The information associated with the session includes the
data required to identify the set of data flows in addition to a
specification of the QoS treatnent they require.

Di scussi on

Feher,

A QoS session is an end-to-end rel ationship. Wenever end-nodes
decide to obtain special QS treatnent for their data

conmmuni cation, they set up a QS session. As part of the process,
they or their proxies nake a QS agreenent with the network,
specifying their data flows and the QS treatnment that the flows
require

It is possible for the sanme QoS session to span multiple network
domai ns that have different resource provisioning architectures.
In this docunent, however, we only deal with the case where the
QS session is realized over an IntServ architecture. It is
assuned that sessions will be established using signaling nessages
of a resource reservation protocol
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QoS sessions nust have unique identifiers; it nust be possible to
determi ne to which QS session a given signaling nmessage pertains.
Theref ore, each signaling message should include the identifier of
its correspondi ng session. As an exanple, in the case of RSVP
the "session specification" identifies the QoS session plus refers
to the data flow, the "fl owspec" specifies the desired QS
treatment and the "filter spec" defines the subset of data packets
in the data flow that receive the QS defined by the fl owspec

QoS sessions can be unicast or multicast depending on the nunber
of participants. In a nmulticast group, there can be several data
traffic sources and destinations. Here the QS agreenent does not
have to be the sane for each branch of the nmulticast tree
forwarding the data flow of the group. |Instead, a dedicated
network resource in a router can be shared anong nmany traffic
sources fromthe sanme nulticast group (cf. nulticast reservation
styles in the case of RSVP)

| ssues:

3.2. 2.

Even though QoS sessions are considered to be uni que, resource
reservati on capable routers night aggregate them and all ocate
network resources to these aggregated sessions at once. The
aggregation can be based on sinmilar data flow attributes (e.g.
simlar destination addresses) or it can conbine arbitrary
sessions as well. \While reservation aggregation significantly
Iightens the signaling processing task of a resource reservation
capable router, it also requires the adninistration of the
aggregat ed QoS sessions and nmight also lead to the violation of
the quality guaranties referring to individual data flows within
an aggregation [16].

Resource Reservation Protoco

Definition

Resource reservation protocols define signaling messages and
nmessage processing rules used to control resource allocation in
I nt Serv architectures.

Di scussi on

Feher,

It is the signaling messages of a resource reservation protoco
that carry the information related to QoS sessions. This

i nformation includes a session identifier, the actual QS
paraneters, and possibly flow descriptors.

The message processing rules of the signaling protocols ensure
that signaling nmessages reach all network nodes concerned. Sone
resource reservation protocols (e.g., RSVP, NSIS QoS NSLP [8]) are
only concerned with this, i.e., carrying the QS-rel ated
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3.2.3.

information to all the appropriate network nodes, w thout being
aware of its content. This latter approach allows changing the
way the QoS paraneters are described, and different Kkinds of
provi sioning can be realized without the need to change the
protocol itself.

Resource Reservation Capabl e Router

Definition:

A router is resource reservation capable (it supports resource
reservation) if it is able to interpret signaling nmessages of a
resource reservation protocol, and based on these nessages is able
to adjust the nanagenent of its flow classifiers and network
resources so as to conformto the content of the signaling
nessages.

D scussi on

3.2. 4.

Rout ers capture signaling nessages and mani pul ate reservation
states and/or reserved network resources according to the content
of the nmessages. This ensures that the flows are treated as their
specified QoS requirenents indicate.

Reservation State

Definition:

A reservation state is the set of entries in the router’s nenory
that contain all relevant information about a given QoS session
registered with the router.

Di scussi on

Feher,

States are needed because IntServ-related resource reservation
protocols require the routers to keep track of QoS session and
data-flowrel ated netadata. The reservation state includes the
paraneters of the QoS treatnent, the description of how and where
to forward the incom ng signaling nessages, refresh timng

i nformation, etc.

Based on how reservation states are stored in a reservation
capabl e router, the routers can be categorized into two cl asses:

Hard-state resource reservation protocols (e.g., ST2 [11]) require
routers to store the reservation states permanently, established
by a setup signaling prinmtive, until the router is explicitly
informed that the QoS session is cancel ed.

There are also soft-state resource reservati on capable routers,

where there are no permanent reservation states, and each state
has to be regularly refreshed by appropriate refresh signaling
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messages. |If no refresh signaling nmessage arrives during a
certain period, then the router stops the nmaintenance of the QS
session assuning that the end-points do not intend to keep the
session up any longer or the communication |lines are broken
somewhere along the data path. This feature nmakes soft-state
resource reservation capable routers nore robust than hard-state
routers, since no failures can cause resources to stay permanently
stuck in the routers. (Note that it is still possible to have an
explicit teardown nmessage in soft-state protocols for quicker
resource rel ease.)

| ssues:

3.2.5.

Based on the initiating point of the refresh nessages, soft-state
resource reservation protocols can be divided into two groups.
First, there are protocols where it is the responsibility of the
end-points or their proxies to initiate refresh nessages. These
messages are forwarded al ong the path of the data flow refreshing
the correspondi ng reservation states in each router affected by
the flow. Second, there are other protocols, where routers and
end- poi nts have their own schedule for the reservation state
refreshes and they signal these refreshes to the neighboring
routers.

Resource Reservation Protocol Oientation

Definition:

The orientation of a resource reservation protocol tells which end
of the protocol communication initiates the allocation of the
networ k resources. Thus, the protocol can be sender- or

recei ver-oriented, depending on the l|ocation of the data fl ow
source (sender) and destination (receiver) conpared to the
reservation initiator

D scussi on

Feher,

In the case of sender-oriented protocols (in sone sources referred
to as sender-initiated protocols), the resource reservation
propagates in the sane direction(s) as of the data flow(s).
Consequently, in the case of receiver-oriented protocols, the
signal i ng nessages reserving resources are forwarded backward on
the path of the data flow Due to the asymmretric routing nature
of the Internet, in this latter case, the path of the desired data
fl ow shoul d be known before the reservation initiator would be
able to send the resource allocation nessages. For exanple, in
the case of RSVP, the RSVP PATH nessage, traveling fromthe data
fl ow sources towards the destinations, first narks the path of the
data flow on which the resource allocation nessages will travel
backwar d.
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This definition considers only protocols that reserve resources
for just one data flow between the end-nodes. The reservation
orientation of protocols that reserve nore than one data flowis
not defined here.

| ssues:

The |l ocation of the reservation initiator affects the basics of
the resource reservation protocols and therefore is an inportant
aspect of characterization. Mst inportantly, in the case of

mul ticast QoS sessions, the sender-oriented protocols require the
traffic sources to maintain a list of receivers and send their

al | ocati on nessages considering the different requirenents of the
receivers. Using nulticast QoS sessions, the receiver-oriented
protocol s enable the receivers to nmanage their own resource

al l ocation requests and thus ease the task of the sources.

3.3. Router Load Factors
Wien a router is under "load", it means that there are tasks its
CPU(s) nust attend to, and/or that its nmenory contains data it
must keep track of, and/or that its interface buffers are utilized
to some extent, etc. Unfortunately, we cannot assune that the
full internal state of a router can be nonitored during a
benchmark; rather, we nust consider the router to be a black box.
W need to |ook at router "load" in a way that nakes this "I oad"
nmeasur abl e and controllable. Instead of focusing on the interna
processes of a router, we will consider the external, and
t her ef ore observabl e, nmeasurabl e and control |l abl e processes that
result in "load".
In this section we introduce several ways of creating "load" on a
router; we will refer to these as "load factors" henceforth.
These load factors are defined so that they each inpact the
performance of the router in a different way (or by different
means), by utilizing different conponents of a resource
reservati on capable router as separately as possible.
During a benchmark, the performance of the device under test wll
have to be neasured under different controlled | oad conditions,
that is, with different values of these |oad factors.

3.3.1. Best-Effort Traffic Load Factor

Definition:

The best-effort traffic load factor is defined as the nunmber and
I ength of equal -sized best-effort data packets that traverse the
router in a second.
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Di scussi on
Forwardi ng the best-effort data packets, which requires obtaining
the routing information and transferring the data packet between
network interfaces, requires processing power. This |oad factor
creates |load on the CPU(s) and buffers of the router.

For the purpose of benchmarking, we define a traffic flow as a
stream of equal -si zed packets with even interpacket delay. It is
possible to specify traffic with varying packet sizes as a
superposition of nultiple best-effort traffic flows as they are
defined here.

| ssues:
The sane anount of data segnented into differently sized packets
causes different anmounts of |oad on the router, which has to be
consi dered during benchmar ki ng nmeasurenents. The measurenent unit
of this load factor reflects this as well.

Measurement unit:
This load factor has a conposite unit of [packets per second
(pps); bytes]. For exanple, [5 pps; 100 bytes] nmeans five pieces
of one-hundred-byte packets per second.

3.3.2. Distinguished Traffic Load Factor

Definition:
The di stinguished traffic |oad factor is defined as the nunber and
I ength of the distinguished data packets that traverse the router
in a second.

Di scussi on
Simlarly to the best-effort data, forwarding the distinguished
data packets requires obtaining the routing information and
transferring the data packet between network interfaces. However,
in this case packets have to be classified as well, which requires
addi ti onal processing capacity.

For the purpose of benchmarking, we define a traffic flow as a
stream of equal -si zed packets with even interpacket delay. It is
possible to specify traffic with varying packet sizes as a
superposition of nultiple distinguished traffic flows as they are
defined here.

| ssues:
Just as in the best-effort case, the same anount of data segnented
into differently sized packets causes different anmounts of |oad on
the router, which has to be considered during the benchnarking
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neasurenents. The neasurenent unit of this |load factor reflects
this as well.

Measurement unit:
This |l oad factor has a conposite unit of [packets per second
(pps); bytes]. For exanple, [5 pps; 100 bytes] nmeans five pieces
of one-hundred-byte packets per second.

3.3.3. Session Load Factor

Definition:
The session | oad factor is the nunber of QS sessions the router
i s keeping track of.

Di scussi on
Resource reservation capable routers maintain reservation states
to keep track of QoS sessions. Obviously, the nore reservation
states are registered with the router, the nore conplex the
traffic classification beconmes, and the nore tinme it takes to | ook
up the correspondi ng resource reservation state. Moreover, not
only the traffic flows, but also the signaling nmessages that
control the reservation states have to be identified first, before
taki ng any other action, and this kind of classification also
nmeans extra work for the router.

In the case of soft-state resource reservation protocols, the
session |load al so affects reservation state maintenance. For
exanpl e, the supervision of tiners that watchdog the reservation
state refreshes may cause further | oad on the router

This load factor utilizes the CPU(s), the main nmenory, and the
session managenent |logic (e.g., content addressable nenory), if
any, of the resource reservation capable router.

Measurenment unit:
This | oad conponent is neasured by the nunber of QoS sessions that
i mpact the router.

3.3.4. Signaling Intensity Load Factor

Definition:
The signaling intensity load factor is the nunber of signaling
messages that are presented at the input interfaces of the router
during one second.

D scussi on

The processing of signaling nessages requires processor power that
raises the load on the control plane of the router
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In routers where the control plane and the data plane are not
totally independent (e.g., certain parts of the tasks are served
by the same processor; or the architecture has conmon nenory
buffers, transfer buses or any other resources) the signaling |oad
can have an inpact on the router’s packet forwarding perfornmance
as wel .

Naturally, just as everywhere else in this docunent, the term
"signaling messages" refer only to the resource reservation
protocol related primtives.

| ssues:

Most resource reservation protocols have several protocol
primtives realized by different signaling nessage types. Each of
these nessage types may require a different anpbunt of processing
power fromthe router. This fact has to be considered during the
benchmar ki ng nmeasur enent s.

Measurenment unit:

3.3.5.

Def

The unit of this factor is signaling nessages/second.
Si gnal i ng Burst Load Fact or

inition:

The signaling burst |oad factor is defined as the nunber of
signaling nessages that arrive to one input port of the router
back-to-back ([1]), causing persistent |oad on the signaling
message handl er.

Di scussi on

The definition focuses on one input port only and does not
consider the traffic arriving at the other input ports. As a
consequence, a set of nessages arriving at different ports, but
with such a timng that would be a burst if the nessages arrived
at the sane port, is not considered to be a burst. The reason for
this is that it is not guaranteed in a black-box test that this
woul d have the same effect on the router as a burst (incomng at
the same interface) has.

This definition conforms to the burst definition given in [3].

| ssues:

Feher,

Most of the resource reservation protocols have several protocol
primtives realized by different signaling nessage types. Bursts
built up of different messages nay have a different effect on the
router. Consequently, during neasurenents the content of the
burst has to be considered as well.
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Li kewi se, the first one of nultiple idenpotent signaling nessages
t hat each acconplish exactly the same end will probably not take
the sane anount of tine to be processed as subsequent ones.
Benchmar ki ng net hodol ogy will have to consider the intended effect
of the signaling nessages, as well as the state of the router at
the time of their arrival

Measurenment unit:

3. 4.

This load factor is characterized by the nunber of messages in the
burst.

Per f or mance Metrics

This group of definitions is a collection of neasurable quantities
that describe the perfornmance inpact the different | oad conponents
have on the router.

During a benchmark, the values of these nmetrics will have to be
measur ed under different |oad conditions.

3.4. 1.

Si gnal i ng Message Handling Tine

Definition:

The signaling nessage handling tinme (or, in short, signal handling
tine) is the latency ([1], for store-and-forward devices) of a
si gnal i ng nessage passing through the router

D scussi on

Feher,

The router interprets the signaling nessages, acts based on their
content and usually forwards themin an unnodified or nodified
form Thus the nessage handling time is usually longer than the
forwarding tine of data packets of the sane size

There night be signaling nmessage prinitives, however, that are
drained or generated by the router, like certain refresh nessages.
In this case, the signal handling time is not necessarily
nmeasureabl e, therefore it is not defined for such nessages.

In the case of signaling nessages that carry infornmation
pertaining to nmulticast flows, the router might issue nultiple
signal i ng messages after processing them |In this case, by
definition, the signal handling tine is the |latency between the

i ncom ng signaling nessage and the |ast outgoing signaling nessage
related to the received one.

The signal handling tinme is an inportant characteristic as it
directly affects the setup tinme of a QoS session
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| ssues:
The signal handling tinme may be dependent on the type of the
signaling nessage. For exanple, it usually takes a shorter tine
for the router to renove a reservation state than to set it up
This fact has to be considered during the benchmarki ng process.

As noted above, the first one of nmultiple idenpotent signaling
nmessages that each acconplish exactly the sane end will probably
not take the sane anount of time to be processed as subsequent
ones. Benchnmarki ng nethodol ogy will have to consider the intended
ef fect of the signaling nessages, as well as the state of the
router at the time of their arrival

Measurement unit:
The di mension of the signaling nmessage handling tine is the
second, reported with a resolution sufficient to distinguish
between different events/DUTs (e.g., mlliseconds). Reported
results MJUST clearly indicate the tine unit used.

3.4.2. Distinguished Traffic Del ay

Definition
Di stinguished traffic delay is the latency ([1], for store-and-
forward devices) of a distinguished data packet passing through
the tested router device.

Di scussi on
Di stinguished traffic packets nmust be classified first in order to
assign the network resources dedicated to the flow The tine of
the classification is added to the usual forwarding tine
(including the queuing) that a router would spend on the packet
wi t hout any resource reservation capability. This classification
procedure might be quite tine consunming in routers with vast
anounts of reservation states.

There are routers where the processing power is shared between the
control plane and the data plane. This neans that the processing
of signaling nmessages nay have an inpact on the data forwardi ng
performance of the router. In this case, the distinguished
traffic delay netric also indicates the influence the two pl anes
have on each ot her.

| ssues:
Queui ng of the incom ng data packets in routers can bias this
metric, so the neasurenment procedures have to consider this
ef fect.
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Measurenment unit:

3.4.3.

The di nension of the distinguished traffic delay time is the
second, reported with resolution sufficient to distinguish between
different events/DUTs (e.g., mllisecond units). Reported results
MUST clearly indicate the time unit used.

Best-effort Traffic Del ay

Definition:

Best-effort traffic delay is the latency of a best-effort data
packet traversing the tested router device.

Di scussi on

If the processing power of the router is shared between the
control and data plane, then the processing of signaling nessages
may have an inpact on the data forwardi ng performance of the
router. In this case, the best-effort traffic delay nmetric is an
i ndi cator of the influence the two pl anes have on each other

| ssues:

Queui ng of the inconming data packets in routers can bias this
metric as well, so nmeasurenent procedures have to consider this
effect.

Measurenment unit:

3.4.4.

The di nension of the best-effort traffic delay is the second,
reported with resolution sufficient to distinguish between
different events/DUTs (e.g., mllisecond units). Reported results
MUST clearly indicate the time unit used.

Si gnal i ng Message Deficit

Definition:

Si gnal i ng message deficit is one mnus the ratio of the actual and
t he expected nunber of signaling nmessages | eaving a resource
reservation capable router

Di scussi on

Feher,

This definition gives the same value as the ratio of the |ost
(that is, not forwarded or not generated) and the expected
messages. The above cal cul ati on nust be used because the nunber
of | ost nessages cannot be neasured directly.

There are certain types of signaling nessages that reservation
capable routers are required to forward as soon as their
processing is finished. However, due to |ack of resources or
ot her reasons, the forwarding or even the processing of these
si gnaling nessages m ght not take place.
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Certain other kinds of signaling nessages nust be generated by the
router in the absence of any correspondi ng i nconing nessage. It

i s possible that an overl oaded router does not have the resources
necessary to generate such a nessage.

To characterize these situations we introduce the signaling
message deficit nmetric that expresses the ratio of the signaling
messages that have actually left the router and those ones that
were expected to leave the router. W subtract this ratio from
one in order to obtain a loss-type netric instead of a "nessage
survival netric".

Since the nost frequent reason for signaling nmessage deficit is
high router load, this netric is suitable for sounding out the
scalability limts of resource reservation capable routers.

During the nmeasurenents one nust be able to determ ne whether a
signaling nmessage is still in the queues of the router or if it
has al ready been dropped. For this reason we define a signaling
message as lost if no forwarded signaling nessage is enitted
within a reasonably long time period. This period is defined

al ong wi th the benchmar ki ng net hodol ogy.

Measurenment unit:

3.4.5.

This measure has no unit; it is expressed as a real nunber, which
is between zero and one, including the linmts.

Sessi on Mai nt enance Capacity

Definition:

The session nmi ntenance capacity netric is used in the case of
soft-state resource reservation protocols only. It is defined as
the ratio of the nunber of QS sessions actually being maintained
and the nunber of QoS sessions that should have been nmi ntai ned.

Di scussi on

Feher,

For soft-state protocols maintaining a QoS session nmeans
refreshing the reservation states associated with it.

When a soft-state resource reservation capable router is

overl oaded, it may happen that the router is not able to refresh
all the registered reservation states, because it does not have
the time to run the state refresh task. |In this case, sooner or
| ater some QoS sessions will be lost even if the endpoints stil
require their maintenance
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The sessi on nmi ntenance capacity sounds out the naxi mal nunber of
QoS sessions that the router is capable of maintaining.

| ssues:
The actual process of session maintenance is protocol and
i mpl enent ati on dependent, thus so is the nethod to exam ne whet her
a session is maintained or not.

In the case of soft-state resource reservation protocols, where
the network nodes are responsible for generating the refresh
messages, a router that fails to maintain a QS session may not
emt refresh signaling nmessages either. This has direct
consequences on the signaling nessage deficit netric.

Measur ement unit:
This measure has no unit; it is expressed as a real nunber, which
is between zero and one (including the linmts).

3.5. Router Load Conditions and Scal ability Lint

Dependi ng mai nly, but not exclusively, on the overall |oad of a
router, it can be in exactly one of the follow ng four conditions at
atine: loss-free and QoS conmpliant; |ossy and QoS conpliant; |oss-
free but not QS conpliant; and neither |oss-free nor QoS conpliant.
These conditions are defined below, along with the scalability limt.

3.5.1. Loss-Free Condition

Definition:
Arouter is in loss-free condition, or loss-free state, if and
only if it is able to performits tasks correctly and in a tinely
f ashi on.

Di scussi on
Al'l existing routers have finite buffer menory and finite
processing power. |If a router is in loss-free state, the buffers
of the router still contain enough free space to accomodate the
next incom ng packet when it arrives. Also, the router has enough
processing power to cope with all its tasks, thus all required
operations are carried out within the time the protoco
specification allows; or, if this time is not specified by the
protocol, then in "reasonable tine" (which is then defined in the
benchmarks). Sinmilar considerations can be applied to other
resources a router may have, if any; in loss-free states, the
utilization of these resources still allows the router to carry
out its tasks in accordance with applicable protoco
specifications and in "reasonable tine".
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Note that |oss-free states as defined above are not related to the
reservation states of resource reservation protocols. The word
"state" is used to nean "condition".

Also note that it is irrelevant what internal reason causes a
router to fail to performin accordance with protoco
specifications or in "reasonable tine"; if it is not high |oad but
-- for exanple -- an inplenentation error that causes the device
to performinadequately, it still cannot be said to be in a | oss-
free state. The sane applies to the random early dropping of
packets in order to prevent congestion. In a black-box
measurenent it is inpossible to deterni ne whether a packet was
dropped as part of a congestion control nechani smor because the
router was unable to forward it; therefore, if packet loss is
observed except as noted below, the router is by definition in

| ossy state (lossy condition).

If a distinguished data flow exceeds its allotted bandwidth, it is
acceptable for routers to drop excess packets. Thus, a router
that is QS Conpliant (see below) is also |oss-free provided that
it only drops packets from distinguished data fl ows.

If a device is not in a loss-free state, it is in a |ossy
condition/state.

Rel at ed definitions:

Lossy Condition

QS Conpliant Condition

Not QS Conpliant Condition

Scalability Limt
3.5.2. Lossy Condition

Definition
A router is in a lossy condition, or lossy state, if it cannot
performits duties adequately for sone reason; that is, if it does
not neet protocol specifications (except QS guarantees, which are
treated separately), or -- if tine-related specifications are
m ssing -- doesn’'t conplete sonme operations in "reasonable tine"
(which is then defined in the benchmarks).

Di scussi on
A router may be in a lossy state for several reasons, including
but not necessarily limted to the follow ng:

a) Buffer menory has run out, so either an incomng or a buffered
packet has to be dropped.
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Re

3.5.3.

b) The router doesn’'t have enough processing power to cope with
all its duties. Sone required operations are skipped, aborted
or suffer unacceptabl e del ays.

c) Some other finite internal resource is exhausted.

d) The router runs a defective (non-conforning) protoco
i mpl enent ati on.

e) Hardware nmal function
f) A congestion control nechanismis active

Loss can nean the | oss of data packets as well as signaling
nmessage deficit.

A router that does not |ose data packets and does not experience
signaling nessage deficit but fails to neet required QS
paraneters is in the loss-free, but not in the QS conpliant

st at e.

If a device is not in a lossy state, it is in a loss-free
condi tion/state.

ated definitions:

Loss-Free Condition (especially the discussion of congestion
control mechani sms that cause packet 1o0ss)

Scalability Limt

Si gnal i ng Message Deficit

QoS Conpliant Condition

Not QoS Conpliant Condition

QS Conpliant Condition

Definition:

Arouter is in the QS conpliant state if and only if all
di stingui shed data flows receive the QoS treatnent they are
entitled to.

D scussi on

Feher,

Def i ni ng what specific QoS guarantees nust be upheld is beyond the
scope of this docunent because every reservation nodel nay specify
a different set of such paraneters

Loss, delay, jitter etc. of best-effort data flows are irrel evant
when considering whether a router is in the QS conpliant state.
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Rel at ed definitions:

3.5. 4.

Loss- Free Condition

Lossy Condition

Not QS Conpliant Condition
Scalability Limt

Not QoS Conpliant Condition

Definition:

Rel

3.5.5.

A router is in the not QoS conpliant state if and only if it is
not in the QS conpliant condition

ated definitions:
Loss-Free Condition
Lossy Condition

QS Conpliant Condition
Scalability Limt

Scalability Limt

Definition:

The scalability limts of a router are the boundary | oad
conditions where the router is still in the loss-free and QS
conpliant state, but the snallest anobunt of additional |oad would
drive it to a state that is either QS conpliant but not |oss-
free, or not QS conpliant but |oss-free, or neither l[oss-free nor
QoS conpli ant.

D scussi on

Feher,

An unl oaded router that operates correctly is in a |loss-free and
QS conpliant state. As load increases, the resources of the
router are beconming nore and nore utilized. At a certain point,
the router enters a state that is either not QoS conpliant, or not
| oss-free, or neither QoS conpliant nor |loss-free. Note that such
a point rmay be inpossible to reach in sone cases (for example if

t he bandwi dth of the physical nedi um prevents increasing the
traffic load any further).

A particular load condition can be identified by the correspondi ng
val ues of the load factors (as defined in 3.3 Router Load Factors)
i mpacting the router. These values can be represented as a 7-
tupl e of nunbers (there are only five |load factors, but the
traffic load factors have conposite units and thus require two
nunbers each to express). W can think of these tuples as vectors
that correspond to a state that is either both loss free and QS
conpliant, or not |loss-free (but QS conpliant), or not QoS
compliant (but |oss-free), or neither |oss-free nor QoS conpliant.
The scalability limt of the router is, then, the boundary between
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6.

6.

the sets of vectors corresponding to the |oss-free and QS
conpliant states and all other states. Finding these boundary
points is one of the objectives of benchmarking.

Benchmarks may try to separately identify the boundaries of the
| oss-free and of the QoS conpliant conditions in the (seven-
di mensi onal ) space defined by the | oad-vectors.

Rel ated definitions:
Lossy Condition
Loss-Free Condition
QoS Conpliant Condition
Non QoS Conpliant Condition

Security Considerations
As this document only provides term nol ogy and does not describe a
protocol, an inplenentation, or a procedure, there are no security
consi derations associated with it.
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