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I nt roducti on

W have been engaged in two activities since the network neeting of
March 17, 1970 and, as promnmised, are reporting our results.

First, we have considered the various nodifications suggested from

all quarters and have forned preferences about each of these. In
Section Il we give our preferences on each issue, together with our
reasoni ng.

Second, we have tried to formalize the protocol and algorithns for
the NCP, we attenpted to do this with very little specification of a
particul ar inplementation. Qur attenpts to date have been seriously
i nconplete but have led to a better understanding. W include here,
only a brief sketch of the structure of the NCP. Section Ill gives
our assunptions about the environnment of the NCP and in Section IV

t he conponents of the NCP are descri bed.

| ssues and Preferences

In this section we try to present each of the several questions which
have been raised in recent NWZ RFC s and in private conversations,
and for each issue, we suggest an answer or policy. In nany cases,
good ideas are rejected because in our estinmation they should be
incorporated at a different |evel

A. Doubl e Paddi ng

As BBN report #1822 explains, the Inp side of the Host-to-Inp
interface concatenates a 1 followed by zero or nore 0's to fil
out a nessage to an Inp word boundary and yet preserve the
message | ength. Furthernore, the Host side of the |Inp-to-Host
interface extends a nessage with 0's to fill out the nessage to
a Host word boundary.

BBN s mechani smworks fine if the sending Host wants to send an
i ntegral nunber of words, or if the sending Host’s hardware is
capabl e of sending partial words. However, in the event that
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the sending Host wants to send an irregular |ength nessage and
its hardware is only capable of sending word-nultiple nessages,
sonme additional convention is needed.

One of the sinplest solutions is to nodify the Inp side of the
Host-to-Inp interface so that it appends only 0's. This would
mean that the Host software would have to supply the trailing
1. BBN rejected the change because of an understandably strong
bi as agai nst hardware changes. It was al so suggested that a
five instruction patch to the Inmp programwould renove the
interface supplied 1, but this was also rejected on the new
grounds that it seened nore secure to depend only upon the Host
hardware to signal nessage end, and not to depend upon the Host
software at all.

Two ot her solutions are also available. One is to have "doubl e
paddi ng", whereby the sending Host supplies 10* and the network
al so supplies 10*. Upon input, a receiving Host then strips
the trailing 10* 10*. The other solution is to nake use of the
marking. Marking is a string of the formO*1 inserted between
the | eader and the text of a nessage. The original intent of
mar ki ng was to extend the | eader so that the sending Host could
_begin_its text on a word boundary. It is also possible to
use the marking to expand a nessage so that it _ends_ on a word
boundary.

Noti ce that doubl e padding coul d replace marking altogether by
abutting the text beginning against the |leader. For 32 bit
machi nes, this is convenient and marking is not, while for
other lengths, particularly 36 bit nmachines, marking is nuch
nore conveni ent than doubl e paddi ng.

W have no strong preference, partially because we can send
word fragments. Shoshani, et al in NWG RFC #44 cl ai m t hat

adj usting the marki ng does not cause them any problens, and
they have a 32 bit nachine. Since the idea of marking has been
accepted for sone tine, we suggest that doubl e padding not be
used and that marking be used to adjust the length of a
message. W note that if BBN ever does renove the 1 fromthe
har dwar e paddi ng, only mninmal change to Host software is
needed on the send side.

A much prettier (and nore expensive) arrangenent was suggested
by W Sutherland. He suggested that the Host/Inp interfaces be
smart enough to strip padding or nmarking and m ght even parse

t he message upon i nput.
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B. Reconnecti on

A very large popul ation of networkers has beat upon us for
i ncludi ng dynami c reconnection in the protocol. W felt it
m ght be of interest to relate how it canme to be included

After considering connections and their uses for a while, we
wonder ed how t he nechani sm of connections conpared to existing
forns of intra-Host interprocess conmunication. Two aspects
are of interest, what formalisns have been presented in the
literature, and what mechanisnms are in use. The formalisns are
i nteresting because they lead to uni forminpl enentati ons and
par si noni ous design. The existing mechanisns are interesting
because they point out which problems need sol ving and
sonetines indicate what an appropriate formalismmght be. In
particul ar, we have noticed that the mechani sns for connecting
a console to the | ogger upon dial in, the mechanisns for
creating a job, and the nmechanisns for passing a console around
to various processes within a job tend to be highly

i di osyncratic and distinct fromall other structures and
mechani sms wit hin an operating system

Wth respect to the literature, it appears there is only one
idea with several variations, viz processes should share a
portion of their address spaces and cooperatively wake up each
ot her. Senmaphores and event channel s are handy extensions of
wake up signals, but the intent is basically the same. (Event
channel s coul d probably function as connections, but it seens
not to be within their intended use. In small systens, the
efficiency and capacity of event channels are inversely
related.)

Wth respect to existing inplenmentations, we note that severa
systens allow a process to appear to be a file to another
process. Sone systens, e.g. the SDS-940 at SRI inpose a
mast er/ sl ave rel ati onshi p between two processes so connect ed,
but ot her systens provide for a coequal relationship e.g. the
Al group’s PDP-6 systemat MAC. The PDP-6 system also has a
feature whereby a superior process can "surround" an inferior
process with a mapping fromdevice and file nanes to other
device and file names. Consoles have nearly the sane senmantics
as files, so it is quite reasonable for an inferior process to
believe it is communicating with the console but in fact be
conmuni cating with another process.

The sinmilarity between network connections and existing
sequential interprocess connections supports our belief that
networ k connections are probably the correct structure for
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using the network. Mbreover, the structure is clean enough and
conpati ble with enough machines to pass as a fornmalism or
theory, at least to the extent of the other forms of

i nterprocess conmuni cation presented in the literature.

Any new formalism we believe, nust neet at |least the follow ng
two tests:

1. What outstandi ng problens does it solve?
2. Is it closed under all operations?

In the case of network connections, the candidates for the
first are the ones given above, i.e. all operations involving
connecting a console to a job or a process. Also of interest
are the nodelling of sequential devices such as tape drives,
printers and card readers, and the nodeling of their buffering
(spooling, synbiont) systens.

The second question nentions closure. |n applying the
connection formalismto the dial-in and | ogin procedures, we
felt the need to include sonme sort of swtching or
reconnection, and an extrenmely nmild formis presented in an
SJCC paper, which is also NW& RFC #33. This mld formpermts
only the substitution of AEN s, and even then only at the tine
of connection establishnment. However, it is a conmopbn experience
that if an operation has a natural definition on an extended
domain, it eventually becomes necessary or at |east desirable
to extend its definition. Therefore, we considered the
foll owi ng extensions:

1. Switching to any other socket, possibly in another Host.
2. Switching even after data flow has started.

There is even sone precedent for feeling these extensions night
be useful. In one view of an operating system we see al
avai | abl e phone lines as belonging to a live process known as
the I ogger. The | ogger answers calls, screens users, and
creates jobs and processes. One of the features of nost

t el ephone answering equi pnent is that many phone |ines may
serve the sane phone nunber by using a block of sequentia
nunbers and a rotary answering system |In our quest for
accurate nodels of practical systens, we wanted to be able to
provi de equival ent service to network users, i.e. they should
be able to call a single advertised nunber and get connected to
the logger. Thus a prinma facie case for switching is

est abl i shed.
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Next we see that after the | ogger interrogates a prospective
user, it must connect the user to a newy created job. Data
fl ow between the user and the | ogger has al ready conmenced, so
flow control has to be nmeshed with switching if it is desired
not to lose or garble data in transit.

Wth respect to inter-Host switching, we find it easy to
imagine a utility service which is distributed throughout the
networ k and whi ch passes connections from one socket to another
wi t hout the know edge of the user. Also, it is sinmlar to the
nmor e sophi sticated tel ephone systens, to standard facilities of
t el ephone conpany operators, and to distributed private
systens.

These considerations led us to investigate the possibility of
finding one type of reconnection which provided a basis for al
known nodels. The algorithmdid not cone easily, probably
because of inexperience with finite state automata theory, but
eventually we produced the algorithmpresented in NWH RFC #36.
A short tinme later, Bill Crowher produced an equival ent

al gorithm which takes an alternate approach to race conditions.

Net wor kers seemto have one of two reactions. Either it was
pretty and (perhaps ipso facto) useful, or it was conplex and
(agai n perhaps ipso facto) unnecessary. The latter group was
far nmore evident to us, and we were put into the defensive
position of admitting that dynanic reconnection was only

1. pretty
2. useful for login and consol e passing

In response to persistent criticism we have nade the foll ow ng
change in the protocol. Instead of calling socket <O H O to

| ogin, sockets of the form<U H O and <U, H, 1> are the input
and out put sockets respectively of a copy of the | ogger or, if
a job has been stared with user id U, these sockets are the
consol e sockets. The protocol for loginis thus to initiate a

connection to <U H O and <U,H 1> |f user Uis not in use, a
copy of the logger will respond and interrogate the caller. |If
user id Uis in use, the call will be refused. This

nmodi fication was suggested by Barry Wessler recently. (Qhers
al so suggested this change nuch earlier; but we rejected it
t hen.)

The | ogger may denand that the caller be fromthe same virtua
net, i.e. the caller may have user id Uin sone other Host, or
it may demand that the user supply a password matched to user
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id U or it my denmand both. Sone systems nmay even choose to
pernmit anybody to login to any user id.

After login, AENs 0 and 1 remain the console AEN s. Each
system presumably has nechani sns for passing the console, and

t hese woul d be extended to know about AEN's 0 and 1 for network
users. Passing the console is thus a matter of reconnecting
sockets to ports, and happens within the Host and w thout the
net wor k.

In conversations with Meyer and Skinner after NWSH RFC #46 was
recei ved, they suggested a |login schene different fromboth
Meyer's and ours in section above. Their new schene seened a
little better and we | ook forward to their next note.

It is generally agreed that |ogin should be "third-1evel", that
is, above the NCP level. W are beginning to be indifferent
about particular |ogins schenes; all seem ok and none i npress
us greatly. W suggest that several be tried. It is sone
burden, of course, to nodify the local |ogin procedure, but we
believe it inposes no extra hardship to deal with diverse login
procedures. This is because the text sequences and interrupt
conventions are so heterogenous that the additional burden of
foll owi ng, say, our schene on our systemand Meyer’'s on Miltics
is mninal.

We are agreed that reconnection should not be required in the
initial protocol, and we will offer it later as an optional and
experinental tool. 1In addition, we would like to be on record
as predicting that general reconnection facilities will becone
useful and will provide a unifying franmework for currently ad
hoc operating system structures.

Decoupl i ng Connections and Li nks

Bill Crowther (BBN) and Steve Wl fe (UCLA) independently have
suggested that |inks not be assigned to particular connections.
I nst ead, they suggest, include the destination socket as part
of the text of the message and then send nmessages over any

unbl ocked Ii nk

We discussed this question a little in NWE RFC #37, and fee
there is yet an argunent for either case. Wth the current
enphasis on sinplicity, speed and snall core requirenents, it
seens nore efficient to | eave links and connections coupl ed.
We, therefore, reconmend this.
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D. Error Reporting

As nentioned by J. Heafner and E. Harslemof RAND, it is
important to treat errors which mght occur. A good phil osophy
is to guard against any input which destroys the consistency of
the NCP' s data base

The specific formulation of the error command gi ven by Heaf ner
and Harslemin NWY RFC #40 and by Meyer in NWE RFC #46 seens
reasonabl e and we recommend its adoption. Sonme comments are in
order, however.

A distinction should be made between resource errors and ot her
types of errors. Resource errors are just the detection of
overload conditions. Overload conditions are well-defined and
valid, although perhaps undesirable. Oher types of errors
reflect errant software or hardware. W feel that resource
errors should not be handled with error nmechanisns, but with
mechani sns specific to the problem Thus the <CLS> command nay
be issued when there is no nore roomto save waiting <RFC’ s.

Fl ow control protocol is designed solely to handle buffering
over | oad.

Wth respect to true errors, we are not certain what the val ue
of the <ERR> command is to the recipient. Presumably his NCP
is broken, and it nmay only aggravate the problemto bonbard it
with error conmands. W therefore, reconmend that error
generation be optional, that all errors be logged locally in a
chronol ogical file and that <ERR> commands received |ikew se be
Il ogged in a chronological file. No corrective action is
specified at this tine.

In the short time the network has been up at UCLA, we have
becone convinced that the network itself will generate very few
errors. W have watched the BBN staff debug and test the | MP
program and it seened that nost of the errors affected tining
and t hroughput rather than validity. Hence nost errors will
probably arise from broken Hosts and/or buggy NCP s.

Status Testing and Reporting

A val uabl e debugging aid is to be able to get information about
what a foreign NCP thinks is happening. A convenient way to do
this is to pernit NCP s to send status whenever they w sh, but
to always have themdo it whenever they receive a request.
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Since we view this feature as prinarily a debugging tool, we
suggest that a distinct link, |ike 255, be used. The intent is
that processing of status requests and generating of status
messages should use as little of the normal nachinery as

possi ble. Thus we suggest that |ink 255 be used to send
"request status" and "status is" commands. The formfollows

t he suggestion on page 2 of NWH RFC #40.

Meyer’'s <ECO> conmand is easily inplenented and serves the nore
basic function of testing whether a foreign NCP is alive. W
suggest that the length of the <ECO> command be variable, as
there seens to be no significance in this context to 48 bits.

Al so, the value of a (presunably) 8 bit binary switch is

uncl ear, so we recommend a pair of commands:

<ECO> <l engt h> <t ext >
and

<ERP> <l engt h> <t ext >
wher e

<length> is 8 bits.

Upon recei pt of an <ECO> command t he NCP would echo with the
<ERP> conmand.

Expansi on and Experi nentation

As Meyer correctly points out in NAF RFC #46, network protocol
is a layered affair. Three levels are apparent so far.

1. I MP Network Protoco
2. Network Control Program Protocol
3. Special user level or Subsystem Level Protocol

This last level should remain idiosyncratic to each Host (or
even each user). The first level is well-specified by BBN, and
our focus here is on level 2. W would like to keep level 2 as
neutral and sinple as possible, and in particular we agree that
| ogi n protocol should be as nmuch on level 3 as possible.

Sinmplicity and foresight notw thstanding, there will arise
occasi ons when the |level 2 protocol should change or be
experinmented with. |In order to provide for experinmentation and

change, we reconmmend that only |ink nunbers 2 through 31 be
assigned to regular connections, with the remaining |ink
nunbers, 32 to 255, used experinentally. W have already
suggested that |ink 255 be used for status requests and
replies, and this is in consonance with our view of the
experinental aspects of that feature.
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We al so recommend that control command prefixes from 255
downward be used for experinentation.

These two conventions are sufficient, we feel to permt
conveni ent experinentation with new protocol anpbng any subset
of the sites. We thus do not favor inclusion of Ancona’s
suggestion in NWG RFC #42 for a nessage data type code as the
first eight bits of the text of a nessage.

G Miltiplexing Ports to Sockets

Wl fe in NWE RFC #38 and Shoshani et al in NWE RFC #44 suggest
that it should be possible to attach nore than one port to a
socket. While all of our diagranms and prototypical system
call s have shown a one-to-one correspondence between sockets
and ports, it is strictly a matter of local inplementation. W
note that sockets form a network-w de nane space whose sol e
purpose is to interface between the idiosyncratic structures
peculiar to each operating system Qur references to ports are
i ntended to be suggestive only, and should be ignored if no
internal structures corresponds to them Most systens do have
such structures, however, so we shall continue to use themfor
illustration.

H. Echoing, Interrupts and Code Conversion
1. Interrupts

We had been under the inpression that all operating systens
scanned for a reserved character fromthe keyboard to
interpret it as an interrupt signal. Tom Skinner and Ed
Meyer of MT informus that nodel 37 TTY's and | BM 2741
generate a "long space" of 200-500 nilliseconds which is
detected by the 1/0O channel hardware and passed to the
operating systemas an interrupt. The "long space" is not a
character -- it has no ASCI|I code and cannot be program
gener at ed.

Wel|l over a year ago, we considered the probl em of

simul ating console interrupts and rejected the <INT> type
command because it didn’t correctly nodel any system we
knew. W now reverse our position and recomend the

i mpl enentati on of an | NTERRUPT system call and an <I| NT>
control command as suggested by Meyer in NWE RFC #46.
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Two restrictions of the interrupt facility should be
observed. First, when comunicating with systems which scan
for interrupt characters, this feature should not be used.
Second, non-consol e-1i ke connections probably shoul d not
have interrupts. W recommend that systens follow their own
conventions, and if an <INT> arrives for a connection on
which it shouldn’t the <INT> should be di scarded and
optionally returned as an error

2. Echoi ng and Code Conversion

W believe that each site should continue its current
echoing policy and that code conversi on shoul d be done by
t he using process. Standardization in this area should
await further devel oprent.

Ancona’ s suggestion of a table-driven front-end transducer
seens |like the right thing, but we believe that such
techni ques are part of a larger discussion involving

hi gher -1 evel |anguages for the network.

Br oadcast Facilities

Heaf ner and Harsl em suggest in NWG RFC #39 a broadcast

facility, i.e. <TER> and <BDC>. W do not fully understand the
value of this facility and are thus disposed against it. W
suspect that we would understand its value better if we had
nmore experience with O5/360. It is probably true in genera
that sites running OS/360 or simlar systens will find |ess

rel evance in our suggestions for network protocol than sites
running tine-sharing systens. W woul d appreciate any cogent
statenment on the relationship between OS/360 and the concepts
and assunptions underlying the network protocol

I nst ance Nunbers

Meyer in NWE RFC #46 suggests extending a socket to include an
_instance_ code which identifies the process attached to the
socket. W carefully arranged matters so that processes woul d
be indistinguishable. W did this with the belief that both as
a formal and as a practical matter it is of concern only within
a Host whether a conputation is perforned by one or nany
processes. Thus we believe that all processes within a job
shoul d cooperate in allocating AEN s. |If an operating system
has facilities for passing a console fromprocess to process
within a job, these facilities nesh nicely with the current

net wor k protocol, even within reconnection protocol; but

i nstance nunbers interfere with such a procedure.
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We suggest this matter be discussed fully because it relates to
t he basi c phil osophy of sockets and connections. Presently we
recommend 40 bit socket nunbers wi thout instance codes.

K. AEN s

Nobody, including us, is particularly happy with our nane AEN
for the low order 8 bits of the socket. W rejected _socket
nunber _, and are similarly unhappy with Meyer’'s _socket code_.
The word socket should not be used as part of the field nane,
and we solicit suggestions.

Envi r onment

We assune that the typical host will have a time-sharing operating
systemin which the cpu is shared by processes.

Processes

We envision that each process is tagged with a _user_nunber_. There
may be nore than one process with the same user nunber, and if so,
they should all be cooperating with respect to using the network

We envision that each process contains a set of ports_ which are
uni que to the process. These ports are used for input to or output
fromthe process, fromor to files, devices or other processes.

We al so envision that each process has an event channel over which it
can receive very short messages (several bits). W wll use this
mechanismto notify a process that sone action external to the
process has occurred.

To engage in network activity, a process _attaches_ a _|ocal _socket _
to one of its ports. Sockets are identified by user nunber, host and
AEN, and a socket is local to a process if their user nunbers match
and they are in the sane host. A process need only specify an AEN
when it is referring to a |local socket.

Each port has a status which is nodified by systemcalls and by
concurrent events outside the process. Wenever the status of a port
i s changed, the process is sent an event over its event channel which
specifies which port’s status has changed. The process nay then | ook
at a port’s status.

These assunptions are used descriptive material which foll ows.
However, these assunptions are not inposed by the network protoco
and the inplenmentation suggested by section IV is in no way binding.
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W wi sh to nake very clear that this naterial is offered only to
provide clues as to what the inplementation difficulties night be and
not to inpose any particul ar discipline.

For exanple, we treat <RFC>'s which arrive for unattached | oca
sockets as valid and queue them |f desired, an NCP may reject them
as Meyer suggests, or it nmight hold themfor awhile and reject them
if they're not soon satisfied. The offered protocol supports al

t hese opti ons.

Anot her | ocal option is the one nentioned before of attaching
multiple ports to a socket. W have shown one-one correspondence but
this may be ignored. Simlarly, the systemcalls are nerely
suggesti ve.

System Cal | s

These are typical systemcalls which a user process m ght execute.
We show these only for conpl eteness; each site will undoubtedly

i mpl enent what ever equi val ent set is convenient.

We use the notation

Syscall ( arg, arg ...; val ... )
1 2 1
wher e
Syscall is the system cal
arg etc. are the paraneters supplied with the call, and
1
val etc. are any values returned by the system call
1

Init (P, AEN, FS, Bsi z; C

P Specifies a port of the process.

AEN Specifies a local socket. The user nunber of this
process and host nunber of this host are inplicit.

FS Specifies a socket with any user nunber in any host,

with any AEN.

Bsi z Specified the amobunt of storage in bits the user wants
to devote to buffering nessages.

C The condition code returned.

Init attenpts to attach the local socket specified by AEN to the port

P and to initiate a connection with socket FS. Possible returned
val ues of C are
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C = ok The Init was |l egal and the socket FS is being
contacted. Wen the connection is established or
when FS refuses, the process will receive an event.

C = busy The | ocal socket was in use by a port on this or
sonme other process with the sane user nunber. No
action was taken.

C = honpsex The AEN and FS were either both send or both receive
socket s.

C = nohost The host designated within FS isn’t known.

C = bufbig Bsiz is too |arge.

Li sten (P, AEN, Bsi ze; )

P Specifies a port of the process.
AEN Specifies a |local socket.

Bsiz Specified a buffer size.

C The returned legality code.

Codes for C are

C = ok
C = busy
C = bufbig

The | ocal socket specifies by AENis attached to P. |If there is a
waiting call, it is processed; otherwise no action is taken. Wen a
call comes in, a connection will be established and the process
notified via an event.

G ose (P)

P Specifies a port of the process.
Any activity is stopped, and the port becones free for other use.
Transmt (P,ML1;L2,C)

P Specifies port with an open connection.

M The text to be transmitted.

L1 Specifies the length of the text.

L2 The length actually transm tted.
C The error code.

Postel & Crocker [ Page 13]



RFC 48 A Possi bl e Protocol Pl ateau April 1970

Transm ssi on between the processes on either side of the port takes
pl ace.

Codes for C are

C = ok
or
C = not open if no connection is currently open and
ot herw se uni nhi bited
Status (P; O

The status of port Pis returned as C
The NCP

We view the NCP as having five conmponent progranms, three associative
tabl es, sonme queues and buffers, and a link assignnent table. Each
site will of course, vary this design to neet its needs, so our
design is only illustrative.

The Conponent Prograns

1. The Input Handl er
This is an interrupt driven input routine. It initiates |np-
to-Host transmission into a resident buffer and wakes up the
I nput Interpreter when transmission is conplete.

2. The Qutput Handl er
This is an interrupt driven output routine. It initiates
Host-to-Inp transmi ssion out of a resident buffer and wakes up
t he CQut put Schedul er when transnission is conplete.

3. The Input Interpreter
This program deci des whether the input is a regular nessage
i ntended for a user, a control nessage, an |np-to-Host nessage,
or an error. For each class of nessage, this programtakes the
appropriate action.

4. The Qut put Schedul er
Three cl asses of nmessage are sent to the Inp

(a) Host-to-Inmp nessages

(b) Control nessages
(c) Regul ar nessages
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We believe that a priority should be inposed anong these
classes. The priority we suggest is the ordering above. The
Qut put Schedul er selects the highest priority nessage and
gives it to the CQutput Handl er.

5. The System Call Interpreter
This programinterprets requests fromthe user

The two interesting conponents are the Input Interpreter and the
System Call Interpreter. These are sinmlar in that the Input
Interpreter services foreign requests and the System Call Interpreter
services | ocal requests.

Associ ati ve Tabl es

We envision that the bulk of the NCP s data base is in three
associative tables. By "associative", we nean that there is sone

| ookup routine which is presented with a key and either returns
successfully with a pointer to the corresponding entry, or fails if
no entry corresponds to the key.

1. The Rendezvous Tabl e

"Request s-for-connection" and other attributes of a
connection are held in this table. This table is accessed by
| ocal socket, but other tables have pointers to existing
entries.

The conponents of an entry are:

(a) local socket (key)

(b) foreign socket

(c) link

(d) queue of callers

(e) text queue

(f) connection state

(g) flow state

(h) pointer to attached port

An entry is created when a user executes either an Init or a
Li sten systemcall or when a <RFC> is received. Sone fields
are unused until the connection is established, e.g. the
foreign socket is not known until a <RFC> arrives if the
user did a Listen.
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2. The Input Link Table

The I nput Interpreter uses the foreign host and link as a
key to get a pointer to the entry in the rendezvous table
for the connection using the incomng |ink

3. The Qutput Link Table
In order to interpret RFNM s, the Input Interpreter needs a
table in the same formas the Input Link Table but using
out goi ng | i nks.

Li nk Assi gnnent Tabl e

This is a very sinple structure which keeps track of which links are
in use for each host. One word per host probably suffices.

The followi ng diagramis our conception of the Network Contro
Program Boxes represent tables and Buffers, boxes with angl ed
corners and a doubl e bottomrepresent Queues, and jagged boxes
represent conponent prograns, the arrows represent data paths.

The abbrevi ated nanmes have the foll ow ng neani ngs.

ILT - Input Link Table
OLT - CQutput Link Table
LAT - Link Assignnment Table
RT - Rendezvous Tabl e

HQ - Host to Inp Queue
OCCQ - Cutput Control Conmmand Queue

ORMQ - CQutput Regul ar Message Queue

| HBuf Buffer filled by the Input Handler fromthe I MP and

enptied by the Input Interpreter
OHBuf - Buffer of outgoing nessages filled fromthe Queues

by the Qutput Schedul er and enptied by the CQutput
Handl er.
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[ This RFC was put into nmachine readable formfor entry ]
[ into the online RFC archives by Donald and Jill Eastlake 1999 ]
[Editor’s note: The original hand-drawn di agram represented

Queues by cylinders and conponent prograns by "squi shy aneoba
like things".]
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