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Abst ract

Thi s docunent provides a framework for establishing and controlling
Mul tiprotocol Label Switching (MPLS) and CGeneralized MPLS (GVPLS)
Traffic Engineered (TE) Label Switched Paths (LSPs) in multi-domain
net wor ks.

For the purposes of this docunent, a domain is considered to be any
collection of network el enents within a common sphere of address
managenent or path computational responsibility. Exanples of such
domai ns include Interior Gateway Protocol (IGP) areas and Autononobus
Systens (ASes).
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I ntroduction

The Traffic Engineering Wrking Goup has devel oped requirements for
inter-area and inter-AS Miltiprotocol Label Switching (MPLS) Traffic
Engi neering in [ RFC4105] and [ RFC4216].

Vari ous proposals have subsequently been nade to address sone or al
of these requirenments through extensions to the Resource Reservation
Protocol Traffic Engineering extensions (RSVP-TE) and to the Interior
Gateway Protocols (IGPs) (i.e., Internediate Systemto Internediate
System (1S-1S) and OSPF).

Thi s docunent introduces the techniques for establishing Traffic
Engi neered (TE) Label Switched Paths (LSPs) across nultiple domains.
In this context and within the remai nder of this document, we
consider all source-based and constraint-based routed LSPs and refer
to theminterchangeably as "TE LSPs" or "LSPs"

The functional conponents of these techniques are separated into the
nmechani sns for discovering reachability and TE information, for
conmputing the paths of LSPs, and for signaling the LSPs. Note that
the aimof this docunment is not to detail each of those techniques,
whi ch are covered in separate docunents referenced fromthe sections
of this docunent that introduce the techniques, but rather to propose
a framework for inter-domain MPLS Traffic Engineering

Note that in the remai nder of this docunment, the term"MPLS Traffic
Engi neering" is used equally to apply to MPLS and Generalized MPLS
(GQwWPLS) traffic. Specific issues pertaining to the use of GWLS in
i nter-domain environnents (for exanple, policy inplications of the
use of the Link Managenment Protocol [RFC4204] on inter-donain |inks)
are covered in separate docunents such as [ GWLS- AS].

For the purposes of this docunent, a donmain is considered to be any
collection of network el enents within a cormon sphere of address
managenent or path conputational responsibility. Exanples of such
domai ns include | GP areas and Autononpus Systens. Wolly or
partially overlappi ng donmains (e.g., path conputation sub-donains of
areas or ASes) are not within the scope of this docunent.

1. Nest ed Domai ns

Nest ed donmi ns are outside the scope of this docunment. It nmay be
that some domains that are nested administratively or for the

pur poses of address space managenent can be consi dered as adjacent
domai ns for the purposes of this docunent; however, the fact that the
domains are nested is then inmaterial. In the context of MPLS TE,
domain Ais considered to be nested within domain B if domain Ais
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2.

2.

whol Iy contained in domain B, and donmain Bis fully or partially
aware of the TE characteristics and topol ogy of domain A

Si gnaling Options

Three distinct options for signaling TE LSPs across nultiple donains
are identified. The choice of which options to use nmay be influenced
by the path conputation techni que used (see section 3), although sone
pat h conputation techniques nay apply to nultiple signaling options.
The choice may further depend on the application to which the TE LSPs
are put and the nature, topology, and switching capabilities of the
net wor k.

A conparison of the usages of the different signaling options is
beyond the scope of this docunment and should be the subject of a
separate applicability statenent.

1. LSP Nesting

Hi erarchical LSPs forma fundanental part of MPLS [ RFC3031] and are
di scussed in further detail in [RFC4206]. Hierarchical LSPs may
optionally be advertised as TE links. Note that a hierarchical LSP
that spans nultiple domains cannot be advertised in this way because
there is no concept of TE information that spans donai ns.

H erarchical LSPs can be used in support of inter-domain TE LSPs. In
particular, a hierarchical LSP may be used to achieve connectivity
bet ween any pair of Label Switching Routers (LSRs) within a donmain.
The ingress and egress of the hierarchical LSP could be the edge
nodes of the donmain in which case connectivity is achieved across the
entire donmain, or they could be any other pair of LSRs in the donain.

The techni que of carrying one TE LSP within another is termed LSP
nesting. A hierarchical LSP may provide a TE LSP tunnel to transport
(i.e., nest) multiple TE LSPs al ong a common part of their paths.
Alternatively, a TE LSP may carry (i.e., nest) a single LSPin a
one-t 0- one mappi ng.

The signaling trigger for the establishment of a hierarchical LSP may
be the receipt of a signaling request for the TE LSP that it will
carry, or may be a managenent action to "pre-engineer” a domain to be
crossed by TE LSPs that woul d be used as hierarchical LSPs by the
traffic that has to traverse the donmain. Furthernore, the mapping
(inheritance rules) between attributes of the nested and the

hi erarchi cal LSPs (including bandwi dth) rmay be statically pre-
configured or, for on-demand hierarchical LSPs, may be dynanic
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according to the properties of the nested LSPs. Even in the dynanic
case, inheritance fromthe properties of the nested LSP(s) can be
conpl enented by | ocal or domain-w de policy rules.

Note that a hierarchical LSP may be constructed to span nultiple
domai ns or parts of domains. However, such an LSP cannot be
advertised as a TE link that spans domains. The end points of a

hi erarchi cal LSP are not necessarily on domai n boundaries, so nesting
is not limted to domai n boundari es.

Note al so that the Interior/Exterior Gateway Protocol (IGP/ EGP)
routing topology is maintained unaffected by the LSP connectivity and
TE links introduced by hierarchical LSPs even if they are advertised
as TE links. That is, the routing protocols do not exchange nessages
over the hierarchical LSPs, and LSPs are not used to create routing
adj acenci es between routers.

During the operation of establishing a nested LSP that uses a

hi erarchi cal LSP, the SENDER TEMPLATE and SESSI ON objects renain
unchanged along the entire length of the nested LSP, as do all other
obj ects that have end-to-end significance.

2.2. Contiguous LSP

A single contiguous LSP is established fromingress to egress in a
singl e signaling exchange. No further LSPs are required to be
established to support this LSP so that hierarchical or stitched LSPs
are not needed.

A contiguous LSP uses the sane Session/LSP ID along the whole of its
path (that is, at each LSR). The notions of "splicing" together
different LSPs or of "shuffling" Session or LSP identifiers are not
consi der ed.

2.3. LSP Stitching

LSP Stitching is described in [STITCH . |In the LSP stitching nodel,
separate LSPs (referred to as a TE LSP segnents) are established and
are "stitched" together in the data plane so that a single end-to-end
Label Switched Path is achieved. The distinction is that the
component LSP segnents are signaled as distinct TE LSPs in the
control plane. Each signaled TE LSP segnent has a different source
and destination.

LSP stitching can be used in support of inter-domain TE LSPs. In
particul ar, an LSP segment may be used to achi eve connectivity
between any pair of LSRs within a domain. The ingress and egress of
the LSP segnent could be the edge nodes of the donmmin in which case
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connectivity is achieved across the entire domain, or they could be
any other pair of LSRs in the domain.

The signaling trigger for the establishment of a TE LSP segnent may
be the establishment of the previous TE LSP segnent, the receipt of a
setup request for TE LSP that it plans to stitch to a local TE LSP
segment, or a nmanagenent action

LSP segrments nay be managed and advertised as TE links
2.4. Hybrid Methods

There is nothing to prevent the m xture of signaling nethods

descri bed above when establishing a single, end-to-end, inter-donain
TE LSP. It may be desirable in this case for the choice of the
various nethods to be reported along the path, perhaps through the
Record Route (bject (RRO.

If there is a desire to restrict which nethods are used, this nust be
signal ed as described in the next section

2.5. Control of Downstream Choice of Signaling Method

Not wi t hst andi ng t he previous section, an ingress LSR may wish to
restrict the signaling nethods applied to a particular LSP at donain
boundari es across the network. Such control, where it is required,
may be achi eved by the definition of appropriate new flags in the
SESSI ON- ATTRI BUTE obj ect or the Attributes Flags TLV of the
LSP_ATTRI BUTES obj ect [RFC4420]. Before defining a nechanismto
provide this | evel of control, the functional requirement to contro
the way in which the network delivers a service nust be established.
Al so, due consideration nmust be given to the inpact on
interoperability since new nechani sns nust be backwards conpati bl e,
and care nust be taken to avoid allow ng standards-conformant

i npl enment ati ons that each supports a different functional subset in
such a way that they are not capable of establishing LSPs.

3. Path Conputation Techni ques

The di scussion of path computation techniques within this docunment is
limted significantly to the determ nati on of where conputation may
take place and what conponents of the full path nay be determ ned.

The techni ques used are closely tied to the signaling nethodol ogi es
described in the previous section in that certain conputation

techni ques may require the use of particular signaling approaches and
vi ce versa
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Any di scussion of the appropriateness of a particular path

conmput ation technique in any given circunstance i s beyond the scope
of this docunent and should be described in a separate applicability
st at enent .

Pat h conputation algorithnms are firmy out of the scope of this
docunent .

3.1. Managenent Configuration

Pat h conmputation nmay be perfornmed by offline tools or by a network

pl anner. The resultant path nmay be supplied to the ingress LSR as
part of the TE LSP or service request, and encoded by the ingress LSR
as an Explicit Route hject (ERO on the Path nessage that is sent
out .

There is no reason why the path provided by the operator should not
span nultiple domains if the relevant infornation is available to the
pl anner or the offline tool. The definition of what information is
needed to performthis operation and how that information is
gathered, is outside the scope of this docunent.

3.2. Head-End Conputation

The head-end, or ingress, LSR may assune responsibility for path
conmput ati on when the operator supplies part or none of the explicit
path. The operator nust, in any case, supply at |east the
destination address (egress) of the LSP

3.2.1. Milti-Domain Visibility Conputation

If the ingress has sufficient visibility of the topology and TE
information for all of the domains across which it will route the LSP
to its destination, then it may conpute and provide the entire path.
The quality of this path (that is, its optimality as discussed in
section 3.5) can be better if the ingress has full visibility into
all relevant domains rather than just sufficient visibility to
provi de sone path to the destination.

Extrene cauti on nust be exercised in consideration of the
distribution of the requisite TE information. See section 4.

3.2.2. Partial Visibility Conputation
It may be that the ingress does not have full visibility of the
topol ogy of all domains, but does have information about the

connect edness of the domains and the TE resource availability across
the donmains. 1In this case, the ingress is not able to provide a

Farrel, et al. I nf or mat i onal [ Page 7]



RFC 4726 Framework for Inter-Domain TE Novenber 2006

fully specified strict explicit path fromingress to egress.
However, for exanple, the ingress m ght supply an explicit path that
conpri ses

- explicit hops fromingress to the | ocal domain boundary

- | oose hops representing the domain entry points across the
net wor k

- a loose hop identifying the egress.

Alternatively, the explicit path m ght be expressed as:

- explicit hops fromingress to the | ocal donmmi n boundary

- strict hops giving abstract nodes representing each donmain in
turn

- a loose hop identifying the egress.

These two explicit path formats could be m xed according to the
infornmati on avail able resulting in different conbinations of |oose
hops and abstract nodes.

This formof explicit path relies on some further conputation
techni que being applied at the domai n boundaries. See section 3.3.

As with the nulti-donmain visibility option, extrene caution nust be
exercised in consideration of the distribution of the requisite TE
i nformati on. See section 4.

3.2.3. Local Domain Visibility Conputation

A final possibility for ingress-based conputation is that the ingress
LSR has visibility only within its own domain, and connectivity
information only as far as deternining one or nore donmain exit points
that may be suitable for carrying the LSP to its egress.

In this case, the ingress builds an explicit path that conprises
just:

- explicit hops fromingress to the |ocal domain boundary
- a loose hop identifying the egress.

3.3. Domain Boundary Conputation

If the partial explicit path nethods described in sections 3.2.2 or
3.2.3 are applied, then the LSR at each donai n boundary is

responsi ble for ensuring that there is sufficient path information
added to the Path message to carry it at least to the next domain
boundary (that is, out of the new domain).
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If the LSR at the domai n boundary has full visibility to the egress
then it can supply the entire explicit path. Note, however, that the
ERO processing rules of [RFC3209] state that it should only update
the ERO as far as the next specified hop (that is, the next domain
boundary if one was supplied in the original ERO and, of course,

nmust not insert ERO subobjects imediately before a strict hop

If the LSR at the donmain boundary has only partial visibility (using
the definitions of section 3.2.2), it will fill in the path as far as
t he next domai n boundary, and will supply further domai n/domain
boundary information if not already present in the ERO

If the LSR at the domai n boundary has only local visibility into the
i mediate domain, it will sinply add information to the EROto carry
the Path nessage as far as the next domain boundary.

Domai n boundary path conputations are perforned i ndependently from
each other. Domain boundary LSRs nay have different conputation
capabilities, run different path conputation algorithns, apply
different sets of constraints and optinization criteria, and so
forth, which mght result in path segnent quality that is

unpredi ctable to and out of the control of the ingress LSR A
solution to this issue lies in enhancing the information signal ed
during LSP setup to include a |arger set of constraints and to

i nclude the paths of related LSPs (such as diverse protected LSPs) as
described in [ GWLS- E2F] .

It is also the case that paths generated on domai n boundari es may
produce | oops. Specifically, the paths conmputed may | oop back into a
domai n that has al ready been crossed by the LSP. This may or may not
be a problem and night even be desirable, but could also give rise
to real loops. This can be avoided by using the recorded route (RRO
to provide exclusions within the path conputation algorithm but in
the case of lack of trust between domains it nmay be necessary for the
RRO to indicate the previously visited domains. Even this solution
is not available where the RROis not available on a Path nessage.
Note that when an RRO is used to provide exclusions, and a | oop-free
path is found to be not avail able by the conputation at a downstream
border node, crankback [ CRANKBACK] may enabl e an upstream border node
to select an alternate path.

3.4. Path Conputation El enent

The conputation techniques in sections 3.2 and 3.3 rely on topol ogy
and TE information being distributed to the ingress LSR and those
LSRs at domai n boundaries. These LSRs are responsible for computing
paths. Note that there nmay be scaling concerns with distributing the
required information; see section 4.
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An alternative technique places the responsibility for path
conputation with a Path Conputati on El ement (PCE) [ RFC4655]. There
may be either a centralized PCE, or nultiple PCEs (each having | oca
visibility and collaborating in a distributed fashion to conpute an
end-to-end path) across the entire network and even w thin any one
domain. The PCE nay collect topology and TE information fromthe
same sources as would be used by LSRs in the previous paragraph, or
t hough ot her neans.

Each LSR called upon to perform path conputation (and even the

of fline managenent tools described in section 3.1) nay abdicate the
task to a PCE of its choice. The selection of PCE(s) nmay be driven
by static configuration or the dynam c di scovery.

3.4.1. Milti-Domain Visibility Conputation

A PCE may have full visibility, perhaps through connectivity to
multiple donmains. In this case, it is able to supply a full explicit
path as in section 3.2.1.

3.4.2. Path Conputation Use of PCE When Preserving Confidentiality

Note that although a centralized PCE or multiple collaborative PCEs
may have full visibility into one or nore donains, it may be
desirable (e.g., to preserve topology confidentiality) that the ful
path not be provided to the ingress LSR Instead, a partial path is
supplied (as in section 3.2.2 or 3.2.3), and the LSRs at each donain
boundary are required to make further requests for each successive
segnment of the path.

In this way, an end-to-end path nmay be conputed using the ful

network capabilities, but confidentiality between donains nmay be
preserved. Optionally, the PCE(s) may conpute the entire path at the
first request and hold it in storage for subsequent requests, or it
may reconmpute each leg of the path on each request or at regul ar
intervals until requested by the LSRs establishing the LSP

It may be the case that the centralized PCE or the collaboration
between PCEs may define a trust relationship greater than that
normal |y operational between donains.

3.4.3. Per-Domain Conputation El enents
A third way that PCEs nay be used is sinply to have one (or nore) per

domain. Each LSR within a domain that wi shes to derive a path across
the domain may consult its |ocal PCE
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Thi s mechani smcould be used for all path conmputations within the
domain, or specifically linmted to conputations for LSPs that wll

| eave the domai n where external connectivity information can then be
restricted to just the PCE

3.5. Optimal Path Conputation

There are many definitions of an optinmal path depending on the
constraints applied to the path conputation. 1In a nulti-donmain
environnment, the definitions are nultiplied so that an optinal route
m ght be defined as the route that would be conputed in the absence
of dommi n boundaries. Alternatively, another constraint mght be
applied to the path conputation to reduce or linit the nunber of
domai ns crossed by the LSP.

It is easy to construct exanples that show that partitioning a
network into domains, and the resulting | oss or aggregation of
routing information may |l ead to the conputation of routes that are
other than optimal. It is inpossible to guarantee optinmal routing in
the presence of aggregation / abstraction / summarization of routing
i nformati on.

It is beyond the scope of this docunment to define what is an optinum
path for an inter-domain TE LSP. This debate is abdicated in favor
of requirenments docunents and applicability statenments for specific
depl oynent scenarios. Note, however, that the neaning of certain
conputation nmetrics may differ between donains (see section 5.6).

4. Distributing Reachability and TE Information

Traffic Engineering information is collected into a TE Dat abase (TED)
on whi ch path conputation algorithns operate either directly or by
first constructing a network graph

The path conputation techni ques described in the previous section
make certain demands upon the distribution of reachability

i nformati on and the TE capabilities of nodes and |inks wthin domains
as well as the TE connectivity across domai ns.

Currently, TE information is distributed within domains by additions
to | GPs [ RFC3630], [RFC3784].

In cases where two donains are interconnected by one or nore |inks
(that is, the domain boundary falls on a link rather than on a node),
there should be a nechanismto distribute the TE i nformation
associated with the inter-domain Iinks to the correspondi ng domai ns.
This would facilitate better path conputation and reduce TE-rel at ed
crankbacks on these |inks.
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Where a domain is a subset of an IGP area, filtering of TE
i nformati on may be applied at the donmain boundary. This filtering
may be one way or two way.

VWhere information needs to reach a PCE that spans nultiple domains,
the PCE may snoop on the IGP traffic in each domain, or play an
active part as an | GP-capabl e node in each domain. The PCE ni ght
al so receive TED updates froma proxy within the domain

It is possible that an LSR that perfornms path conputation (for
exanpl e, an ingress LSR) obtains the topol ogy and TE i nformation of
not just its own donmin, but other donmamins as well. This information
may be subject to filtering applied by the advertising domain (for
exanple, the information nay be linited to Forwardi ng Adjacencies
(FAs) across other dommins, or the information nay be aggregated or
abstract ed).

Before starting work on any protocols or protocol extensions to
enabl e cross-domai n reachability and TE advertisenent in support of
inter-domain TE, the requirenents and benefits nust be clearly
established. This has not been done to date. Where any cross-donain
reachability and TE i nformati on needs to be advertised, consideration
must be given to TE extensions to existing protocols such as BGP, and
how the informati on advertised nay be fed to the IGPs. It nust be
noted that any extensions that cause a significant increase in the
anount of processing (such as aggregation conputation) at donain
boundaries, or a significant increase in the anpunt of information

fl ooded (such as detailed TE information) need to be treated with
extreme caution and conpared carefully with the scaling requirenents
expressed in [RFC4105] and [ RFC4216].

5. Comments on Advanced Functions

This section provides sone non-definitive comments on the constraints
pl aced on advanced MPLS TE functions by inter-domain MPLS. It does
not attenpt to state the inplications of using one inter-donain
techni que or another. Such nmaterial is deferred to appropriate
applicability statenents where statenments about the capabilities of
existing or future signaling, routing, and conputation techniques to
deliver the functions listed should be made.

5.1. LSP Re-Optim zation

Re-optim zation is the process of nmoving a TE LSP fromone path to
anot her, nore preferable path (where no attenpt is nade in this
docunent to define "preferable" as no attenpt was made to define
"optimal"). Make-before-break techniques are usually applied to
ensure that traffic is disrupted as little as possible. The Shared
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Explicit style is usually used to avoid doubl e booki ng of network
resour ces

Re-optim zation may be avail able within a single domain.
Alternatively, re-optimzation may involve a change in route across
several dommins or might involve a choice of different transit

donai ns.

Re-optimization requires that all or part of the path of the LSP be
re-conputed. The techniques used may be sel ected as described in
section 3, and this will influence whether the whole or part of the
path is re-optinized

The trigger for path conputation and re-optim zation nay be an
operator request, a tiner, information about a change in availability
of network resources, or a change in operational paraneters (for
exanpl e, bandw dth) of an LSP. This trigger nust be applied to the
point in the network that requests re-conputation and controls re-
optimization and nay require additional signaling.

Note al so that where nultiple rmutually-diverse paths are applied
end-to-end (i.e., not sinply within protection domains; see section
5.5) the point of calculation for re-optimzation (whether it is PCE
ingress, or domain entry point) needs to know all such paths before
attenpting re-optinization of any one path. Mitual diversity here
means that a set of conputed paths has no commonality. Such
diversity might be Iink, node, Shared Ri sk Link Goup (SRLG, or even
domai n di sj oi ntedness according to circunstances and the service
bei ng delivered.

It may be the case that re-optimzation is best achieved by
reconputing the paths of nultiple LSPs at once. |ndeed, this can be
shown to be nost efficient when the paths of all LSPs are known, not
sinmply those LSPs that originate at a particular ingress. Wile this
problemis inherited fromsingle domain re-optimzation and is out of
scope within this docunent, it should be noted that the problem grows
in conplexity when LSPs wholly within one donain affect the re-

optim zation path calcul ati ons perfornmed i n another donain.

5.2. LSP Setup Failure
When an inter-domain LSP setup fails in sone donmain other than the

first, various options are available for reporting and retrying the
LSP.
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In the first instance, a retry nay be attenpted within the donain
that contains the failure. That retry may be attenpted by nodes
wholly within the donmain, or the failure may be referred back to the
LSR at the donmi n boundary.

If the failure cannot be bypassed within the donmain where the failure
occurred (perhaps there is no suitable alternate route, perhaps
rerouting is not allowed by domain policy, or perhaps the Path
nmessage specifically bans such action), the error nmust be reported
back to the previous or head-end domain.

Subsequent repair attenpts may be nade by dommins further upstream
but will only be properly effective if sufficient information about
the failure and other failed repair attenpts is al so passed back
upstream [ CRANKBACK]. Note that there is a tension between this
requi renent and that of topology confidentiality although crankback
aggregation may be applicable at domain boundari es.

Further attenpts to signal the failed LSP nay apply the information
about the failures as constraints to path conputation, or nmay signa
them as specific path exclusions [ EXCLUDE].

When requested by signaling, the failure may al so be systematically
reported to the head-end LSR

5.3. LSP Repair

An LSP that fails after it has been established may be repaired
dynamically by re-routing. The behavior in this case is either |ike
that for re-optimzation, or for handling setup failures (see
previous two sections). Fast Reroute may al so be used (see bel ow).

5.4. Fast Reroute

MPLS Traffic Engineering Fast Reroute ([ RFC4090]) defines |oca
protection schenes intended to provide fast recovery (in 10s of
nsecs) of fast-reroutabl e packet-based TE LSPs upon |ink/ SRLG Node
failure. A backup TE LSP is configured and signal ed at each hop, and
activated upon detecting or being informed of a network el enent
failure. The node i mediately upstreamof the failure (called the
PLR, or Point of Local Repair) reroutes the set of protected TE LSPs
onto the appropriate backup tunnel (s) and around the failed resource.

In the context of inter-domain TE, there are several different
failure scenarios that nmust be anal yzed. Provision of suitable
solutions may be further conplicated by the fact that [RFC4090]
specifies two distinct nodes of operation referred to as the "one to
one node" and the "facility back-up node".
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The failure scenarios specific to inter-domain TE are as fol |l ows:

- Failure of a donain edge node that is present in both domains.
There are two sub-cases:

- The Point of Local Repair (PLR) and the Merge Point (MP) are in
t he same domai n.

- The PLR and the MP are in different domains.

- Failure of a domain edge node that is only present in one of the
domai ns.

- Failure of an inter-domain |ink.

Al though it may be possible to apply the sanme techni ques for Fast
Reroute (FRR) to the different nethods of signaling inter-domain LSPs
described in section 2, the results of protection nmay be different
when it is the boundary nodes that need to be protected, and when
they are the ingress and egress of a hierarchical LSP or stitched LSP
segment. In particular, the choice of PLR and MP may be different,
and the length of the protection path may be greater. These uses of
FRR t echni ques shoul d be explained further in applicability
statenents or, in the case of a change in base behavior, in

i mpl enent ati on gui delines specific to the signaling techniques.

Note that after local repair has been perforned, it nay be desirable
to re-optimze the LSP (see section 5.1). |If the point of re-

optim zation (for exanple, the ingress LSR) lies in a different
domain to the failure, it may rely on the delivery of a PathErr or
Notify message to informit of the |local repair event.

It is inmportant to note that Fast Reroute techniques are only
appl i cabl e to packet swi tching networks because ot her network

t echnol ogi es cannot apply |abel stacking within the same sw tching
type. Segnent protection [ GWLS-SEG provides a suitable alternative
that is applicable to packet and non-packet networKks.

5.5. Comments on Path Diversity

Di verse paths may be required in support of |oad sharing and/or
protection. Such diverse paths nmay be required to be node diverse
link diverse, fully path diverse (that is, link and node diverse), or
SRLG di verse

Di verse path conputation is a classic problemfanmliar to all graph

theory majors. The problemis conmpounded when there are areas of
"private know edge" such as when donmai ns do not share topol ogy
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i nformati on. The problem can be resolved nore efficiently (e.g.
avoiding the "trap problent) when nmutually resource disjoint paths
can be conputed "simultaneously" on the fullest set of information

That being said, various techniques (out of the scope of this
docunent) exist to ensure end-to-end path diversity across nultiple
donai ns.

Many network technol ogies utilize "protection donai ns" because they
fit well with the capabilities of the technology. As a result, nmany
domai ns are operated as protection domains. |In this nodel,
protection paths converge at donmain boundari es.

Note that the question of SRLGidentification is not yet fully
answered. There are two cl asses of SRLG

- those that indicate resources that are all contained within one
donmi n

- those that span donains

The former might be identified using a conbination of a globally
scoped domain ID, and an SRLG ID that is adm nistered by the domain.
The latter requires a global scope to the SRLG ID. Both schenes,
therefore, require external admnistration. The fornmer is able to

| everage existing domain |ID administration (for exanple, area and AS
nunmbers), but the latter would require a new administrative policy.

5.6. Donmai n-Specific Constraints

Wil e the nmeaning of certain constraints, |ike bandw dth, can be
assumed to be constant across different domains, other TE constraints
(such as resource affinity, color, netric, priority, etc.) nmay have
different meanings in different domains and this may inpact the
ability to support Diffserv-aware MPLS, or to manage preenption

In order to achi eve consistent neaning and LSP establishnment, this
fact must be consi dered when perforning constraint-based path
conmput ati on or when signaling across domai n boundari es.

A mapping function can be derived for nost constraints based on
policy agreenents between the donain adninistrators. The details of
such a mappi ng function are outside the scope of this docunent, but
it is inportant to note that the default behavior must either be that
a constant mapping is applied or that any requirenent to apply these
constraints across a domain boundary rmust fail in the absence of
explicit mapping rules.
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5.7. Policy Contro

Domai n boundaries are natural points for policy control. There is
little to add on this subject except to note that a TE LSP that
cannot be established on a path through one domai n because of a
policy applied at the donmain boundary may be satisfactorily
established using a path that avoids the denurring domain. |n any
case, when a TE LSP signaling attenpt is rejected due to non-
conmpliance with some policy constraint, this should be reflected to
the ingress LSR

5.8. Inter-Domain Operations and Managenent (OAM

Sone el ements of CAM may be intentionally confined within a donain.

O hers (such as end-to-end |iveness and connectivity testing) clearly
need to span the entire multi-domain TE LSP. \ere issues of

topol ogy confidentiality are strong, collaboration between PCEs or
domai n boundary nodes m ght be required in order to provide end-to-
end OAM and a significant issue to be resolved is to ensure that the
end- poi nts support the various OAM capabilities.

The different signaling nechani sns described above may need
refinenments to [ RFC4379], [BFD-MPLS], etc., to gain full end-to-end
visibility. These protocols should, however, be considered in the
Iight of topology confidentiality requirenents.

Route recording is a comonly used feature of signaling that provides
QAM i nformati on about the path of an established LSP. Wen an LSP
traverses a domai n boundary, the border node nay renpbve or aggregate
sonme of the recorded infornmation for topology confidentiality or

ot her policy reasons.

5.9. Point-to-Miltipoint
Inter-domain point-to-multipoint (P2MP) requirenents are explicitly
out of the scope of this docunment. They may be covered by other
docunent s dependent on the details of MPLS TE P2MP sol uti ons.

5.10. Applicability to Non-Packet Technol ogi es
Non- packet switching technol ogies may present particul ar issues for
inter-domain LSPs. While packet swi tching networks may utilize

control planes built on MPLS or GWLS technol ogy, non-packet networks
are limted to GWLS.
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On the other hand, sone problens such as Fast Reroute on donain
boundari es (see section 5.4) may be handl ed by the GWLS techni que of
segment protection [GWLS-SEG that is applicable to both packet and
non- packet swi tching technol ogi es.

The specific architectural considerations and requirenents for
i nter-domain LSP setup in non-packet networks are covered in a
separate docunent [GWLS-AS].

6. Security Considerations

Requirements for security within domai ns are unchanged from [ RFC3209]
and [ RFC3473], and from[RFC3630] and [ RFC3784]. That is, al
security procedures for existing protocols in the MPLS context
continue to apply for the intra-domain cases.

Inter-domain security may be considered as a nore inportant and nore
sensitive issue than intra-domain security since in inter-donain
traffic engineering control and information nmay be passed across

adm ni strative boundaries. The nost obvious and nbst sensitive case
is inter-AS TE

Al'l of the intra-domain security nmeasures for the signaling and
routing protocols are equally applicable in the inter-donmain case.
There is, however, a greater |ikelihood of them being applied in the
i nter-domain case

Security for inter-domain MPLS TE is the subject of a separate
docunent that anal yzes the security depl oynent nodels and ri sks.
Thi s separate docunment nust be conpleted before inter-domain MPLS TE
sol uti on docunents can be advanced.

Simlarly, the PCE procedures [ RFC4655] are subject to security
nmeasures for the exchange conputation informtion between PCEs and
for LSRs that request path conputations froma PCE. The requirenments
for this security (set out in [RFC4657]) apply whether the LSR and
PCE (or the cooperating PCEs) are in the sane donmain or |lie across
domai n boundari es.

It should be noted, however, that techniques used for (for exanple)
aut henti cation require coordination of secrets, keys, or passwords
bet ween sender and receiver. Were sender and receiver lie within a
single adm nistrative domain, this process may be sinple. But where
sender and receiver lie in different adninistrative donains, cross-
donmai n coordi nati on between network administrators will be required
in order to provide adequate security. At this stage, it is not
proposed that this coordination be provided through an autonatic
process or through the use of a protocol. Hunman-to-human
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coordination is nore likely to provide the required |evel of
confidence in the inter-domain security.

One new security concept is introduced by inter-domain MPLS TE. This
is the preservation of confidentiality of topology information. That
is, one donmain nay wi sh to keep secret the way that its network is
constructed and the availability (or otherw se) of end-to-end network
resources. This issue is discussed in sections 3.4.2, 5.2, and 5.8
of this docunment. When there is a requirenent to preserve inter-
domai n topol ogy confidentiality, policy filters nmust be applied at
the domai n boundaries to avoid distributing such information. This
is the responsibility of the domain that distributes infornmation, and
it may be adequately addressed by aggregation of information as
described in the referenced sections.

Applicability statenents for particul ar conbi nati ons of signaling,
routing, and path conputation techniques to provide inter-domain MPLS
TE sol utions are expected to contain detailed security sections.
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