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Abstr act

Constrai nt-based path conmputation is a fundanmental building bl ock for
traffic engineering systenms such as Miltiprotocol Label Switching
(MPLS) and Ceneralized Multiprotocol Label Sw tching (GWLS)
networks. Path conputation in large, nulti-domain, nulti-region, or
mul ti-layer networks is conplex and nmay require special conputational
conmponents and cooperation between the different network donains.

Thi s docunent specifies the architecture for a Path Conputation

El ement (PCE)-based nodel to address this problemspace. This
docunent does not attenpt to provide a detail ed description of al
the architectural conponents, but rather it describes a set of
bui I di ng bl ocks for the PCE architecture from which solutions nay be
construct ed.
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1. Introduction

Constrai nt-based path conmputation is a fundanmental building bl ock for
traffic engineering in MPLS [ RFC3209] and GWPLS [ RFC3473] networks.

[ RFC2702] describes requirenents for traffic engineering in MPLS

net wor ks, while [RFC4105] and [ RFC4216] describe traffic engineering
requirenents in inter-area and inter-AS environnments, respectively.

Path computation in large, multi-domain networks is conplex and nay
requi re special conputational conponents and cooperation between the
elements in different domains. This docunent specifies the
architecture for a Path Conputation El enent (PCE)-based nodel to
address this probl em space.

Thi s docunent describes a set of building blocks for the PCE
architecture fromwhich solutions may be constructed. For exanple,
it discusses PCE-based inplenentations including conposite, external
and nultiple PCE path conputation. Furthernore, it discusses
architectural considerations including centralized conputation,

di stributed conputation, synchronization, PCE discovery and | oad

bal anci ng, detection of PCE |iveness, conmunication between Path
Conmputation Clients (PCCs) and the PCE (PCC- PCE comuni cation) and
PCE- PCE conmuni cation, Traffic Engineering Database (TED)

synchroni zation, stateful and statel ess PCEs, nonitoring, policy and
confidentiality, and evaluation netrics.

The nodel of the Internet is to distribute network functionality
(e.g., routing) within the network. PCE functionality is not
intended to contradict this nodel and can be used to match the nodel
exactly, for exanple, when the PCE functionality coexists with each
Label Switching Router (LSR) in the network. PCE is also able to
augrment functionality in the network where the Internet nodel cannot
supply adequate solutions, for exanple, where traffic engineering
informati on i s not exchanged between network domai ns.

2. Term nol ogy
CSPF: Constraint-based Shortest Path First.
LER: Label Edge Router.
LSDB: Link State Database.
LSP: Label Switched Path.

LSR: Label Switching Router.
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PCC. Path Conputation Client. Any client application requesting a
path conputation to be performed by the Path Conputation El enent.

PCE: Path Conputation Elenment. An entity (conponent, application, or
networ k node) that is capable of conputing a network path or route
based on a network graph and applyi ng conputational constraints (see
further description in Section 3).

TED: Traffic Engi neering Dat abase, which contains the topol ogy and
resource information of the domain. The TED may be fed by Interior
Gat eway Protocol (1GP) extensions or potentially by other neans.

TE LSP: Traffic Engineering MPLS Label Switched Path.
3. Definitions

A Path Conputation Element (PCE) is an entity that is capable of
conputing a network path or route based on a network graph, and of
appl yi ng conputational constraints during the conputation. The PCE
entity is an application that can be |located within a network node or
conmponent, on an out-of-network server, etc. For exanple, a PCE
woul d be able to compute the path of a TE LSP by operating on the TED
and consi dering bandwi dth and ot her constraints applicable to the TE
LSP service request.

A domain is any collection of network el enents within a common sphere
of address managenent or path conputation responsibility. Exanples
of domai ns include | GP areas, Autonomous Systens (ASes), and nultiple
ASes within a Service Provider network. Domains of path conputation
responsibility nmay al so exist as sub-donmains of areas or ASes.

In order to fully characterize a PCE and clarify these definitions,
the followi ng inportant considerations nust al so be exam ned:

1) Path conputation is applicable in intra-domain, inter-domain, and
inter-layer contexts.

a. Inter-domain path conmputation nay involve the association of
topol ogy, routing, and policy information fromnmnultiple donains
fromwhich rel ati onshi ps may be deduced in order to help in
perform ng path conputation.

b. Inter-layer path conputation refers to the use of PCE where
mul tiple layers are involved and when the objective is to
perform path conputation at one or nultiple layers while taking
into account topology and resource information at these |ayers.
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2)

3)

4)

5)

6)

Over |l appi ng domains are not within the scope of this docunent. In
the inter-domain case, the domains nay belong to a single or to
mul tiple Service Providers

a. In "single PCE path conputation”, a single PCE is used to
conpute a given path in a domain. There nmay be nultiple PCEs
in a donmain, but only one PCE per donain is involved in any
single path conputation

b. I'n "nultiple PCE path conputation”, nultiple PCEs are used to
conpute a given path in a domain.

a. "Centralized conputation nodel" refers to a nodel whereby al
paths in a donmain are conputed by a single, centralized PCE

b. Conversely, "distributed conputation nodel" refers to the
conmput ati on of paths in a domain being shared anong nultiple
PCEs.

Pat hs that span nultiple domains nmay be conputed using the
distributed nodel with one or nore PCEs responsible for each
domain, or the centralized nodel by defining a domain that
enconpasses all the other domains.

From these definitions, a centralized conputation nodel inherently
uses single PCE path conputation. However, a distributed
conputati on nodel could use either single PCE path conputation or
mul ti ple PCE path conputations. There would be no such thing as a
centralized nodel that uses multiple PCEs.

The PCE may or nmay not be |ocated at the head-end of the path.

For exanple, a conventional intra-domain solution is to have path
conmput ati on performed by the head-end LSR of an MPLS TE LSP; in
this case, the head-end LSR contains a PCE. But solutions also
exi st where other nodes on the path nmust contribute to the path
conputation (for exanple, |oose hops), nmaking them PCEs in their
own right. At the sane tine, the path conputati on nay be made by
sonme ot her PCE physically distinct fromthe conputed path.

The path conputed by the PCE may be an "explicit path" (that is,
the full explicit path fromstart to destination, nade of a list
of strict hops) or a "strict/loose path" (that is, a mx of strict
and | oose hops conprising at | east one | oose hop representing the
destination), where a hop nmay be an abstract node such as an AS.

A PCE- based pat h conputati on nodel does not mean to be excl usive
and can be used in conjunction with other path conputation nodels.
For instance, the path of an inter-AS TE LSP nmay be conputed using
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a PCE-based path conputation nodel in sone ASes, whereas the set
of traversed ASes may be specified by other means (not deterni ned
by a PCE). Furthernore, different path conputation nodels may be
used for different TE LSPs.

7) This docunent does not nmke any assunptions about the nature or
i mpl enentation of a PCEE A PCE could be inplenented on a router
an LSR, a dedicated network server, etc. Moreover, the PCE
function is orthogonal to the forwarding capability of the node on
which it is inplenented.

4, Mbdtivation for a PCE-Based Architecture

Several notivations for a PCE-based architecture (described in
Section 5) are listed below This list is not nmeant to be exhaustive
and is provided for the sake of illustration.

It should be highlighted that the aimof this section is to provide
sonme application exanples for which a PCE-based path may be suitabl e:
this also clearly states that such a nodel does not aimto replace
exi sting path computation nodels but would apply to specific existing
or future situations.

As can be seen fromthese exanpl es, PCE does not replace the existing
I nternet nodel where intelligence is distributed within the network.
Instead, it builds on this nodel and nmakes use of distributed centers
of information or conputational ability. PCE should not, therefore,
necessarily be seen as a centralized, "all-seeing oracle in the sky",
but as the cooperative operation of distributed functionality used to
address specific challenges such as the conputation of a shortest

i nter-domai n constrai ned path.

4.1. CPUIntensive Path Conputation

There are many situations where the conmputation of a path may be
hi ghly CPU-intensive; exanples of CPU-intensive path conputations
i nclude the resolution of problens such as:

- Placing a set of TE LSPs within a donain so as to optinize an
obj ective function (for exanple, ninimzation of the maxi mum|ink
utilization)

- Multi-criteria path conputation (for exanple, delay and |ink
utilization, inclusion of switching capabilities, adaptation
features, encoding types and optical constraints within a GWLS
optical networKk)
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- Conputation of nmininmal cost Point to Miultipoint trees (Steiner
trees)

In these situations, it may not be possible or desirable for sone
routers to perform path conputati on because of the constraints on
their CPUs, in which case the path conputations nay be off-loaded to
sonme ot her PCE(s) that may, thenselves, be routers or nay be

dedi cat ed PCE servers

4.2. Partial Visibility

There are several scenarios where the node responsible for path
conputation has limted visibility of the network topology to the
destination. This limtation nmay occur, for instance, when an
ingress router attenpts to establish a TE LSP to a destination that
lies in a separate domain, since TE information is not exchanged
across the domain boundaries. In such cases, it is possible to use

| oose routes to establish the TE LSP, relying on routers at the
domai n borders to establish the next piece of the path. However, it
is not possible to guarantee that the optinmal (shortest) path will be
used, or even that a viable path will be discovered except, possibly,
through repeated trial and error using crankback or other signaling
ext ensi ons.

This problem of inter-donain path conputation nmay nost probably be
addressed through distributed conputation with cooperation anong PCEs
wi thin each of the donmains, and potentially using crankback between
the domains to dynanically resol ve provisioning issues.

Alternatively, a central "all-seeing" PCE that has access to the
conpl ete set of topology information may be used, but in this case
there are chall enges of scalability (both the size of the TED and the
responsi veness of a single PCE handling requests for many domai ns)
and of preservation of confidentiality when the domai ns belong to

di fferent Service Providers.

Note that the issues described here can be further highlighted in the
context of TE LSP reoptim zation, or the establishment of multiple
di verse TE LSPs for protection or |oad sharing.

4.3. Absence of the TED or Use of Non-TE-Enabl ed | GP

The traffic engineering database (TED) may be a large drain on the
resources of a network node (such as an edge router or LER)

Mai ntaining the TED may require a lot of nenory and nay require non-
negligible CPU activity. The use of a distinct PCE may be
appropriate in such circunstances, and a separate node can be used to
establish and maintain the TED, and to make it available for path
conput ati on.
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The I GPs run within sone networks are not sufficient to build a ful
TED. For exanple, a network may run OSPF/1S-1S without the
OSPF- TE/ | SI S- TE extensions, or sonme routers in the network nmay not
support the TE extensions. |In these cases, in order to successfully
comput e paths through the network, the TED nust be constructed or
suppl enent ed through configuration action and updated as network
resources are reserved or released. Such a TED could be distributed
to the routers that need to performpath conputation or held
centrally (on a distinct node that supports PCE) for centralized
conput at i on.

4.4, Node Qutside the Routing Donain

An LER might not be part of the routing domain for admnistrative
reasons (for exanple, a customer-edge (CE) router connected to the
provi der-edge (PE) router in the context of MPLS VPN [ RFC4364] and
for which it is desired to provide a CE to CE TE LSP path).

This scenario suggests a solution that does not involve doing
conputation on the ingress (TE LSP head-end, CE) router, and that
does not rely on the configuration of static |loose hops. |In this
case, optimal shortest paths cannot be guaranteed. A solution that a
di stinct PCE can help here. Note that the PCE in this case may,
itself, provide a path that includes |oose hops.

4.5. Network Element Lacks Control Plane or Routing Capability

It is conmon in | egacy optical networks for the network el ements not
to have a control plane or routing capability. Such network el ements
only have a data plane and a managenent plane, and all cross-
connections are made fromthe nanagenent plane. It is desirable in
this case to run the path conputation on the PCE, and to send the
cross-connecti on conmands to each node on the conputed path. That

is, the PCC woul d be an el ement of the managenent pl ane, perhaps
residing in the Network Managenment System (NVS) or Operations Support
System (OSS) .

This scenario is inportant for Automatically Switched Optical Network
(ASON) - capabl e networks and nay al so be used for interworking between
GWPLS- capabl e and GWPLS-i ncapabl e net wor ks.

4.6. Backup Path Conputation for Bandw dth Protection

A PCE can be used to conpute backup paths in the context of fast
reroute protection of TE LSPs. In this nodel, all backup TE LSPs
protecting a given facility are conputed in a coordi nated manner by a
PCE. This allows conpl ete bandw dth sharing between backup tunnels
protecting i ndependent el enents, while avoiding any extensions to TE
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LSP signaling. Both centralized and distributed conputation nodels
are applicable. In the distributed case each LSR can be a PCE to
conmput e the paths of backup tunnels to protect against the failure of
adj acent network |inks or nodes.

4.7. Milti-layer Networks

A server-layer network of one switching capability may support
mul ti pl e networks of another (nmore granular) switching capability.
For exanple, a Time-Division Miultiplexing (TDM network rmay provide
connectivity for client-layer networks such as |IP, MPLS, or Layer 2

[MN.

The server-layer network is unlikely to provide the sane connectivity
paradi gm as the client networks, so bandwi dth granularity in the
server-layer network may be much coarser than in the client-1ayer
network. Simlarly, there is likely to be a nmanagenent separation
bet ween the two networks providing i ndependent address spaces.

Furt hernmore, where nultiple client-layer networks nake use of the
sane server-layer network, those client-1layer networks may have

i ndependent policies, control paraneters, address spaces, and routing
pr ef er ences.

The different client- and server-layer networks nay be consi dered
di stinct path conmputation regions within a PCE domain, so the PCE
architecture is useful to allow path conputation fromone client-
| ayer network region, across the server-layer network, to another
client-layer network region

In this case, the PCEs are responsible for resolving address space

i ssues, handling differences in policy and control paraneters, and
coordi nating resources between the networks. Note that, because of
the differences in bandwi dth granularity, connectivity across the
server-layer network rmay be provided through virtual TE |inks or
Forwar di ng Adj acencies: the PCE may offer a point of contro
responsi ble for the decision to provision new TE |inks or Forwarding
Adj acenci es across the server-layer network.

4.8. Path Selection Policy

A PCE may have a local policy that inpacts path conputation and
selection in response to a path conputation request. Such policy may
act on information provided by the requesting PCC. The result of
appl yi ng such policy includes, for exanple, rejection of the path
conmput ati on request, or provision of a path that does not neet all of
the requested constraints. Further, the policy may support
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adm ni stratively configured paths, or selection anong transit
providers. Inclusion of policy within PCE may sinplify the
application of policy within the path conputation/selection process.

Simlarly, a PCC may apply local policy to the selection of a PCE to
conpute a specific path, and to the constraints that are requested.

In a PCE context, the policy nmay be sensitive to the type of path
that is being conputed. For exanple, a different set of policies may
be applied for an intra-area or single-layer path than would be
provided for an inter-area or nulti-Ilayer path.

Not e that synchronization of policy between PCEs or between PCCs and
PCEs may be necessary. Such issues are outside the scope of the PCE
architecture, but within scope for the PCE policy framework and
application which is described in a separate documnent.

4.9. Non-Mbtivations
4.9.1. The Wl e | nternet

PCE is not considered to be a solution that is applicable to the
entire Internet. That is, the applicability of PCEis limted to a
set of domains with known rel ationships. The scale of this
limtation is simlar to the peering relationships between Service
Provi ders.

4.9.2. CQuaranteed TE LSP Est abl i shnent

When two or nore paths for TE LSPs are conputed on the sane set of TE
link state information, it is possible that the resultant paths will
conpete for limted resources within the network. This may result in
success for only the first TE LSP to be signaled, or it might even
mean that no TE LSP can be established.

Bat ch processing of conputation requests, back-off tinmes, conputation
of alternate paths, and crankback can help to nmitigate this sort of
problem and PCE may al so i nprove the chances of successful TE LSP
setup. However, a single, centralized PCE is not viewed as a
solution that can guarantee TE LSP establi shment since the potentia
for network failures or contention for resources still exists where
the centralized TED cannot fully reflect current (i.e., real-tine)

net work state.
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5. Overview of the PCE-Based Architecture

This section gives an overview of the architecture of the PCE nodel
It needs to be read in conjunction with the details provided in the
next section to provide a full view of the flexibility of the nodel.

5.1. Conposite PCE Node

Fi gure 1 bel ow shows the components of a typical conposite PCE node
(that is, a router that also inplements the PCE functionality) that
utilizes path computation. The routing protocol is used to exchange
TE information fromwhich the TED i s constructed. Service requests
to provision TE LSPs are received by the node and converted into
signaling requests, but this conversion may require path conputation
that is requested froma PCE. The PCE operates on the TED subject to
I ocal policy in order to respond with the requested path.

I | Routing ----------
| | | Protocol | |
[ TED | <-+---------- +-> |
|| | | |
| - | | |
| | | | |
| | I'nput | | |
| v | | |
| - | | |
| | | | | Adjacent |
|| PCE | | | Node |
|| || | |
| - | | |
| A | | |

| | Request | |

| | Response| | |
| v | | |
R | | |
Service | | | | Signaling| |
Request | |Signaling] | Protocol | |
------ +->| Engine |<-+----------+-> |
|

Figure 1. Conposite PCE Node
Note that the routing adjacency between the conposite PCE node and

any other router may be perforned by neans of direct connectivity or
any tunnel i ng nechani sm
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5.2. External PCE

Figure 2 shows a PCE that is external to the requesting network

el ement. A service request is received by the head-end node, and
before it can initiate signaling to establish the service, it nakes a
path conputation request to the external PCE. The PCE uses the TED
subject to local policy as input to the conputation and returns a

response.
----- |
| | TED [ <-4----------- >
| ----- | TED synchronization
| | | mechanism (for exanple, routing protocol)
| | |
| v |
|- |
| | PCE |
|- |
ERIEEEEE
| Request/
| Response
%
Service ---------- Signaling ----------
Request | Head-End | Protocol | Adj acent

---->| Node | <-----o---- > Node

Figure 2. External PCE Node

Note that in this case, the node that supports the PCE function may
al so be an LSR or router perfornming forwarding in its own right
(i.e., it may be a conmposite PCE node), but those functions are
purely orthogonal to the operation of the function in the instance
bei ng consi dered here.
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5.3. Miltiple PCE Path Conputation

Figure 3 illustrates how multiple PCE path conputations nmay be
performed al ong the path of a signaled service. As in the previous
exanpl e, the head-end PCC nakes a request to an external PCE, but the
path that is returned is such that the next network element finds it
necessary to performfurther conputation. This may be the case when
the path returned is a partial path that does not reach the intended
destination or when the conputed path is | oose. The downstream
network el ement consults another PCE to establish the next hop(s) in
the path. In this case, all policy decisions are nmade i ndependently
at each PCE based on infornmation passed fromthe PCC

Note that either or both PCEs in this case could be conposite PCE
nodes, as in Section 5. 1.

| |
| PCE | | PCE |
I | I |
| | TED| | | | TED| |
- | - |
R -oee
| Request/ | Request/
| Response | Response
% %
Service -------- Signaling ------------ Signaling ------------
Request | Head-End| Protocol |Internediate| Protocol |Internediate
----> Node |<--------- >| Node [ <--------- >| Node

Figure 3. Miltiple PCE Path Conputation
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5.4. Miltiple PCE Path Conputation with Inter-PCE Comruni cation

The PCE in Section 5.3 was not able to supply a full path for the
requested service, and as a result the adjacent node needs to nake
its own conputation request. As illustrated in Figure 4, the sane
probl em may be sol ved by introducing inter-PCE communi cation, and
cooperation between PCEs so that the PCE consulted by the head-end
net work node nmakes a request of another PCE to help with the
conput ati on.

| | |
| PCE I R e T T >| PCE
| | | |
|- | |- |
| | TED | | | | TED | |
I | I |
N
| Request/
| Response
%
Service ---------- Signaling ---------- Signaling ----------
Request | Head-End | Protocol | Adjacent | Protocol | Adj acent
---->| Node [ <---------- >| Node |<---------- >| Node

Figure 4. Miltiple PCE Path Conputation with |nter-PCE Conmuni cation

Multiple PCE path conputation with inter-PCE comunication involves
coordi nati on between distinct PCEs such that the result of the
conmput ati on perfornmed by one PCE depends on path fragnent information
supplied by other PCEs. This nodel does not provide a distributed
conputation algorithm but it allows distinct PCEs to be responsible
for conputation of parts (segnents) of the path.

PCE- PCE communi cation is discussed further in Section 6.6.

Note that a PCC night not see the difference between centralized
conmputation and rmultiple PCE path conputation with inter-PCE
communi cation. That is, the PCC network node or conponent that
requests the conputation nmakes a single request and receives a ful
or partial path in response, but the response is actually achieved
t hrough the coordi nated, cooperative efforts of nore than one PCE
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In this nodel, all policy decisions my be nade i ndependently at each
PCE based on conputation information passed fromthe previous PCE
Alternatively, there may be explicit comunication of policy

i nformati on bet ween PCEs.

5.5. Managenent - Based PCE Usage

It must be observed that the PCC is not necessarily an LSR  For
exanple, in Figure 5 the NM5 supplies the head-end LSRwith a fully
computed explicit path for the TE LSP that it is to establish through
signaling. The NV5 uses a nanagenent plane mechanismto send this
request and encodes the data using a representation such as the TE

M B nodul e [ RFC3812].

The NMB constructs the explicit path that it supplies to the head-end

LSR using informati on provided by the operator. It consults the PCE
which returns a path for the NVM5 to use

Al t hough Figure 5 shows the PCE as renbte fromthe NMS, it could, of
course, be collocated with the NVB

|
Servi ce | | TED | <-+----------- >
Request | ----- | TED synchronization
| | | | mechani sm (for exanpl e,
% | | | routing protocol)
------------- Request/ | % |
| | Response|  ----- |
| N e +> | PCE| |
| | IEREEERE |
Service |
Request
%
—————————— Si gnal i ng R
| Head-End | Protocol | Adj acent
| Node [ <---------- >| Node

Figure 5. Managenent - Based PCE Usage
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5.6. Areas for Standardi zation

The followi ng areas require standardi zation within the PCE
architecture

- conmuni cati on between PCCs and PCEs, and between cooperating PCEs,
i ncluding the conmunication of policy-related information

- requirenents for extending existing routing and signaling protocols
in support of PCE discovery and signaling of inter-domain paths

- definition of nmetrics to evaluate path quality, scalability,
responsi veness, robustness, and policy support of path conputation
nodel s.

- MB nodules related to conmmuni cation protocols, routing and
signaling extensions, netrics, and PCE nonitoring information

6. PCE Architectural Considerations

This section provides a list of the PCE architectural conponents.
Specific realizations and inplenmentation details (state nachi nes or
algorithnms, etc.) of PCE-based solutions are out of the scope of this
docunent .

Note al so that PCE-based path conputation does not affect in any way
the use of the computed paths. For exanple, the use of PCE does not
change the way in which Traffic Engineering LSPs are signal ed,

mai nt ai ned, and torn down, but it strictly relates to the path
conput ati on aspects of such TE LSPs.

This section presents an architectural view of PCE. That is, it
descri bes the conmponents that exist and how they interact. Note that
the architectural nodel, and in particular the functional nodel, may
be perceived differently by different conponents of the PCE system
For exanple, the PCC will not be aware of whether a PCE consults

ot her PCEs. The PCC view of the PCE architecture is discussed in
Section 7.

6.1. Centralized Conputation Mdel

A "centralized conputation nodel" considers that all path
conputations for a given domain will be perfornmed by a single,
centralized PCE. This may be a dedicated server (for exanple, an
external PCE node), or a designated router (for exanple, a conposite
PCE node) in the network. 1In this nodel, all PCCs in the domain
woul d send their path conputation requests to the central PCE. Wile
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a donmain in this context night be an IGP area or AS, it night also be
a sub-group of network nodes that is defined by its dependence on the
PCE.

This nmodel has a single point of failure: the PCEE In order to avoid
this issue, the centralized conputati on nodel may designate a backup
PCE that can take over the conputation responsibility in a controlled
manner in the event of a failure of the primary PCE. Any policies
present on the primary PCE should al so be present on the backup

al t hough the primary policies nay thensel ves be subject to policy
governi ng how they are inplemented on the backup. Note that at any
nmonent in tine there is only one active PCE in any donain.

6.2. Distributed Conputation Mdel

A "distributed computation nodel" refers to a domain or network that
may include nultiple PCEs, and where conputation of paths is shared
anong the PCEs. A given path nay in turn be conputed by a single PCE
("single PCE path conputation") or multiple PCEs ("nultiple PCE path
conputation"). A PCC nay be linked to a particular PCE or nay be
able to choose freely anmong several PCEs; the nethod of choice

bet ween PCEs is out of scope of this docunent, but see Section 6.4
for a discussion of PCE discovery that affects this choice.

| mpl enent ati on of policy should be consistent across the set of
avai | abl e PCEs.

Oten, the conputation of an individual path is perfornmed entirely by
a single PCE. For exanple, this is usually the case in MPLS TE
within a single | GP area where the ingress LSR/ conposite PCE node is
responsi ble for conputing the path or for contacting an external PCE
Conversely, nultiple PCE path conputation inplies that nore than one
PCE is involved in the conputation of a single path. An exanple of
this is where | oose hop expansion is perfornmed by transit

LSRs/ conmposi te PCE nodes on an MPLS TE LSP. Another exanple is the
use of nultiple cooperating PCEs to conpute the path of a single TE
LSP across nul tiple donains.

6.3. Synchronization

Oten, multiple paths need to be conputed to support a single service
(for example, for protection or |oad sharing). A PCC that determ nes
that it requires nore than one path to be conputed may send a series
of individual requests to the PCE. In this case of non-synchronized
pat h conputation requests, the PCE may nmake nul tiple individual path
conmputations to generate the paths, and the PCC nay send its

i ndi vi dual requests to different PCEs.
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Alternatively, the PCC nay send a single request to a PCE asking for
a set of paths to be conputed, but specifying that non-synchronized
path conputation is acceptable. The PCE may conpute each path in
turn exactly as it would have done had the PCC made multiple
requests, and the PCE may devol ve sone conputations to other PCEs if
it chooses. On the other hand, the PCE is not prohibited from
performng all conputations together in a synchroni zed nmanner as
descri bed bel ow

The PCC may al so issue a single request to the PCE asking for all the
paths to be conputed in a synchronized manner. The PCE will then
perform si nul t aneous conputati on of the set of requested paths. Such
synchroni zed conputation can often provide better results.

The invol venent of nore than one PCE in the conputation of a series
of paths is by its nature non-synchronized. However, a set of
cooperating PCEs may be synchroni zed under the control of a single
PCE. For exanple, a PCC may send a request to a PCE that invokes
domai n-speci fic conputations by other PCEs before supplying a result
to the PCC

It is desirable to add a paraneter to the PCC PCE protocol to request
that the PCE supply a set of alternate paths for use by the PCC
shoul d the establishnment of the TE LSP using the principal path fai
to conplete. Wile alternate paths nmay not al ways be successful if
the first path fails, including alternate paths in a PCE response
coul d have | ess overhead t han having the PCC nake separate requests
for subsequent path conputations as the need arises. This technique
is used in some existing CSPF inpl ementations.

6.4. PCE D scovery and Load Bal anci ng

In order that a PCC can conmunicate efficiently with a PCE, it nust
know the location of the PCE. That is, it is an architectura
deci si on nade here that PCC requests be targeted to a specific PCE
and not broadcast to the network for any PCE to respond. This

deci sion neans that only the selected PCE will operate on any single
request, and it saves network resources during request propagation
and processing resources at the PCEs that are not required to
respond.

The know edge of the location of a PCE may be achi eved through | oca
configuration at the PCC or may rely on a protocol -based di scovery
nmechani smthat nay be governed by policy.

Where nore than one PCE is known to a PCC, the PCC nust have

sufficient information to select an appropriate PCE for its purposes,
under the control of policy. Such a selection procedure allows for
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| oad sharing between PCEs and supports PCEs with different
conmputation capabilities including different visibility scopes.
Thus, the information available to the PCC nust include details of
the PCE capabilities, which may be fixed or may vary dynamically in
tinme.

The PCC may | earn PCE capabilities through static configuration, or
it may discover the information dynanically. Note that even when the
| ocation of the PCE is configured at the PCC, the PCC may stil

di scover the PCE capabilities dynamically. Dynam c PCE capabilities
cannot be configured and can only be discovered.

Proxy PCE advertisenment whereby the existence of a PCE is advertised
via a proxy PCEis a viable alternative, should the PCE be incapable
of such advertisenment itself. 1In this case, it is a requirenment that
the proxy adequately advertise the PCE status and capability in a
timely and synchronized fashion.

In the event that nultiple PCEs are available to serve a particul ar
pat h conputation request, the PCC nust select a PCE to satisfy the
request. The details of such a selection (for instance, to
efficiently share the conputation |oad across nultiple PCEs or to
request secondary conputations after partial or failed conputations)
are local to the PCC, nmay be based on policy, and are out of the
scope of this docunent.

PCE capabilities that nmay be advertised or configured could include
(and are not be linmted to):

- a set of constraints that it can account for (diversity, shared
risk Iink groups (SRLGs), optical inpairnments, wavel ength
continuity, etc.)

- conputational capacity (for exanple, the number of conputations it
can perform per second)

- the nunber of switching capability layers (and which ones)
- the nunber of path selection criteria (and which ones)

- whether it is a stateless PCE or it can send updates about better
pat hs that night be available in the future

- whether it can conpute P2MP trees (and which types)
- whether it can ensure resource sharing between backup tunnels

This information would help a PCC to decide which PCE to use.
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Requirements for PCE advertisenent will be docunented separately.
Note that there is no restriction within the architecture about how

| ocation and capabilities are advertised, and the two elenents should
be considered functionally distinct.

A PCC night also ask a PCE to performa particular type of service
wi t hout knowl edge of the PCE s capabilities and receive a response
that says that the PCE is unable to performthe service. The
response could specify the capabilities of the PCE and mi ght al so
suggest anot her PCE that has the requested capabilities.

6.5. Detecting PCE Liveness

The ability to detect a PCE's liveness is a mandatory piece of the
overall architecture and could be achi eved by several neans. |f some
form of regul ar advertisenment (such as through | GP extensions) is
used for PCE discovery, it is expected that the PCE |iveness will be
determ ned by neans of status advertisenent (for exanple, |GP

LSA/ LSPs) .

The inability of a PCE to service a request (perhaps due to excessive
| oad) rmay be reported to the PCC through a failure nessage, but the
failure of a PCE or the comruni cati ons nechani smwhile processing a
request cannot be reported in this way. Furthernore, in the case of
excessive | oad, the PCE may not have sufficient resources to send a
failure nessage. Thus, the PCC should enpl oy other nechani snms, such
as protocol tiners, to determne the liveness of the PCE. This is
particularly inmportant in the case of inter-donmain path conputation
where the PCE |liveness may not be detected by neans of the I GP that
runs in the PCC s domain.

6.6. PCC- PCE and PCE- PCE Communi cati on
Once the PCC has selected a PCE, and provided that the PCE is not
|l ocal to the PCC, a request/response protocol is required for the PCC
to comuni cate the path conputation requests to the PCE and for the
PCE to return the path conputation response. Discussion of the
security requirements and inplications for this protocol is provided
in Section 10 of this document.

The path conputation request may include a significant set of
requirenents, including the follow ng

- the source and destination of the path

- the bandwi dth and other Quality of Service (QS) paraneters desired
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- resources, resource affinities, and shared risk link groups (SRLGs)
to use/avoid

- the nunber of disjoint paths required and whet her near-disj oint
pat hs are acceptabl e

- the levels of resiliency, reliability, and robustness of the path
resour ces

- policy-related information

The | evel of robustness of the path resources covers a qualitative
assessnent of the vulnerability of the resources that nay be used.

For exanple, one might grade resources based on enpirical evidence
(rmean time between failures), on known risks (there is major building
wor k goi ng on near this conduit), or on prejudice (vendor X s
software is always crashing). A PCC could request that only robust
resources be used, or it could allow any resource.

In case of a positive response fromthe PCE, one or nore paths woul d
be returned to the requesting node. 1In the event of a failure to
compute the desired path(s), an error is returned together with as
much i nformation as possible about the reasons for the failure(s),
and potentially with advice about which constraints nmight be rel axed
so that a positive result is nore likely in a future request.

Note that the resultant path(s) may be nade up of a set of strict or
| oose hops, or any conbination of strict and | oose hops. Moreover, a
hop may have the form of a non-explicit abstract node.

A request/response protocol is also required for a PCE to comunicate
pat h conputation requests to another PCE and for the PCE to return
the path conputation response. The path conputation request nay
include a significant set of requirenents including those defined
above. In case of a positive response fromthe PCE, one or nore
pat hs woul d be returned to the requesting PCE. In the event of a
failure to conpute the desired path(s), an error is returned together
with as nuch information as possible about the reasons for the
failure, and potentially advice about which constraints mght be

rel axed so that a positive result is nore likely. Note that the
resultant path(s) may be nmade up of a set of strict or |oose hops, or
any conbination of strict and | oose hops. Mreover, a hop nay have
the formof a non-explicit abstract node.

An inmportant feature of PCEs that are cooperating to conpute a path
is that they apply conpatible or identical conputation algorithms and
coordi nated policies. This may require coordination through the
conmuni cati on between the PCEs.
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Not e that when nultiple PCEs cooperate to conpute a path, it is

i mportant that they have a coordi nated view of the neani ng of
constraints such as costs, resource affinities, and class of service.
This is particularly significant where the PCEs are responsible for
different domains. It is assuned that this is a matter of policy

bet ween domai ns and between PCEs.

No assunption is nmade in this architecture about whether the PCC PCE
and PCE- PCE conmuni cation protocols are identical

6.7. PCE TED Synchroni zation

As previously described, the PCE operates on a TED. Information on
network status to build the TED nay be provided in the donain by
vari ous nmeans:

1) Participation in IGP distribution of TE information. The standard
nmet hod of distribution of TE information within an 1GP area is
t hrough the use of extensions to the | GP [ RFC3630, RFC3748]. This
mechani sm al |l ows participating nodes to build a TED, and this is
the standard techni que, for exanple, within a single area MPLS or
GWLS network. A node that hosts the PCE function may collect TE
information in this way by maintaining at |east one routing
adjacency with a router in the domain. The PCE node may be
adj acent or non-adjacent (via sone tunneling techniques) to the
router. Such a technique provides a nmechani smfor ensuring that
the TED is efficiently synchronized with the network state and is
the normal case, for exanple, when the PCE is co-resident with the
LSRs in an MPLS or GWPLS networKk.

2) CQut-of-band TED synchronization. It nmay not be convenient or
possible for a PCE to participate in the IGPs of one or nore
domai ns (for exanple, when there are very nmany domains, when | GP
participation is not desired, or when some domains are not running
TE-aware I1GPs). In this case, some nechani sm may need to be
defined to allow the PCE node to retrieve the TED from each
domai n. Such a mechanismcould be increnental (like the IGP in
the previous case), or it could involve a bulk transfer of the
conplete TED. The latter might significantly limt the capability
to ensure TED synchroni zation, which nmight result in an increase
inthe failure rate of conputed paths, or the conputation of sub-
optinmal paths. Consideration should also be given to the inpact
of the TED distribution on the network and on the network node
within the domain that is asked to distribute the database. This
is particularly relevant in the case of frequent network state
changes.
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3) Information in the TED can include infornmation obtained from
sources other than the 1GP. For exanple, information about |ink
usage policies can be configured by the operator. Path
conmput ation can also act on a far wider set of information that
i ncl udes data about the TE LSPs provisioned within the network.
This information can include TE LSP routes, reserved bandwi dth,
and neasured traffic volune passing through the TE LSP

Such TE LSP informati on can enhance TE LSP (re)optimnization to
provide "full network" (re)optinization and can allow traffic
fluctuations to be taken into account. Detailed TE LSP
information may also facilitate reconfiguration of the Virtua
Net wor k Topol ogy (VNT) [MLN], in which |ower-layer TE LSPs, such
as optical paths, provide TE links for use by the higher |ayer,
since this reconfiguration is also a "full network" problem

Not e that synchronization techniques may apply to both intra- and
inter-domain TEDs. Furthernore, the techni ques can be nixed for use
in different donains. The degree of synchronization between the PCE
and the network is subject to inplenmentation and/or policy. However,
better synchronization generally |leads to paths that are nore likely
to succeed.

Note al so that the PCE may have access to only a partial TED: for
instance, in the case of inter-domain path conputation where each
such donmain nay be managed by different entities. In such cases,
each PCE nay have access to a partial TED, and cooperative techniques
bet ween PCEs may be used to achieve end-to-end path conputation

wi t hout any requirenment that any PCE handl e the conplete TED rel ated
to the set of traversed domains by the TE LSP in question

6.8. Stateful versus Statel ess PCEs

A PCE can be either stateful or stateless. |In the former case, there
is a strict synchronization between the PCE and not only the network
states (in termof topol ogy and resource infornmation), but also the
set of conputed paths and reserved resources in use in the network.
In other words, the PCE utilizes information fromthe TED as well as
i nformati on about existing paths (for exanple, TE LSPs) in the

net wor k when processi ng new requests. Note that although this allows
for optimal path conputation and increased path conputation success
stateful PCEs require reliable state synchronizati on nechanisns, with
potentially significant control plane overhead and the maintenance of
a |l arge anpbunt of data/states (for exanple, full mesh of TE LSPs).

For exanple, if there is only one PCE in the domain, all TE LSP

conmputation is done by this PCE, which can then track all the
exi sting TE LSPs and stay synchroni zed (each TE LSP state change nust
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be tracked by the PCE). However, this nodel could require
substantial control plane resources. |If there are nmultiple PCEs in
the network, TE LSP conputation and information are distributed anong
PCEs and so the resources required to performthe conputations are

al so distributed. However, synchronization issues discussed in
Section 6.7 also cone into play.

The mai ntenance of a stateful database can be non-trivial. However,
in a single centralized PCE environnent, a stateful PCE is alnost a
sinmple matter of renmenbering all the TE LSPs the PCE has conputed
that the TE LSPs were actually set up (if this can be known), and
when they were torn down. CQut-of-band TED synchronization can al so
be conplex, with nultiple PCE setup in a distributed PCE conputation
nodel, and could be prone to race conditions, scalability concerns,
etc. Even if the PCE has detailed information on all paths,
priorities, and |layers, taking such information into account for path
conmput ation could be highly conplex. PCEs m ght synchronize state by
conmuni cating with each other, but when TE LSPs are set up using

di stributed conputation perforned anong several PCEs, the probl ens of
synchroni zati on and race condition avoi dance becone |arger and nore
conpl ex.

There is benefit in know ng which TE LSPs exist, and their routing,
to support such applications as placing a high-priority TELSP in a
crowded network such that it preenpts as few other TE LSPs as

possi ble (al so known as the "m nimal perturbation" problen). Note
that preenpting based on the m ni mum nunber of |inks night not result
in the smallest nunber of TE LSPs being disrupted. Another
application concerns the construction and mai nt enance of a Virtua

Net work Topology [MLNJ. It is also helpful to understand which other
TE LSPs exist in the network in order to decide how to nanage the
forward adjacencies that exist or need to be set up. The cost-
benefit of stateful PCE conputation would be helpful to determine if
the benefit in path conputation is sufficient to offset the
additional drain on the network and conputational resources.

Conversely, stateless PCEs do not have to renenber any conputed path
and each set of request(s) is processed i ndependently of each other
For exanple, stateless PCEs may conpute paths based on current TED

i nformation, which could be out of sync with actual network state

gi ven ot her recent PCE-conputed paths changes. Note that a PCC may
i nclude a set of previously conputed paths in its request, in order
to take theminto account, for instance, to avoid doubl e bandwi dth
accounting or to try to mnimze changes (m ni num perturbation

probl em .
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Note that the statel ess PCE does operate on information about network
state. The TED contains link state and bandwi dth availability
information as distributed by the 1Gs or collected through sone
other nmeans. This information could be further enhanced to provide
increased granularity and nore detail to cover, for example, the
current bandwi dth usage on certain |inks according to resource
affinities or forwardi ng equival ence classes. Such information is,
however, not PCE state information and so a nodel that uses it is
still described as stateless in the PCE context.

Alimted formof stateful ness mght be applied within an otherw se
statel ess PCE. The PCE may retain sone context frompaths it has
recently conputed so that it avoi ds suggesting the use of the sane
resources for other TE LSPs.

6.9. Mbnitoring

PCE nonitoring is undoubtedly of the utnbst inportance in any PCE
architecture. This nust include the collection of variables related
to the PCE status and operation. For exanple, it will be necessary
to understand the way in which the TED i s being kept synchroni zed,
the rate of arrival of new requests and the conmputation tines, the
range of PCCs that are using the PCE, and the operation of any PCC
PCE pr ot ocol

6.10. Confidentiality

As stated in [ RFC4216], the case of inter-provider TE LSP conputation
requires the ability to conpute a path while preserving
confidentiality across nultiple Service Providers cores. That is,
one Service Provider nust not be required to divulge any information
about its resources or topology in order to support inter-provider TE
LSP path conputation. Thus, any PCE architecture solution nust
support the ability to return partial paths by neans of |oose hops
(for example, where each | oose hop would, for instance, identify a
boundary LSR).

This requirement is not a security issue, but relates to Service
Provider policy. Confidentiality, integrity, and authentication of
PCC- PCE and PCE- PCE nessages nust al so be ensured and are descri bed
in Section 10.

The ability to conpute a path at the request of the head-end PCC, but

to supply the path in segments to the donain boundary PCCs, may al so
be desirable.
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6.11. Policy

Policy inpacts multiple aspects of the PCE architecture. There are
two applications of policy for consideration:

- application of policy within an architectural entity (PCC or PCE)

- application of policy to PCE-rel ated communi cati ons

As directly applicable to TE LSPs, policy forns part of the signaling

mechani smfor the establishment of the TE LSPs and is not descri bed
here.

It is envisioned that policy will be largely applied as a | oca
matter within each PCC and PCE. However, this docunent needs to
define policy nodels that can be supported within the PCE
architecture and by PCE-rel ated comuni cati on.

Sonme exanpl e policies include:

- selection of a PCE by a PCC

- rejection of a request by the PCE based on the identity of the
requesting PCC

- selection by the PCE of a path or application of additiona
constraints to a conputation based on the PCC, the conputation
target, the tinme of day, etc.

6.11.1. PCE Policy Architecture

Two exanpl es of the use of policy conponents within the PCE

architecture are illustrated in Figures 6 and 7. Policy conponents
could equally be applied to the other PCE configurations shown in
Section 5. 1n each configuration, policy may be consulted before a

response is provided by a PCE and may al so be consulted by the
PCC/ PCE t hat receives the response.

A PCE nay have a local policy that inpacts the paths selected to
satisfy a particular PCE request. A policy nmay be applied based on
any information provided froma PCC

In Figure 6, the policy conponent is shown providing input to the PCE

conmponent. This policy conponent nmay consult an external policy
dat abase, but this is outside the scope of this docunent.
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| e | Routing ----------
| | | | Protocol | |
| = R +-> |
| | | | |
e | | |
| | | | |
| | I'nput | | |
| v | | |
| e | | |
| | Policy | | | | Adj acent
| | Conponent|--->| PCE | | | Node
|| | | || | |
| e | | |
| n | | |
| | Request | | |
| | Response| |
| v | | |
e | | |
Service | | | | Signaling| |
Request | | Signaling] | Protocol | |
------ +---------------->| Engine |<-+----------+-> |
|

Figure 6. Policy Conponent in the Conposite PCE Node

Note that policy information may be conveyed on the interna
interfaces, and on the external protocol interfaces.

Figure 7 displays the case of a distinct PCE function through the
exanple of the multiple PCE with inter-PCE comuni cati on exanpl e
(conmpare with Figure 4). Each PCE takes input fromlocal policy as
part of the router conputation/determ nation process. The |loca
policy conponents nmay consult external policy conponents or

dat abases, but that is out of the scope of this docunent.

Note that policy information may be conveyed on the external protoco
interfaces, including the inter-PCE interface.
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| |
| |Policy| | TED| | | |Policy| | TED| |

AN
| Request/
| Response
%
Service ---------- Signaling ---------- Signaling ----------
Request| Head-End | Protocol | Adjacent | Protocol | Adj acent
----> Node [<---------- >| Node [<---------- >| Node

Figure 7. Policy Conponents in Miltiple PCEs

6.11.2. Policy Realization

There are multiple options for how policy information i s coordi nated.

Pol i cy decisions nmay be nade by PCCs before consulting PCEs. This
type of decision includes selection of PCE, application of
constraints, and interpretation of service requests.

Pol i cy deci sions nmay be nmade independently at a PCE, or at each
cooperating PCE. That is, the PCE(s) may nmake policy decisions
i ndependent of other policy decisions made at PCCs or ot her PCEs.

There may al so be explicit conmmunication of policy information

bet ween PCC and PCE, or between PCEs to achieve sone |evel of
coordi nation of policy between entities. The type of information
conveyed to support policy has inportant inplications on what
policies may be applied at each PCE, and the requirenents for the
exchange of policy information informthe choice or inplenentation
of communi cation protocols including PCC-PCE, PCE-PCE, and

di scovery protocols.

6.11.3. Type of Policies

Wthin the context of PCE, we identify several types of policies:

0 User-specific policies operate on information that is specific to

the user of a service or the service itself, that is, the service
for which the path is being conmputed, not the conputation service
Exanpl es of such information includes the contents of objects of a
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signaling or provisioning nessage, the port |ID over which the
nessage was received, a VPN ID, a reference point type, or the
identity of the user initiating the request. User-specific
policies could be applied by a PCC while building a path
conmput ati on request, or by a PCE while processing the request
provided that sufficient information is supplied by the PCCto the
PCE.

0 Request-specific policies operate on information that is specific
to a path computation request and is carried in the request.
Exanpl es of such information include constraints, diversities,
constraint and diversity relaxation strategies, and optim zation
functions. Request-specific policies directly affect the path
sel ection process because they specify which |inks, nodes, path
segrments, and/or paths are not acceptable or, on the contrary, may
be desirable in the resulting paths.

o Donai n-specific policies operate on the identify of the domain in
whi ch the requesting PCC exists, and upon the identities of the
domai ns through which the resulting paths are routed. These
policies have the sane effect as user-specific policies, with the
difference that they can be applied to a group of users rather than
an individual user. One exanple of domain-specific policy is a
restriction on what information a PCE publishes within a given
domain. In such a case, PCEs in sone donains nay advertise just
their presence, while others nmay advertise details regarding their
capabilities, client authentication process, and conputation
resource availability.

6.11.4. Relationship to Signaling

Wien a path for an inter-domain TE LSP is being conputed, it is not
requi red to consider signaling plane policy. However, failure to do
so may result in the TE LSP failing to be established, or being
assigned fewer resources than intended resulting in a substandard
service. Thus, where a PCE invoked by a head-end LSR has visibility
into other domains, it should be capabl e of applying policy
considerations to the conputation and should be aware of the inter-
domai n policy agreenments. \Where path conputation is the result of
cooper ati on between PCEs, each of which is responsible for a
particul ar domain, the policy issues should, where possible, be
resolved at the tinme of conputation so that the TE LSP is nore likely
to be signal ed successfully. In this context, policy violation
during inter-domain TE LSP conputation nmay |ead to path conputation

i nterruption, about which the requester should be notified along with
t he cause.
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6.12. Unsolicited Interactions

It may be that the PCC-PCE conmuni cations (see Section 6.6) can be
useful ly extended beyond a sinple request/response interaction. For
exanpl e, the PCE and PCC coul d exchange capabilities using this
protocol. Additionally, the protocol could be used to collect and
report information in support of a stateful PCE

Furthernmore, it nmay be the case that a PCE is able to update a path
that it conputed earlier (perhaps in reaction to a change in the
network or a change in policy), and in this case the PCE-PCC

conmmuni cati on could support an "unsolicited" path conputation nessage
to supply this new path to the PCC. Note, however, that this
function would require that the PCE retained a record of previous
conputations and had a clear trigger for perforning reconputations.
The PCC woul d al so need to be able to identify the new path with the
old path and determ ne whether it should act on the new path.

Furt her, the PCC should be able to report the outcone of such path
changes to the requesting PCEE Note that the PCE-PCC interaction is
not a managenent interaction and the PCC is not obliged to utilize
any additional path supplied by the PCE

These functions fit easily within the architecture described here but
are left for further discussion within separate requirenments
docunent s.

6.13. Relationship with Crankback

Crankback routing is a mechani smwhereby a failure to establish a
path or a failure of an existing path may be corrected by a new path
conputation and fresh signaling. Crankback routing relies on the

di stribution of crankback information along with the failure
notification so that the new conputati on can be performed avoi di ng
the failure or bl ockage point.

In the context of PCE, crankback information may be passed back to

t he head-end where the process of conputation and signaling can be
repeated using the failed resource as an exclusion in the conmputation
process. But crankback may be used to attenpt to correct the problem
at internmedi ate points along the path. Such crankback reconputation
nodes are nost |likely to be domain boundaries where the PCC had

al ready invoked a PCE. Thus, a failure within a domain is reported
to the ingress domain boundary, which will attenpt to conpute an
alternate path across the domain. Failing this, the problem my be
reported to the previous dormain and comuni cated to the ingress
boundary for that domain, which may attenpt to select a nore
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successful path either by choosing a different entry point into the
next domain, or by selecting a route through a different set of
domai ns.

7. The View fromthe Path Conputation Cient

The view of the PCE architecture, and particularly the functiona
nodel, is subtly different fromthe PCC s perspective. This is
partly because the PCC has linited know edge of the way in which the
PCEs cooperate to answer its requests, but depends nore on the fact
that the PCC is concerned with different questions.

The PCCis interested in the foll ow ng:

- Selecting a PCE that is able to pronptly provide a conputed path
that nmeets the supplied constraints.

- How many conputation requests will the PCC have to send? WII the
desired path be conputed by the first PCE contacted (possibly in
cooperation with other PCEs), or will the PCC have to consult other
PCEs to fill in gaps in the path?

- How many ot her path conmputations will need to be issued fromwithin
the network in order to establish the TE LSP?

This last question m ght be considered out of scope for the head-end
LSR, but an inportant constraint that the PCC may wish to apply is
that the path should be conputed in its entirety and supplied w thout
| oose hops or non-sinple abstract nodes.

Thus, with its limted perspective, the PCC will see Miltiple PCE
Pat h Conmputation (Section 5.3) as inportant and will distinguish two
subcases. The first is as shown in Figure 3 with subsequent
conmput ati on requests nmade by other PCCs along the path of the TE LSP
In the second, multiple conputation requests are issued by the head-
end LSR. On the other hand, the PCC will not be aware of Miltiple
PCE Path Conputation with Inter-PCE Comunication (Section 5.4),
which it will perceive as no different fromthe sinple External PCE
Node case (Section 5.2).

The PCC, therefore, will be acutely aware that a Centralized PCE
Model (Section 6.1) might still require Miultiple PCE Path
Conputations with the head-end or subsequent PCCs required to issue
further requests to the central PCE. Conversely, the PCC nay be
protected fromthe Distributed PCE Mbdel (Section 6.2) because the
first PCE it consults uses inter-PCE comunication to achieve a
compl ete conputation result so that no further computation requests
are required.
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These distinctions can be conpletely classified by deterni ning
whet her the conputation response includes all necessary paths, and
whet her those paths are fully explicit (that is, containing only
strict hops between sinple abstract nodes).

8. Evaluation Metrics

Eval uation nmetrics that nay be used to evaluate the efficiency and
applicability of any PCE-based solution are listed below Note that
these netrics are not being used to determi ne paths, but are used to
eval uate potential solutions to the PCE architecture.

- Optimality: The ability to maximze network utilization and
m ni m ze cost, considering QS objectives, multiple regions, and
network layers. Note that nodels that require the sequentia
i nvol venent of nultiple PCEs (for exanple, the nmultiple PCE node
described in Section 5.3) might create path | oops unless carefu
policy is applied.

- Scalability: The inplications of routing, TE LSP signaling, and PCE
conmuni cati on overhead, such as the nunber of nessages and the size
of messages (including LSAs, crankback information, queries,

di stribution mechanisns, etc.).

- Load sharing: The ability to allow nmultiple PCEs to spread the path
conmputation load by allowing nmultiple PCEs each to take
responsibility for a subset of the total path conputation requests.

- Multi-path conmputation: The ability to conpute nmultiple and
potentially diverse paths to satisfy |oad-sharing of traffic and
protection/restoration needs including end-to-end diversity and
protection wthin individual donains.

- Reoptimzation: The ability to perform TE LSP path reoptimn zation
This also includes the ability to performinter-layer correlation
when considering the reoptimzation at any specific |ayer

- Path conputation tinme: The time to conpute individual paths and
mul tiple diverse paths and to satisfy bulk path conputation
requests. (Note that such a nmetric can only be applied to problens
that are not NP-conplete.)

- Network stability: The ability to mnimze any perturbation on
existing TE state resulting fromthe conputation and establishnent
of new TE pat hs.

- Ability to nmaintain accurate synchronization between TED and
net wor k topol ogy and resource states.
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- Speed with which TED synchroni zation i s achieved.

- I npact of the synchronization process on the data flows in the
net wor k.

- Ability to deal with situations where paths satisfying a required
set of constraints cannot be found by the PCE

- Policy: Application of policy to the PCC-PCE and PCE- PCE
communi cations as well as to the conputation of paths that respect
i nter-domain TE LSP establishment policies.

Note that other netrics nay also be considered. Such nmetrics should
be used when evaluating a particul ar PCE-based architecture. The
potential tradeoffs of the optinization of such nmetrics should be
eval uated (for instance, increasing the path optimality is likely to
have consequences on the conputation tine).

9. Manageability Considerations

The PCE architecture introduces several elenents that are subject to
manageability. The PCE itself nust be managed, as nust its

communi cations with PCCs and other PCEs. The nechani sm by whi ch PCEs
and PCCs di scover each other are al so subject to nmanageability.

Many of the issues of nmanageability are already covered in other
sections of this docunent.

9.1. Control of Function and Policy

It nust be possible to enabl e and di sable the PCE function at a PCE
and this will lead to the PCE accepting, rejecting, or sinply not
receiving requests fromPCCs. G aceful shutdown of the PCE function
shoul d al so be considered so that in controlled circunstances (such
as software upgrade) a PCE does not just ’disappear’ but warns its
PCCs and gracefully handl es any queued conputation requests (perhaps
by conpleting them forwarding themto another PCE, or rejecting

t hem .

Simlarly it nmust be possible to control the application of policy at
the PCE through configuration. This control may include the
restriction of certain functions or algorithns, the configuration of
access rights and priorities for PCCs, and the relationships with

ot her PCEs both inside and outside the domain.

The policy configuration interface is yet to be deternmined. The

interface may be purely a local matter, or it may be supported via a
standardi zed interface (such as a M B nodul e).
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9.2. Infornmation and Data Mbdel s

It is expected that the operations of PCEs and PCCs will be nodel ed
and controlled through appropriate MB nodules. The tables in the
new M B nodules will need to reflect the rel ationshi ps between
entities and to control and report on configurable options.

Statistics gathering will forman inportant part of the operation of
PCEs. The operator nmust be able to determine the historica
interactions of a PCCwith its PCEs, the performance that it has
seen, and the success rate of its requests. Simlarly, it is
important for an operator to be able to inspect a PCE and deternine
its load and whether an individual PCCis responsible for a

di sproportionate anount of the load. It will also be inportant to be
able to record and inspect statistics about the comunications

bet ween the PCC and PCE, including issues such as mal formed nessages,
unaut hori zed nmessages, and nessages di scarded because of congestion
In this respect, there is clearly an overl ap between nmanageability
and security.

Statistics for the PCE architecture can be nade avail abl e through
appropriate tables in the new M B nodul es

The new M B nodul es shoul d al so be used to provide notifications when
key thresholds are crossed or when inportant events occur. G eat
care nmust be exercised to ensure that the network is not flooded with
Si mpl e Networ k Managenent Protocol (SNWMP) notifications. Thus, it

m ght be inappropriate to issue a notification every time a PCE
receives a request to conpute a path. 1In any case, full control nust
be provided to allow notifications to be disabled using, for exanple,
t he mechani sms defined in the SNVP-NOTI FI CATIONM B nodul e in

[ RFC3413] .

9.3. Liveness Detection and Monitoring
Section 6.5 discusses the inportance of a PCC being able to detect
the liveness of a PCE. PCE-PCC comuni cations techni ques nust enabl e
a PCC to determne the Iiveness of a PCE both before it sends a
request and in the period between sending a request and receiving a
response.

It is less inportant for a PCE to know about the |iveness of PCCs,
and within the sinple request/response nodel, this is only hel pful

- to gain a predictive view of the likely loading of a PCE in the
future, or

- to allow a PCE to abandon processing of a received request.
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9.4. Verifying Correct Qperation

Correct operation for the PCE architecture can be classified as
determ ning the correct point-to-point connectivity between PCCs and
PCEs, and as assessing the validity of the conputed paths. The
former is a security issue that nay be enhanced by authentication and
nmoni tored t hrough event | ogging and records as described in Section
9.1. It may also be a routing issue to ensure that PCC-PCE
connectivity is possible.

Verifying computed paths is nore conplex. The information to perform
this function can, however, be made available to the operator through
M B tables, provided that full records are kept of the constraints
passed on the request, the path conputed and provided on the

response, and any additional information supplied by the PCE such as
the constraint rel axation policies applied.

9.5. Requirenents on CGther Protocols and Functional Conponents

At the architectural stage, it is inpossible to nake definitive
statements about the inpact on other protocols and functiona
conmponents since the solution’s work has not been conpl et ed.
However, it is possible to make sone observati ons.

- Dependence on underlying transport protocols

PCE- PCC communi cati ons may choose to utilize underlying protocols
to provide transport nechanisns. In this case, sone of the
manageabi l ity considerations described in the previous sections may
be devol ved to those protocols.

- Re-use of existing protocols for discovery

W thout prejudicing the requirenments and solutions work for PCE

di scovery (see Section 6.4), it is possible that use will be nade
of existing protocols to facilitate this function. |In this case
some of the nanageability considerations described in the previous
sections may be devolved to those protocols.

- Inmpact on LSRs and TE LSP signaling
The prinmary exanple of a PCCidentified in this architecture is an
MPLS or a GWLS LSR  Consideration nust therefore be given to the

manageabi lity of the LSRs and the additional manageability
constraints applicable to the TE LSP signaling protocols.
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In addition to allow ng the PCC managenment described in the

previ ous sections, an LSR nust be configurable to deterni ne whether
it will use a renote PCE at all, the options being to use hop- by-
hop routing or to supply the PCE function itself. It is likely to
be inportant to be able to distinguish within an LSR whether the
route used for a TE LSP was supplied in a signaling nessage from
anot her LSR, by an operator, or by a PCE, and, in the case where it
was supplied in a signaling nessage, whether it was enhanced or
expanded by a PCE

- Reuse of existing policy nodels and nechani sns

As policy support mechani sms can be quite extensive, it is
worthwhile to explore to what extent this prior work can be

| everaged and applied to PCE. This desire to | everage prior work
shoul d not be interpreted as a requirenent to use any particul ar
sol ution or protocol

9.6. Inpact on Network Qperation

This architecture may have two inpacts on the operation of a network.
It increases TE LSP setup times while requests are sent to and
processed by a rempbte PCE, and it may cause congestion within the
network if a significant nunber of conputation requests are issued in
a small period of tinme. These issues are nost severe in busy
networ ks and after network failures, although the effect nay be
mtigated if the protection paths are preconputed or if the path
conmputation load is distributed anong a set of PCEs.

| ssues of potential congestion during recovery fromfailures nmay be
mtigated through the use of pre-established protection schemes such
as fast reroute.

It is inmportant that network congestion be managed proactively
because it may be inpossible to nmanage it reactively once the network
is congested. It should be possible for an operator to rate linmt
the requests that a PCC sends to a PCE, and a PCE should be able to
report inpending congestion (according to a configured threshol d)
both to the operator and to its PCCs.

9.7. Oher Considerations

No ot her nmanagenent consi derati ons have been identified.
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10.

11.

Security Considerations

The inmpact of the use of a PCE-based architecture nust be consi dered
inthe light of the inmpact that it has on the security of the

exi sting routing and signaling protocols and techniques in use within
the network. The inpact may be less likely to be an issue in the
case of intra-domain use of PCE, but an increase in inter-domain
information flows and the facilitation of inter-donmain path

establi shment may increase the vulnerability to security attacks

O particular relevance are the inplications for confidentiality

i nherent in a PCE-based architecture for nmulti-domain networks. It
is not necessarily the case that a multi-domain PCE solution will
conprom se security, but solutions MJIST exami ne their effects in this
ar ea.

Applicability statenents for particul ar conbi nati ons of signaling,
routing and path conputation techni ques are expected to contain
detail ed security sections.

Note that the use of a non-local PCE (that is, one not co-resident
with the PCC) does introduce additional security issues. Most
not abl e anong these are:

i nterception of PCE requests or responses;
- inpersonation of PCE or PCC

- falsification of TE information, policy information, or PCE
capabilities; and

- deni al -of -service attacks on PCE or PCE conmmuni cati on nmechani sns.

It is expected that PCE solutions will address these issues in detai
usi ng aut hentication and security techni ques.
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