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Abstract

Thi s docunent describes a nmechanismto ensure | ayer-2 separation of
Local Area Network (LAN) stations accessing an | Pv4 gateway over a
bri dged Ethernet segment.

The mechani sm - called "MAC Forced Forwarding" - inplenents an
Address Resol ution Protocol (ARP) proxy function that prohibits

Et hernet Medi a Access Control (MAC) address resol ution between hosts
| ocated within the same | Pv4 subnet but at different customner

premi ses, and in effect directs all upstreamtraffic to an | Pv4
gateway. The | Pv4 gateway provides |P-1ayer connectivity between

t hese sane hosts.
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1. Introduction

The mai n purpose of an access network is to provide connectivity

bet ween custoner hosts and service provider access routers (ARs),
typically offering reachability to the Internet and ot her |IP networks
and/ or | P-based applications.

An access network may be deconposed into a subscriber line part and
an aggregation network part. The subscriber line - often referred to

as "the first mle" - is characterized by an individual physical (or
logical, in the case of sone wrel ess technol ogi es) connection to
each customer prenises. The aggregation network - "the second mle"

- perfornms aggregation and concentration of customer traffic.

The subscriber line and the aggregation network are interconnected by
an Access Node (AN). Thus, the AN constitutes the border between

i ndi vi dual subscriber lines and the comobn aggregati on network. This
isillustrated in the followi ng figure.
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1.1. Access Network Requirenents

There are two basic requirenents that an access network sol ution nust
satisfy:

1. Layer-2 separation between customer prem ses
2. High I Pv4 address assignnent efficiency.

It is required that all traffic to and from custoner hosts |ocated at
different premises (i.e., accessed via different subscriber lines or
via different access networks) be forwarded via an AR, and not
bridged or switched at layer-2 (Requirenent 1; see al so requirenent
R-40 in [TR101]). This enables the access network service provider
to use the AR(s) to performsecurity filtering, policing, and
accounting of all custonmer traffic. This inplies that within the
access network, layer-2 traffic paths should not exist that
circumvent an AR (with sone exceptions; see Section 3.4).

In ATM based access networks, the separation of individual customner
hosts’ traffic is an intrinsic feature achieved by the use of ATM
per manent virtual connections (PVCs) between the custoners’ access
device (e.g., DSL noden) and the AR (typically co-located/integrated
wi th access control functionality in a Broadband Renote Access Server
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(BRAS)). In this case, the AN is an ATM based Digital Subscriber
Li ne Access Ml tipl exer (DSLAM

Thi s docunent, however, targets Ethernet-based access networKks.
Techni ques ot her than ATM PVCs nust be enpl oyed to ensure the desired
separation of traffic to and fromindividual custoner hosts.

Efficient address assignnent is necessary to ninimze consunption of
the scarce | Pv4 address space (Requirement 2). See [RFC3069] for
further discussion. Address assignnent efficiency is inproved if
host addresses are assigned out of one or nore |arge pools, rather
than by being assigned out of separate, snaller subnet bl ocks

all ocated to each custoner prenises. |Pv6 address assi gnnment
efficiency is of much less concern, and it is anticipated that |Pv6
depl oynents will allocate separate | Pv6 subnet blocks to each
customer prenises [v6BB].

1.2. Using Ethernet as an Access Network Technol ogy

A maj or aspect of using Ethernet as an access technology is that
traffic pertaining to different custoner hosts is conveyed over a
shared broadcast network. Layer-2 isolation between customner

prem ses networks could be provided by inplenenting access router
functionality in each EAN, treating each subscriber line as a
separate IP interface. However, there are a variety of reasons why
it is often desirable to avoid IP routing in the access network,
including the need to satisfy regulatory requirenments for direct

| ayer-2 accessibility to nultiple IP service providers. In addition,
this solution would not solve Requirenent 2.

To avoid IP routing within the access network, the Ethernet
aggregation network is bridged via EANs to individual Ethernet
networ ks at the customers’ premises. |f the EANs were standard

Et hernet bridges, then there would be direct layer-2 visibility

bet ween Et hernet stations (hosts) |ocated at different customers’
premi ses. Specifically, hosts located within the sane | P subnet
woul d have this visibility. This violates Requirenent 1 (Section
1.1) and introduces security issues, as malicious end-users thereby
can attack hosts at other custoners’ premises directly at the

Et her net | ayer.

Exi sting standardi zed sol uti ons may be deployed to prevent |ayer-2
visibility between stations:

0 PPP over Ethernet [RFC2516]. The use of PPPoE creates individua

PPP sessions between hosts and one or nore BRASes over a bridged
Et hernet topology. Traffic always flows between a BRAS and hosts,
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never directly between hosts. The AN can force upstreamtraffic
to flowonly to the BRAS initially selected by the host.

0 VLAN per-custoner prem ses network [ RFC3069]. Traffic to/from
each customer prenises network can be separated into different
VLANs across the aggregati on network between the AN and the AR

Both solutions provide layer-2 isolation between customer hosts, but
they are not considered optimal for broadband access networks,
because:

0 PPPoE does not support efficient nulticast: packets nust be
replicated on each PPPOE session to hosts listening on a specific
mul ticast group. This negates one of the mgjor advantages of
usi ng Ethernet (instead of ATM as an access technology. This is
an especially problematic limtation for services such as |PTV,
whi ch require high bandwi dth per-nulticast group (channel), and
whi ch may often have hundreds or thousands of |istening custoner
hosts per group

0 Using VLANs to isolate individual custoner prenises networks also
forces multicast packets to be replicated to each VLAN with a
listening host. Furthernore, the basic limt of a maxi nrum of 4096
VLANs per-Ethernet network limts the scalability of the solution
This scalability Iinmt can be renoved by depl oyi ng VLAN st acki ng
techni ques within the access network, but this approach increases
provi sioning conplexity.

The sol ution proposed in this docunment avoi ds these probl ens.
2. Term nol ogy

Access Node (AN)
The entity interconnecting individual subscriber lines to the
shar ed aggregati on network.

Access Router (AR
The entity interconnecting the access network to the Internet or
other |P-based networks. The AR provides connectivity between
hosts on the access network at different custoner premises. It is
al so used to provide security filtering, policing, and accounting
of customer traffic.

Application Server (AS)
A server, usually owned by a service provider, that attaches
directly to the aggregation network and is directly reachabl e at
| ayer-2 by customer hosts.
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3.

3.

Et hernet Access Node ( EAN)
An Access Node supporting Ethernet-based subscriber lines and
uplinks to an Ethernet-based aggregati on network and MAC- Forced
Forwardi ng. For exanple, for xDSL access, the EAN is an
Et hernet-centric DSLAM The EAN is a special type of filtering
bridge that does not forward Ethernet broadcast and nulticast
franes originating on a subscriber line to other subscriber lines,
but either discards themor forwards them upstream (towards the
aggregation network). The EAN al so di scards uni cast Ethernet
franes that originate on a subscriber line and are not addressed
to an AR

Sol uti on Aspects

The basic property of the solution is that the EAN ensures that
upstreamtraffic is always sent to a designated AR even if the IP
traffic should ultimately flow between custonmer hosts | ocated within
the same | P subnet.

The solution has three mmj or aspects:

1. Initially, the EAN obtains the IP and MAC addresses of the all owed
target ARs for each custoner host.

2. The EAN replies to any upstream ARP request [RFC0826] from
customer hosts with the MAC address of an allowed target AR

3. The EAN di scards any upstream unicast traffic to MAC addresses
other than the allowed target ARs. The EAN al so di scards al
non- essenti al broadcast and nulticast packets received on
subscri ber |ines.

These aspects are discussed in the follow ng sections.
bt ai ning the I P and MAC Addresses of the Access Routers

An access network may contain nultiple ARs, and different hosts nay
be assigned to different (groups of) ARs. This inplies that the EAN
nmust register the assigned AR addresses on a per-custoner host basis.

For each customer host, one of the ARs is acting as the default
gateway. |If a custoner has sinultaneous access to nultiple ARs, the
other ARs typically will provide access to other |P networks.

The EAN | earns the | Pv4 address of the allowed target ARs in one of

two ways, depending on the host |Pv4 address assignnment nethod. For
each host using Dynanm c Host Configuration Protocol (DHCP), the EAN
| earns the AR | Pv4 addresses dynam cally by snoopi ng the DHCPACK
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reply to a host [RFC2131]. |If a host using DHCP shall have

si nul t aneous access to nultiple ARs, DHCP option 121 [ RFC3442] or
DHCP option 33 [ RFC2132] rnust be used to specify themfor that host.
If static address assignnment is used instead of DHCP, then AR | Pv4
addresses must be pre-provisioned in the EAN by the network operator
In both cases, the EAN will ARP to determ ne the ARs’ correspondi ng
MAC addresses. This can be done inmediately after the | Pv4 addresses
are |learned or when the MAC addresses are first required.

The DHCP server can associ ate custoner hosts with subscriber lines if
the EAN uses the DHCP Rel ay Agent Information Option (82) to convey a
subscriber line identifier to the DHCP server in DHCP nessages
flowi ng upstream fromthe custonmer host [RFC3046].

3.2. Responding to ARP Requests

If all custonmer networks were assigned individual |IP subnet bl ocks
(and if routing protocols were bl ocked inside the access network),
then all upstreamtraffic would nornmally go to an AR (typically the
default gateway), and the EAN could validate all upstreamtraffic by
checki ng that the destination MAC address matched that of an AR

However, to conmply with Requirenent 2 of Section 1.1, residentia
custoner networks are not (usually) assigned individual |Pv4 subnet

bl ocks. I n other words, several hosts located at different premn ses
are within the sane | Pv4 subnet. Consequently, if a host wi shes to
communi cate with a host at another prenises, an ARP request is issued
to obtain that host’s corresponding MAC address. This request is
intercepted by the EAN s ARP proxy, and an ARP reply is sent,
specifying an all owed AR MAC address (typically the default
gateway’'s) as the requested | ayer-2 destination address, in a nanner
simlar to the "proxy ARP" mechani sm described in [RFC1812]. In this
way, the ARP table of the requesting host will register an AR MAC
address as the layer-2 destination for any host within that |Pv4
subnet (except those at the sane custoner prem ses; see bel ow).

ARP requests for an | Pv4 address of an allowed target AR are replied
to by the EAN's ARP proxy with that AR s MAC address, rather than the
MAC address of the default gateway AR

An exception is made when a host is ARPing for another host |ocated
within the sane prem ses network. |f this ARP request reaches the
EAN, it should be discarded, because it is assumed to be answered
directly by the target host within the prem ses network. The EAN
must keep track of all assigned | Pv4 addresses on a subscriber line
so that it can detect these ARP requests and discard them
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3.3. Filtering Upstream Traffic

Since the EAN' s ARP proxy will always reply with the MAC address of

an AR, the requesting host will never |earn MAC addresses of hosts
| ocated at other prem ses. However, malicious custoners or
mal functioning hosts may still try to send traffic using other

uni cast destinati on MAC addresses. The EAN nust discard all unicast
franmes received on a subscriber line that are not addressed to a
destination MAC address for an allowed AR (with sonme exceptions; see
Section 3. 4.

Simlarly, broadcast or nmulticast packets received on a subscriber

I ine nust never be forwarded on other subscriber |ines, but only on
EAN uplinks to the aggregati on network. An EAN nust discard al

non- ARP broadcast packets received on subscriber |ines, except when
DHCP is in use, in which case, the EAN nust forward client-to-server
DHCP br oadcast nessages (DHCPDI SCOVER, DHCPREQUEST, DHCPDECLI NE,
DHCPI NFORM) [ RFC2131] upstream An EAN should rate limt upstream
br oadcast packets.

Br oadcast packets forwarded on an EAN uplink nmay be forwarded to
other EANs by the aggregati on network. EANs should discard all
broadcast packets received fromthe aggregati on network, except ARPs
from ARs for subscriber hosts and server-to-client DHCP nessages

( DHCPOFFER, DHCPACK, DHCPNAK) [RFC2131], when DHCP is in use.

Filtering of nmulticast packets to and froman EAN uplink is discussed
in Section 6.

3.4. Restricted Access to Application Servers

The previous discussion (Section 3.1) describes how custoner hosts
are allowed direct |layer-2 connectivity only to one or nore ARs.
Simlarly, a customer host could be allowed direct |ayer-2 access to
one or nore Application Servers (ASes) which are directly connected
to the aggregation network. There is no functional difference in the
way MAC- Forced Forwarding treats access to ARs and ASes

4. Access Router Considerations

Traffic between custoner hosts that belong to the sanme | Pv4 subnet
but are located at different custonmer prenises will always be
forwarded via an AR In this case, the ARwill forward the traffic
to the originating network, i.e., on the sane interface fromwhere it
was received. This normally results in an | CVWP redirect nmessage

[ RFCO792] being sent to the originating host. To prevent this
behavior, the ICVMP redirect function for aggregation network
interfaces nust be disabled in the AR
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5.

Resi |l i ency Consi derations

The operation of MAC- Forced Forwardi ng does not interfere with or
delay I P connectivity recovery in the event of a sustained AR
failure. Use of DHCP to configure hosts with information on
mul ti ple, redundant ARs, or use of Virtual Router Redundancy Protoco
(VRRP) [ RFC3768] to inplenent AR redundancy, allows |IP connectivity
to be maintai ned.

MAC- Forced Forwarding is a stateful protocol. |If static |IPv4 address
assignnent is used in the access network, then the EAN nust be pre-
provisioned with state information for the custonmer hosts which may
be reached via a subscriber Iine, and the ARs associated with those
hosts. In the event of a transient EAN failure, the EAN s state

dat abase can be quickly recovered fromits configuration storage

If DHCP is used to assign | Pv4 addresses in the access network, then
MAC- For ced Forwardi ng operates as a soft-state protocol. Since the
DHCP and ARP nessages that are snooped to construct the EAN state
dat abase are usually sent infrequently, a transient failure may not
be detected by either the AR(s) or the custoner hosts. Therefore, a
transient failure of an EAN could lead to an extended | oss of
connectivity. To mnimze connectivity |oss, an EAN should naintain
its dynam c state database in resilient storage to permt tinely

dat abase and connectivity restoration

The EAN is a single point of attachnment between a subscriber Iine and
t he aggregati on network; hence, the EAN is a single point of
connectivity failure. Customers seeking nore resilient connectivity
shoul d mul ti-home.

Mul ti cast Consi derations

Multicast traffic delivery for streans originating within the
aggregation network or further upstream and delivered to one or nore
custoner hosts in an access network is supported in a scal abl e manner
by virtue of Ethernet’s native nulticast capability. Bandw dth
efficiency can be enhanced if the EAN behaves as an | GW snhoopi ng
bridge; e.g., if it snoops on | GW Menbership Report and Leave G oup
nmessages originating on subscriber lines to prune the set of
subscriber lines on which to forward particular nulticast groups

[ RFC3376] .

An EAN nust discard all IPv4 nulticast packets received on a

subscri ber line other than | GW Menbership Report and Leave G oup
messages [RFC3376]. If a custonmer host wi shes to source nulticast
packets to a group, the host must tunnel themupstreamto a nulticast
router; e.g., an AR acting as a Protocol Independent Milticast -
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Sparse Mode (PIM SM Designated Router [RFC2362]. An AR w Il forward
them back into the access network if there are any |istening custoner
host s.

EAN processing of IPv6 nulticast packets is discussed in the next
section.

7. | Pv6 Considerations

MAC- Forced Forwarding is not directly applicable for 1 Pv6 access
networ ks for the follow ng reasons:

1. 1 Pv6 access networks do not require the sane efficiency of address
all ocation as I Pv4 access networks. It is expected that customer
prem ses networks will be allocated unique network prefixes (e.g.
/ 48) accommodating | arge nunbers of custonmer subnets and hosts
[ veBB] .

2. | Pv6 nodes do not use ARP, but instead use the Nei ghbor Discovery
Prot ocol [RFC2461] for layer-2 address resol ution.

To simultaneously support both | Pv6 and MAC- Forced Forwarding for

| Pv4, an EAN can inplenment the unicast, broadcast, and nulticast
filtering rules described in Section 3.3. To correctly perform
unicast filtering, the EAN nust learn the I Pv6 and MAC addresses of
the allowed ARs for a particular subscriber line. It can |learn these
addresses either through static configuration or by snoopi ng Router

Di scovery nessages exchanged between the custoner prenises router and
one or nore ARs [RFC2461].

Multicast is an intrinsic part of the | Pv6 protocol suite.

Therefore, an EAN nmust not indiscrinnately filter 1 Pv6 nulticast
packets flow ng upstream although it may rate linit them Detailed
IPv6 nulticast filtering rules are not discussed in this docunent.

8. Security Considerations

MAC- Forced Forwarding is, by its nature, a security function,
ensuring layer-2 isolation of custonmer hosts sharing a broadcast
access nedium In that sense, it provides security equivalent to
alternative PVC based solutions. Security procedures appropriate for
any shared access nedium are equally appropriate when MAC- For ced
Forwarding is enployed. |t does not introduce any additiona

vul nerabilities over those of standard Ethernet bridging.

In addition to layer-2 isolation, an EAN i npl ementi ng MAC For ced

Forwar di ng nust discard all upstream broadcast packets, except for
val id DHCP nessages, and ARP requests (which are proxied by the EAN)
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10.

10.

In particular, the EAN nust discard any DHCP server replies
originating on a subscriber line. Further, an EAN may rate linmt
upstream broadcast DHCP nessages.

An EAN i npl ementi ng MAC- Forced Forwardi ng nust keep track of |Pv4
addresses allocated on subscriber lines. Therefore, the EAN has
sufficient information to discard upstreamtraffic with spoofed | Pv4
source addresses.
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