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Abst r act

Tunnel i ng techni ques such as I P-in-1P when deployed in the mniddle of
the network, typically between routers, have certain issues regarding
how | arge packets can be handl ed: whether such packets woul d be
fragmented and reassenbl ed (and how), whether Path MIU Di scovery
woul d be used, or how this scenario could be operationally avoi ded.
This neno justifies why this is a comon, non-trivial problem and
goes on to describe the different solutions and their characteristics
at some | ength.
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1

I ntroduction

A large nunber of ways to encapsul ate datagrans in other packets,
i.e., tunneling nmechani sms, have been specified over the years: for
exanmple, IP-in-1P (e.g., [1] [2], [3]), Ceneric Routing Encapsul ati on
(GRE) [4], Layer 2 Tunneling Protocol (L2TP) [5], or |IP Security
(I'Psec) [6] in tunnel node -- any of which might run on top of |Pv4,

| Pv6, or sone other protocol and carrying the sanme or a different

pr ot ocol

Al'l of these can be run so that the endpoints of the inner protocol

are co-located with the endpoints of the outer protocol; in a typica
scenario, this would correspond to "host-to-host" tunneling. It is
al so possible to have one set of endpoints co-located, i.e.

host-to-router or router-to-host tunneling. Finally, nmany of these
mechani snms are al so enpl oyed between the routers for all or a part of
the traffic that passes between them resulting in router-to-router
tunnel i ng.

Al'l these protocols and scenarios have one issue in common: how does
the source sel ect the maxi mum packet size so that the packets will
fit, even encapsul ated, in the snallest Maxi mum Transni ssion Unit
(MIU) of the traversed path in the network; and if you cannot affect
t he packet sizes, what do you do to be able to encapsulate themin
any case? The four nmain solutions are as follows (these will be

el aborated in Section 3):

1. Fragmenting all too big encapsul ated packets to fit in the paths,
and reassenbling themat the tunnel endpoints.

2. Signal to all the sources whose traffic nust be encapsul ated, and
is larger than fits, to send smaller packets, e.g., using Path
MIU Di scovery (PMIUD)[7][8].

3. Ensure that in the specific environment, the encapsul ated packets
will fit in all the paths in the network, e.g., by using MU
bi gger than 1500 in the backbone used for encapsul ation

4. Fragmenting the original too big packets so that their fragnments
will fit, even encapsulated, in the paths, and reassenbling them
at the destination nodes. Note that this approach is only
avai l abl e for I Pv4 under certain assunptions (see Section 3.4).

It is also conmon to run multiple |ayers of encapsul ation, for
exanpl e, GRE or L2TP over |Psec; with nested tunnels in the network,
the tunnel endpoints can be the same or different, and both the inner
and outer tunnels may have different MIU handling strategies. In
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particular, signalling nay be a scal able option for the outer tunne
or tunnels if the nunber of innernost tunnel endpoints is linited.

The tunneling packet size issues are relatively straightforward in
host -t 0-host tunneling or host-to-router tunneling where Path MIuU
Di scovery only needs to signal to one source node. The issues are
significantly nore difficult in router-to-router and certain
router-to-host scenarios, which are the focus of this meno.

It is worth noting that nost of this discussion applies to a nore
generic case, where there exists a link with a lower MU in the path.
A concrete and w dely depl oyed exanple of this is the usage of PPP
over Ethernet (PPPoE) [11] at the custoners’ access link. These

| ower-MIU |inks, and particularly PPPoE |inks, are typically not

depl oyed in topol ogi es where fragnentati on and reassenbly m ght be
unfeasible (e.g., a backbone), so this may be a slightly easier
problem However, this nore generic case is considered out of scope
of this neno.

There are al so known chal |l enges in specifying and i npl enenting a
mechani smt hat would be used at the tunnel endpoint to obtain the
best suitable packet size to use for encapsulation: if a static val ue
is chosen, a lot of fragnmentation m ght end up being perforned. On
the other hand, if PMIUD is used, the inplenentation would need to
update the discovered interface MIU based on the | CMP Packet Too Big
messages and originate | CMP Packet Too Bi g nmessage(s) back to the
source(s) of the encapsul ated packets; this al so assunes that
sufficient data has been piggybacked on the | CVWP nessages (beyond the
required 64 bits after the | Pv4 header). W' Il discuss using PMIUD
to signal the sources briefly in Section 3.2, but in-depth
specification and anal ysis are described el sewhere (e.g., in [4] and
[2]) and are out of scope of this meno.

Section 2 includes a problem statenent, section 3 describes the
different solutions with their drawbacks and advantages, and section
4 presents concl usions.

2.  Probl em Statenent
It is worth considering why exactly this is considered a probl em
It is possible to fix all the packet size issues using solution 1
fragmenting the resulting encapsul ated packet, and reassenbling it by
the tunnel endpoint. However, this is considered problenmatic for at
| east three reasons, as described in Section 3.1.

Therefore, it is desirable to avoid fragnentati on and reassenbly if
possible. On the other hand, the other solutions may not be
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practical either: especially in router-to-router or router-to-host
tunneling, Path MIU Di scovery m ght be very disadvant ageous --

consi der the case where a backbone router would send | CVWP Packet Too
Bi g nessages to every source that would try to send packets through
it. Fragnmenting before encapsulation is also not available in |IPv6,
and not avail able when the Don't Fragnent (DF) bit has been set (see
Section 3.4 for nore). Ensuring a high enough MIU so encapsul ation
is always possible is of course a valid approach, but requires
careful operational planning, and may not be a feasible assunption
for inplenentors.

This yields that there is no trivial solution to this problem and it
needs to be further explored to consider the trade offs, as is done
in this nmeno.

3. Description of Solutions
This section describes the potential solutions in a bit nore detail
3.1. Fragmentation and Reassenbly by the Tunnel Endpoints

The seemingly sinplest solution to tunneling packet size issues is
fragmentation of the outer packet by the encapsul ator and reassenbly
by the decapsulator. However, this is highly problematic for at

| east three reasons:

o Fragnentation causes overhead: every fragment requires the IP
header (20 or 40 bytes), and with IPv6, an additional 8 bytes for
t he Fragnent Header

o Fragnentation and reassenbly require conputation: splitting
datagrans to fragnents is a non-trivial procedure, and so is their
reassenbly. For exanple, software router forwarding
i npl enent ati ons may not be able to performthese operations at
line rate.

o At the tine of reassenbly, all the information (i.e., all the
fragments) is normally not available; when the first fragnent
arrives to be reassenbl ed, a buffer of the naxi mum possible size
may have to be allocated because the total |length of the
reassenbl ed datagramis not known at that time. Furthernore, as
fragments mght get lost, or be reordered or del ayed, the
reassenbly engine has to wait with the partial packet for sonme
time (e.g., 60 seconds [9]). Wen this would have to be done at
the line rate, with, for exanple 10 Ghit/s speed, the |length of
the buffers that reassenbly m ght require would be prohibitive
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When exam ning router-to-router tunneling, the third problemis
likely the worst; certainly, a hardware conputation and

i mpl erent ati on requirenment would al so be significant, but not al
that difficult in the end -- and the |ink capacity wasted in the
backbones by additional overhead m ght not be a huge problem either

However, |Pv4 identification header length is only 16 bits (conpared
to 32 bits in IPv6), and if a larger nunmber of packets are being
tunnel ed between two | P addresses, the IDis very likely to wap and
cause data m sassociation. This reassenbly wongly conbini ng data
fromtwo unrel ated packets causes data integrity and potentially a
confidentiality violation. This problemis further described in
[12].

I Pv6, and IPv4 with the DF bit set in the encapsul ati ng header

all ows the tunnel endpoints to optim ze the tunnel MIU and mi nim ze
net wor k- based reassenbly. This also prevents fragmentation of the
encapsul at ed packets on the tunnel path. [|f the |IPv4d encapsul ating
header does not have the DF bit set, the tunnel endpoints will have
to performa significant amount of fragnmentation and reassenbly,
while the use of PMIUD is m ninized.

As Appendi x A describes, the MIU of the tunnel is also a factor on
whi ch packets require fragnentati on and reassenbly; the worst case
occurs if the tunnel MIUis "infinite" or equal to the physica
interface MIUs.

So, if reassenbly could be nmade to work sufficiently reliably, this
woul d be one acceptable fallback solution but only for |Pv6.

3.2. Signalling the Lower MIU to the Sources

Anot her approach is to use techniques |ike Path MIU Di scovery (or
potentially a future derivative [13]) to signal to the sources whose
packets will be encapsulated in the network to send snaller packets
so that they can be encapsul ated; in particular, when done on
routers, this includes two separabl e functions:

a. Forwardi ng behaviour: when forwarding packets, if the |IPv4-only
DF bit is set, the router sends an | CWP Packet Too Bi g nessage to
the source if the MIU of the egress link is too small

b. Router’s "host" behaviour: when the router receives an | CW
Packet Too Big nessage related to a tunnel, it (1) adjusts the
tunnel MIU, and (2) originates an | CMP Packet Too Bi g nessage to
the source address of the encapsul ated packet. (2) can be done
either immediately or by waiting for the next packet to trigger
an |CMP; the former ninimzes the packet |oss due to MIU changes.
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Note that this only works if the MIU of the tunnel is of reasonable
size, and not, for exanple, 64 kilobytes: see Appendix A for nore.

Thi s approach woul d presuppose that PMIUD works. VWile it is
currently working for IPv6, and critical for its operation, there is
anpl e evidence that in IPv4, PMIUD is far fromreliable due to, for
exanple firewal I s and other boxes being configured to inappropriately
drop all the | CWP packets [14], or software bugs renderi ng PMIUD

i noper ati onal

Furthernmore, there are two scenarios where signalling fromthe
network woul d be highly undesirable. The first is when the
encapsul ati on woul d be done in such a prom nent place in the network
that a very |l arge nunber of sources would need to be signalled with
this information (possibly even nultiple tinmes, depending on how | ong
they keep their PMIUD state). The second is when the encapsul ation
is done for passive nonitoring purposes (network nanagenment, |awf ul
interception, etc.) -- when it’s critical that the sources whose
traffic is being encapsul ated are not aware of this happening.

When desiring to avoid fragnentation, |IPv4 requires one of two
alternatives [1]: copy the DF bit fromthe inner packets to the
encapsul ati ng header, or always set the DF bit of the outer header
The latter is better, especially in controlled environnents, because
it forces PMIUD to converge i mmedi ately.

A rel ated techni que, which works with TCP under specific scenarios
only, is so-called "MsS clanping”". Wth that technique or rather a
"hack", the TCP packets’ Maxi mum Segnment Size (MSS) is reduced by
tunnel endpoints so that the TCP connection automatically restricts
itself to the maxi num avail abl e packet size. Cbviously, this does
not work for UDP or other protocols that have no MSS. This approach
is nost applicable and used with PPPoE, but could be applied
otherwi se as well; the approach also assunes that all the traffic
goes through tunnel endpoints that do MSS clanping -- this is trivial
for the single-homed access links, but could be a challenge

ot herw se.

A new approach to PMIUD is in the works [13], but it is uncertain
whet her that would fix the problens -- at |east not the passive
nmoni toring requirenents.

3.3. Encapsulate Only Wien There is Free MIU
The third approach is an operational one, depending on the
envi ronnent where encapsul ati on and decapsul ati on are being

performed. That is, if an ISP would deploy tunneling in its
backbone, which would consist only of |inks supporting high MIUs
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(e.g., Ggabit Ethernet or SDH SONET), but all its custonmers and
peers would have a | ower MIU (e.g., 1500, or the backbone MIU m nus
t he encapsul ati on overhead), this would inply that no packets (with
t he encapsul ati on overhead added) would have a | arger MIU than the
"backbone MU', and all the encapsul ated packets woul d al ways fit
MIU-wi se in the backbone Iinks.

Thi s approach is highly assunptive of the deployment scenario. It
may be desirable to build a tunnel to/from another ISP, for exanple,
where this mght no longer hold; or there night be links in the
networ k that cannot support the higher MIUs to satisfy the tunneling
requirenents; or the tunnel mght be set up directly between the
custoner and the ISP, in which case fragnentati on would occur, with
tunnel ed fragnents ternminating on the ISP and thus requiring
reassenbly capability fromthe ISP s equi prment.

To restate, this approach can only be considered when tunneling is
done inside a part of specific kind of ISP's own network, not, for
exanple, transiting an ISP

Anot her, rel ated approach m ght be having the sources use only a | ow
enough MIU that would fit in all the physical MrUs; for exanple, |Pv6
specifies the m nimum MU of 1280 bytes. For exanple, if all the
sources whose traffic would be encapsul ated would use this as the
maxi mum packet size, there would probably always be enough free MIU
for encapsulation in the network. However, this is not the case
today, and it would be conpletely unrealistic to assune that this

ki nd of approach could be nmade to work in general

It is worth renenbering that while the IPv6 m ninum MIU i s 1280 bytes
[10], there are scenarios where the tunnel inplenentation nust

i mpl ement fragmentation and reassenbly [3]: for exanple, when having
an | Pv6-in-1Pv6 tunnel on top of a physical interface with an MIU of
1280 bytes, or when having two layers of IPv6 tunneling. This can
only be avoided by ensuring that Iinks on top of which IPv6 is being
tunnel ed have a sonmewhat |arger MIU (e.g., 40 bytes) than 1280 bytes.
This conclusion can be generalized: because |P can be tunneled on top
of 1P, no single mnimmor maxi mum MU can be found such that
fragmentation or signalling to the sources would never be needed.

All in all, while in certain operational environnments it m ght be
possi ble to avoid any probl ens by depl oynent choices, or limting the
MIU that the sources use, this is probably not a sufficiently good
general solution for the equi pnent vendors. Oher solutions nust

al so be provided.
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3.4. Fragmentation of the |nner Packet

A final possibility is fragmenting the inner packet, before
encapsul ati on, in such a manner that the encapsul ated packet fits in
the tunnel’s path MIU (di scovered using PMIUD). However, one should
note that only I Pv4 supports this "in-flight" fragnentation
furthernore, it isn't allowed for packets where the Don’t Fragnent
bit has been set. Even if one could ignore |IPv6 conpletely, so many
| Pv4 host stacks send packets with the DF bit set that this would
seem unf easi bl e.

However, there are existing inplenentations that violate the standard
t hat :

o discard too big packets with the DF bit not set instead of
fragmenting them (this is rare);

0 ignore the DF bit conpletely, for all or specified interfaces; or

o clear the DF bit before encapsulation, in the egress of configured
interfaces. This is typically done for all the traffic, not just
too big packets (allow ng configuring this is conmon).

This is non-conpliant behaviour, but there are certainly uses for it,
especially in certain tightly controlled passive nonitoring
scenarios, and it has potential for nore generic applicability as
well, to work around PMIUD i ssues.

Clearing the DF bit effectively disables the sender’s PMIUD for the
pat h beyond the tunnel. This may result in fragnentation later in
the network, but as the packets have al ready been fragnmented prior to
encapsul ation, this fragmentation |ater on does not nake matters
significantly worse

As this is an inplenented and desired (by sone) behaviour, the ful
i npacts e.g., for the functioning of PMIUD (for exanple) should be
anal yzed, and the use of fragnentation-related |IPv4 bits should be
re-eval uat ed

In summary, this approach provides a relatively easy fix for |Pv4d
probl enms, with potential for causing problens for PMIUD, as this
woul d not work with IPv6, it could not be considered a generic
sol uti on.
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4.

Concl usi ons

Fragnment ati on and reassenbly by the tunnel endpoints are a clear and
sinmple solution to the problem but the hardware reassenbly when the
packets get |lost may face significant inplenmentation challenges that
may be insurnountable. This approach does not seem feasible,
especially for IPv4 with high data rates due to problens with
wrapping the fragnent identification field [12]. Constant w apping
may occur when the data rate is in the order of MB/s for IPv4 and in
the order of dozens of GB/s for |IPv6. However, this reassenbly
approach is probably not a problemfor passive nonitoring
applications.

PMIUD t echni ques, at |east at the nmonent and especially for |Pv4,
appear to be too unreliable or unscalable to be used in the
backbones. It is an open question whether a future solution m ght
work better in this aspect.

It is clear that in sone environnents the operational approach to the
problem ensuring that fragnentation is never necessary by keeping

hi gher MIUs in the networks where encapsul ated packets traverse, is
sufficient. But this is unlikely to be enough in general, and for
vendors that may not be able to nake assunptions about the operators
depl oynent s.

Fragnentati on of the inner packet is only possible with IPv4, and is
sufficient only if standards-inconpliant behaviour, with potential

for bad side-effects (e.g., for PMIUD), is adopted. It should not be
used if there are alternatives; fragnentation of the outer packet
seens a better option for passive nonitoring.

However, if reassenbly in the network nust be avoi ded, there are
basically two possibilities:

1. For I1Pv6, use ICWP signalling or operational nethods.

2. For |Pv4, packets for which the DF bit is not set can be
fragment ed before encapsul ati on (and the encapsul ati ng header
woul d have the DF bit set); packets whose DF bit is set would
need to get the DF bit cleared (though this is non-conpliant).
This also mninzes the need for (unreliable) Internet-w de
PMTUD.

An interesting thing to explicitly note is that when tunneling is
done in a high-speed backbone, typically one may be able to make
assunptions on the environnment; however, when reassenbly is not
performed in such a network, it mght be done in software or with
| ower requirenents, and there exists either a reassenbly
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i mpl ementati on using PMIUD or using a separate approach for passive
monitoring -- so this mght not be a real problem

In consequence, the critical questions at this point appear to be 1)
whet her a hi gher MIU can be assuned in the high-speed networks that
depl oy tunneling, and 2) whether "slower-speed" networks coul d cope
with a software-based reassenbly, a | ess capabl e hardware- based
reassenbly, or the other workarounds. An inportant future task would
be anal yzi ng the observed inconpliant behaviour about the DF bit to
note whether it has any unantici pated drawbacks.

5. Security Considerations

Thi s docunent describes different issues with packet sizes and in-
t he-network tunneling; this does not have security considerations on
its own.

However, different solutions night have characteristics that nmay nake
them nore susceptible to attacks -- for exanple, a router-based
fragment reassenbly could easily lead to (reassenbly) buffer nenory
exhaustion if the attacker sends a sufficient nunber of fragments

wi t hout sending all of them so that the reassenbly would be stalled
until a timeout; these and other fragnent attacks (e.g., [15]) have
al ready been used against, for exanple, firewalls and host stacks,
and need to be taken into consideration in the inplenentations.

It is worth considering the cryptographic expense (which is typically
nmore significant than the reassenbly, if done in software) with
fragmentation of the inner or outer packet. |If an outer fragnent
goes missing, no cryptographic operations have been yet perforned; if
an inner fragnent goes m ssing, cryptographic operations have already
been perforned. Therefore, which of these approaches is preferable
al so depends on whet her cryptography or reassenbly is already
provided in hardware; for high-speed routers, at |east, one should be
able to assune that if it is perform ng relatively heavy

crypt ography, hardware support is already required.

The sol utions using PMIUD (and consequently ICMP) will also need to
take into account the attacks using ICVMP. |In particular, an attacker
could send | CMP Packet Too Big nmessages indicating a very low MU to
reduce the throughput and/or as a fragmentation/reassenbly

deni al -of -service attack. This attack has been described in the
context of TCP in [16].
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Appendi x A, MIU of the Tunne

Different tunneling nechanisns may treat the tunnel |inks as having
di fferent kinds of MIU values. Sone mght use the sane default MIU
as for other interfaces; sone others mght use the default MIU m nus
the expected | P overhead (e.g., 20, 28, or 40 bytes); sone others

m ght even treat the tunnel as having an "infinite MIU', e.g., 64

ki | obyt es.

As [2] describes, having an infinite MIU, i.e., always fragmenting
the outer packet (and never the inner packet) and never perform ng
PMIUD for the tunnel path, is a very bad idea, especially in
host-to-router scenarios. (It could be argued that if the nodes are
sure that this is a host-to-host tunnel, a larger MIU ni ght make
sense if fragnmentation and reassenbly are nore efficient than just
sendi ng properly sized packets -- but this seens like a stretch.)
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