Net wor k Wor ki ng G oup V. Kashyap
Request for Comments: 4392 | BM
Cat egory: | nformational April 2006

| P over InfiniBand (I PolB) Architecture

Status of This Meno

This meno provides infornmation for the Internet conmunity. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Copyright Notice
Copyright (C The Internet Society (2006).
Abst r act

Infini Band is a high-speed, channel -based interconnect between
systens and devi ces.

Thi s docunent presents an overview of the InfiniBand architecture.

It further describes the requirenents and guidelines for the

transm ssion of I P over InfiniBand. Discussions in this docunent are
applicable to both IPv4 and 1 Pv6 unless explicitly specified. The
encapsul ati on of I P over InfiniBand and the nechanismfor |P address
resolution on IB fabrics are covered in other docunents.
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I ntroduction to InfiniBand

The I nfini Band Trade Association (IBTA) was forned to develop an |/0O
specification to deliver a channel based, switched fabric technol ogy.
The I nfiniBand standard is ained at neeting the requirenents of
scalability, reliability, availability, and performance of servers in
data centers

I nfini Band Architecture Specification

The I nfini Band Trade Association specification is avail able for
downl oad from http://ww.infinibandta.org

Overvi ew of InfiniBand Architecture

For a nore conplete overview, the reader is referred to chapter 3 of
the I nfiniBand specification

I nfiniBand Architecture (I BA) defines a System Area Network (SAN) for
connecting multiple independent processor platforns, I/0O platforns,
and I1/0O devices. The IBA SAN is a comuni cations and nanagenent

i nfrastructure supporting both I/O and inter-processor conmunications
for one or nore conputer systens.
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An | BA SAN consi sts of processor nodes and 1/O units connected
through an I BA fabric nmade up of cascaded switches and IB routers
(connecting IB subnets). [/Ounits can range in conplexity froma
single Application-specific Integrated Circuit (ASIC) |BA-attached
device (such as a LAN adapter) to a large, nenory-rich Redundant
Array of Independent Di sks (RAID) subsystem

An | BA network may be subdivided into subnets interconnected by
routers. These are IB routers and | B subnets and not |IP routers or
| P subnets. This docunent will refer to InfiniBand routers and
subnets as 'IB routers’ and ’'I B subnets’ respectively. The IP
routers and | P subnets will be referred to as 'routers’ and
"subnets’, respectively.

Each I B node or switch may attach to a single or nultiple switches or
directly with each other. Each IB unit interfaces with the link by
way of channel adapters (CAs). The architecture supports multiple
CAs per unit with each CA providing one or nore ports that connect to
the fabric. Each CA appears as a node to the fabric.

The ports are the endpoints to which the data is sent. However, each
of the ports may include nultiple QPs (Queue Pairs) that may be
directly addressed froma renote peer. Fromthe point of view of
data transfer the QP nunber (QPN) is part of the address.

| BA supports both connection-oriented and dat agram servi ce between
the ports. The peers are identified by QPN and the port identifier
There are a two exceptions. QPNs are not used when packets are
multicast. QPNs are also not used in the Raw Dat agram node

A port, in a data packet, is identified by a Local ldentifier (LID)
and optionally a dobal Identifier (D). The A Din the packet is
needed only when comunicating across an | B subnet, though it may
al ways be i ncl uded.

The G Dis 128 bits long and is fornmed by the concatenation of a 64-
bit IB subnet prefix and a 64-bit EUl -64-conpliant portion. The

EU -64 portion of a ADis referred to as the G obal Uni que
Identifier (GQU D, EU stands for Extended Unique Identifier). The
LIDis a 16-bit value that is assigned when the port becones active.
The QU Dis the only persistent identifier of a port. However, it
cannot be used as an address in a packet. |If the prefix is nodified,
then the G D may change. The subnet nanager nay attenpt to keep the
LI D val ues constant across reboots, but that is not a requirenent.

The assignnment of the G D and the LID is done by the subnet manager.

Every |1 B subnet has at |east one subnet manager conponent that
controls the fabric. It assigns the LIDs and G Ds. The subnet
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manager al so prograns the switches so that they route packets between
destinations. The subnet nmanager (SM and a rel ated conponent, the
subnet administrator (SA), are the central repository of al
information that is required to set-up and bring up the fabric.

IB routers are conponents that route packets between |IB subnets based
on the G Ds. Thus, within an I B subnet a packet may or nay not
include a G D but when going across an |IB subnet the G D nust be
included. A LIDis always needed in a packet since the destination
within a subnet is deternmined by it.

A CA and a switch may have nultiple ports. Each CA port is assigned
its own LID or a range of LIDs. The ports of a switch are not
addressable by LIDs/GDs or, in other words, are transparent to other
end nodes. Each port has its own set of buffers. The buffering is
channel ed through virtual |anes (VL) where each VL has its own fl ow
control. There may be up to 16 VLs.

VLs provide a nechanismfor creating nultiple virtual links within a
singl e physical link. Al ports must support VL15 which is reserved
excl usively for subnet managenent datagrans and hence does not
concern the I P over Infiniband (IPolB) discussions. The actual VL
that a packet uses is configured by the SMin the sw tch/channe
adapter tables and is determ ned based on the Service Level (SL)
specified in every packet. There are 16 possible SLs.

In addition to the features descri bed above viz. QPs, SLs, and
addressing (G D' LID), IBA also defines the foll ow ng:

Partitioning:

Every packet, but for the raw datagrans, carries the partition key
(P_Key). These values are used for isolation in the fabric. A
switch (this is an optional feature) may be programmed by the SM
to drop packets not having a certain key. The CA ports al ways
check for the P_Keys. A CA port nay belong to nultiple
partitions. P_Key checking is optional at IB routers.

A P_Key may be described as having 'linited menbership’ or ’ful
menbership’. For a packet to be accepted, at |east one of the
P_Keys (i.e., the P_Key in the packet or the P_Key in the port)
nmust be 'full nmenbership P_Keys.

Q Keys:
Q Keys are used to enforce access rights for reliable and

unreliable | B datagram servi ces. Raw datagram servi ces do not use
Q Keys. At conmmuni cation establishnent, the endpoi nts exchange
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the Q Keys and nust al ways use the rel evant Q Keys when
comuni cating with one another. Milticast packets use the Q Key
associ ated with the nulticast group.

Q Keys with the nost significant bit set are considered controlled
Q Keys (such as the General Service Interface (GSI) Q Key
[IB_ARCH]) and a Host Channel Adapter (HCA) does not allow a
consunmer to arbitrarily specify a controlled Q Key. An attenpt to
send a controlled QKey results in using the QKey in the QP
context. Thus, the Operating System maintains control since it
can configure the QP context for the controlled Q Key for
privileged consuners. 1t nust be noted that though the notion of
a 'controlled QKey' is suggested by |IB specification, it does not
require its use or inplementation

Mul ti cast support:

A switch may support nulticasting, that is, replication of packets
across nultiple output ports. This is an optional feature.
Simlarly, support for sending/receiving multicast packets is
optional in CAs. A multicast group is identified by a GD. The
G Dformat is as defined in RFC 2373 on | Pv6 addressing [I B_ARCH].
Thus, from an |IPv6-over-Infini Band point of view, the data |ink
nmul ti cast address | ooks like the network address. An IB port nust
explicitly join a nmulticast group by sending a request to the SM
to receive nulticast packets. A port may send packets to any

mul ticast group. 1In both cases, the nmulticast LID to be used in

t he packets is received fromthe SM

There are six nethods for data transfer in |IB architecture:
1. Unreliable Datagram (unacknow edged - connecti onl ess)

The Unreliabl e Datagram (UD) service is connectionless and
unacknowl edged. It allows the QP to conmunicate with any
unrel i abl e datagram QP on any node.

The switches and hence each link can support only a certain
MIU. The MIU ranges are 256 octets, 512 octets, 1024 octets,
2048 octets, and 4096 octets. A UD packet cannot be | arger
than the Iink MIU between the two peers.

2. Reliabl e Datagram (acknow edged - nulti pl exed)
The Reliable Datagram (RD) service is multiplexed over
connecti ons between nodes call ed End-to-End Contexts (EEC)

whi ch allows each RD QP to conmunicate with any RD QP on any
node with an established EEC. Miltiple QPs can use the sane
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EEC and a single QP can use multiple EECs (one for each renote
node per reliable datagram domain).

3. Reliable Connected (acknow edged - connection oriented)

The Reliable Connected (RC) service associates a local QP with
one and only one renote QP. The nessage sizes nmaybe as | arge
as 2731 octets in length. The CA inplenentation takes care of
segnentati on and assenbly.

4. Unreliable Connected (unacknow edged - connection oriented)

The Unreliable Connected (UC) service associates one |ocal QP
with one and only one renote QP. There is no acknow edgenent
and hence no resend of | ost or corrupted packets. Such packets
are therefore sinply dropped. It is simlar to RC otherw se.

5. Raw Ethertype (unacknow edged - connecti onl ess)

The Ethertype raw datagram packet contains a generic transport
header that is not interpreted by the CA but it specifies the
protocol type. The values for ethertype are the sanme as
defined by Internet Assigned Nunmbers Authority (I ANA) [ ANA]
for ethertype.

6. Raw | Pv6 (unacknow edged - connecti onl ess)

Using | Pv6 raw datagram service, the |1 BA CA can support
standard protocol layers atop |IPv6 (such as TCP/UDP). Thus,
native | Pv6 packets can be bridged into the I BA SAN and
delivered directly to a port and to its |IPv6 raw datagram QP

The first four types are referred to as IB transports. The latter
two are classified as raw datagranms. There is no indication of the
QP nunber in the raw dat agram packets. The raw datagram packets are
limted by the Iink MU in size.

The two connected nodes and the Reliabl e Datagram node may al so
support Automatic Path Mgration (APM. This is an optional facility
that provides for a hardware based path fail over. An alternate path
is associated with the QP when the connection/ EE context is first
created. |If unrecoverable errors are encountered, the connection
switches to using the alternative path.

1.2.1. InfiniBand Addresses

The I nfini Band architecture borrows heavily fromthe |IPv6
architecture in terns of the InfiniBand subnet structure and d Ds.
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The InfiniBand architecture defines the G D associated with a port as
a 128-bit unicast or multicast identifier. |BA derives the GD
address format, as defined in RFC 2373 [IB_ARCH], with some

addi tional properties/restrictions defined to facilitate efficient

di scovery, communication, and routing.

Note: The IBA explicitly refers to RFC 2373, which is obsolete
[RFC3513]. It nust be noted that IBA is therefore unaffected by
any further changes that are introduced in | Pv6 addressing
architecture.

| BA defines two types of G Ds: unicast and nulticast.
1.2.1.1. Unicast G Ds

The unicast G Ds are defined, as in IPv6, with three scopes. The IB
specification states the foll ow ng:

a. link local: FE80/10.

The IB routers will not forward packets with a |ink-
| ocal address in source or destination beyond the IB
subnet .

b. site local: FECO/10

A unicast G D used within a collection of subnets
that is unique within that collection (e.g., a data
center or canpus) but is not necessarily globally
unique. |[IB routers nust not forward any packets with
either a site-local Source G D or a site-|ocal
Destination G D outside of the site.

c. global:
A unicast A Dwth a global prefix; an IB router nay
use this A Dto route packets throughout an
enterprise or internet.

1.2.1. 2. Mul ti cast A Ds

The nmulticast G Ds also parallel the IPv6 nulticast addresses. The
I B specification defines the nulticast A Ds as foll ows:

FFxy: <112 bits>

Flag bits:
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The ni bbl e, denoted by x above, are the 4 flag bits: 000T.

The first 3 bits are reserved and are set to zero. The |ast
bit is defined as follows:

T=0: denotes a permanently assigned, that is, well-known GD
T=1: denotes a transient group

Scope bits:

The 4 bits, denoted by y in the G D above, are the scope bits.
These scope val ues are described in Table 1

scope val ue Addr ess val ue

0 Reserved

1 Unassi gned
2 Li nk-1 ocal
3 Unassi gned
4 Unassi gned
5 Site-loca
6 Unassi gned
7 Unassi gned
8 Organi zati on-1oca
9 Unassi gned
OxA Unassi gned
0xB Unassi gned
0xC Unassi gned
0xD Unassi gned
OxE d obal

OxF Reserved

Table 1

The 1B specification further refers to RFC 2373 and RFC 2375 while
defining the well-known nmulticast addresses. However, it then states
that the well-known addresses apply to I B raw | Pv6 datagrans only.

It nust be noted though that a nulticast group can be associated with
only a single Miulticast G obal ldentifier (MdD). Thus the sane M3 D
cannot be associated with the UD node and the Raw Dat agram node
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1.3. InfiniBand Milticast Goup Managenent

IB nulticast groups, identified by M3 Ds, are managed by the SM The
SMexplicitly prograns the IB switches in the fabric to ensure that
the packets are received by all the nenbers of the multicast group
that request the reception of packets. The SM al so needs to program
the switches such that packets transnmitted to the group by any group
nmenber reach all receivers in the nmulticast group

| BA di stingui shes between nulticast senders and receivers. Though
all nenbers of a nulticast group can transnmit to the group (and
expect their packets to be correctly forwarded), not all nenbers of
the group are receivers. A port needs to explicitly request that
mul ticast packets addressed to the group be forwarded to it.

A multicast group is created by sending a join request to the SM As
will be explained |ater, |IBA defines nultiple nodes for joining a
mul ti cast group. The subnet nmanager records the group’s nulticast

G D and the associated characteristics. The group characteristics
are defined by the group path MU, whether the group will be used for
raw datagrans or unreliable datagrams, the service |level, the
partition key associated with the group, the Local Identifier (LID)
associated with the group, and so on. These characteristics are
defined at the tine of the group creation. The interested reader may
| ook up the ' MCMenber Record’ attribute in the IB architecture
specification [IB_ARCH for the conplete Iist of characteristics that
define a group.

A LIDis associated with the nulticast group by the SMat the time of
the multicast group creation. The SM determ nes the nulticast tree
based on all the group nenbers and prograns the rel evant swtches.
The Multicast LID (MID) is used by the switches to route the
packets.

Any menber IB port wanting to participate in the nulticast group nust
join the group. As part of the join operation, the node receives the
group characteristics fromthe SM At the sane tine, the subnet
manager ensures that the requester can indeed participate in the
group by verifying that it can support the group MIU and its
accessibility to the rest of the group nmenbers. O her group
characteristics may need verification too.

The SM for groups that span | B subnet boundaries, nust interact with

IB routers to determine the presence of this group in other IB
subnets. If present, the MU nust match across the | B subnets.
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P_Key is another characteristic that nust natch across |IB subnets
since the P Key inserted into a packet is not nodified by the IB

switches or IB routers. Thus, if the P_Keys did not match the IB
router(s) itself mght drop the packets or destinations on other

subnets m ght drop the packets.

A join operation nmay cause the SMto reprogramthe fabric so that the
new nenber can participate in the multicast group. By the sane
token, a leave nmay cause the SMto reprogramthe fabric to stop
forwardi ng the packets to the requester.

1.3.1. Milticast Menber Record
The multicast group is nmaintained by the SMwith each of the group

menbers represented by an MCMenber Record [IB_ARCH]. Sone of its
conmponents are the foll ow ng:

ME D - Multicast G D for this nulticast group

Portd@ D - Valid AD of the port joining this nulticast group
Q _Key - QKey to be used by this nulticast group

M.I D - Multicast LID for this nulticast group

MIU - MU for this multicast group

P_Key - Partition key for this nulticast group

SL - Service level for this nulticast group

Scope - Sane as Md D address scope

JoinState

Joi n/ Leave status requested by the port:
bit 0: Full Menber

bit 1: NonMenber

bit 2: SendOnl yNonMenber

1.3.1.1. JoinState

The JoinState indicates the nmenbership qualities a port wi shes to add
whil e joining/creating a group or delete when | eaving a group. The
meani ng of the JoinState bits are as foll ows:

Ful | Menber :
Messages destined for the group are routed to and fromthe
port. A group nay be deleted by the SMif there are no
Ful | Menmbers in the group.

NonMenber :
Messages destined for the group are routed to and fromthe
port. The port is not considered a nmenber for purposes of
group creation/del etion.
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SendOnl yNonMenber ;
Group nessages are only routed fromthe port but not to the
port. The port is not considered a nmenber for purposes of
group creation/deletion.

A port may have nmultiple bits set inits record. In such a case, the
menbership qualities are a union of the JoinStates. A port may | eave
the multicast group for each of the JoinStates individually or in any
conbi nati on of JoinState bits [|IB_ARCH .

1.3.2. Join and Leave QOperations

An I B port joins a nulticast group by sending a join request
(SubnAdntet () nmethod) and | eaves a multicast group by sending a | eave
nmessage (SubnAdnDel ete() nethod) to the SM The | BA specification

[ B_ARCH] describes the nmethods and attributes to be used when

sendi ng these nessages.

1.3.2.1. Creating a Multicast G oup

There is no "create’ command to forma new multicast group. The
Ful | Menber bit in the JoinState nust be set to create a multicast
group. In other words, the first Full Menber join request will cause
the group to be created as a side effect of the join request.
Subsequent join or |eave requests nmay contain any conbination of the
JoinState bits.

The creator of the group specifies the Q Key, MU, P_Key, SL,

Fl owLabel , Td ass, and the Scope value. A creator may request that a
suitable MAd D be created for it. Alternatively, the request can
specify the desired MAdD. In both cases, the M.ID is assigned by the
SM

Thus, a group will be created with the specified val ues when the
requester sets the Full Menber bit and no such group already exists in
t he subnet.

1.3.2.2. Deleting a Miulticast G oup
When the last Full Menmber | eaves the multicast group the SM may delete
the multicast group releasing all resources, including those that
m ght exist in the fabric itself, associated with the group.

Note that a special ’'delete’ nessage does not exist. It is a side
effect of the last Full Menmber '|eave’ operation.
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1.3.2.3. Milticast Goup Create/Del ete Traps

The SA nmay be requested by the ports to generate a report whenever a
mul ticast group is created or deleted. The port can specify the

mul ticast group(s) it is interested in by using its M3 D or by
submitting a wild card request. The SAwll report these events
using traps 66 (for creates) and 67 (for deletes)[|B_ARCH|

Therefore, a port wishing to join a group but not create it by itself
may request a create notification or a port night even request a
notification for all groups that are created (a wild card request).
The SA will diligently informthemof the creation utilizing the

af orenentioned traps. The requester can then join the nulticast
group indicated. Sinilarly, a SendOnl yNonMenber or a NonMenber ni ght
request the SAto informit of group deletions. The endnode, on
receiving a delete report, can safely release the resources
associated with the group. The associated MLID is no longer valid
for the group and may be reassigned to a new nulticast group by the
SM

2. Managenent of InfiniBand Subnet

To aid in the nonitoring and configuration of |nfiniBand subnet
conponents, a set of MB nodul es needs to be defined. M B nodul es
are needed for the channel adapters, InfiniBand interfaces,

I nfini Band subnet nmanager, and Infini Band subnet managenent agents
and to allow the nanagenment of specific device properties. |t nust
be noted that the managenent objects addressed in the |PolB docunments
are for all of the IB subnet conmponents and are not linmted to IP
(over IB). The relevant M B nodul es are described in separate
docunments and are not covered here.

3. IP over IB

As described in section 1.0, the InfiniBand architecture provides a
broad set of capabilities to choose fromwhen inplenenting | P over
I nfini Band net works.

The | Pol B specification nmust not, and does not, require changes in IP
and hi gher-1layer protocols. Nor does it nmandate requirenents on IP
stacks to inplenment special user-level programs. It is an aim of

| Pol B specification that the | Pol B changes be anenable to
nmodul ari zation and incorporation into existing inplenentations at the
sane | evel as other nedia types.
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3.1. InfiniBand as Datalink

I nfini Band architecture provides multiple nethods of data exchange
bet ween two endpoi nts as was noted above. These are the foll ow ng:

Rel i abl e Connected (RC)
Rel i abl e Dat agram (RD)
Unreliabl e Connected (UC
Unreliabl e Dat agram (UD)
Raw Dat agram : Raw | Pv6 ( R6)

: Raw Et hertype (RE)

| Pol B can be inplenented over any, nmultiple, or all of these
services. A case can be nade for support on any of the transport
nmet hods dependi ng on the desired features.

The 1B specification requires Unreliabl e Datagramnode to be
supported by all the IB nodes. The host channel adapters (HCAs) are
specifically required to support Reliable connected (RC) and
Unreliable connected (UC) nbdes but the sane is not the case with
target channel adapters (TCAs). Support for the two Raw Dat agram
nmodes is entirely optional. The Raw Dat agram node supports a 16-bit
Cycli c Redundancy Check (CRC) as conpared to the better protection
provided by the use of a 32-bit CRC in other nodes.

For the sake of sinplicity, ease of inplenentation and integration
with existing stacks, it is desirable that the fabric support
multicasting. This is possible only in Unreliable datagram (UD) and
| B s Raw dat agr am nodes

Thus, it is only the UD node that is universal, supports multicast,
and supports a robust CRC. G ven these conditions it is the obvious
choice for IP over InfiniBand [ RFC4391].

Future docunents m ght consider the connected nodes. |In contrast to
the linmted link MU offered by UD node, the connected nodes can

of fer significant benefit in terms of performance by utilizing a
larger MTU. Reliability is also enhanced if the underlying feature
of automatic path migration of connected nodes is utilized.

3.2. Milticast Support
I nfini Band specification nmakes support of nulticasting in the
switches optional. Milticast however, is a basic requirenent in IP

networks. Therefore, | PolB requires that multicast-capable
I nfini Band fabrics be used to inplenment |PolB subnets.
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3.2.1. Mapping IP Miulticast to I B Milticast

Vel | -known | P nulticast groups are defined for both IPv4 and | Pv6

[ ANA, RFC3513]. Milticast groups may al so be dynamically created at
any tinme. To avoid creating unnecessary duplicates of multicast
packets in the fabric, and to avoid unnecessary handling of such
packets at the hosts, each of the IP nulticast groups needs to be
associated with a different IB nulticast group as far as possible. A
process is defined in [ RFC4391] for nmapping the IP nulticast
addresses to unique IB nmulticast addresses.

3.2.2. Transient Flag in IB M3 Ds

The | B specification describes the flag bits as discussed in section
1.2. The IB specification also defines some well-known | B M3 Ds.

The M3 Ds are reserved for the | B s Raw Dat agram node which is

i nconpatible with the other transports of IB. Any mapping that is
defined fromIP multicast addresses therefore nust not fall into IB's
definition of a well-known address.

Therefore all I1PolB related multicast G Ds al ways set the transient
bit.

3.3. | P Subnets Across | B Subnets

Some i nplenmentations may wi sh to support multiple clusters of
machines in their own | B subnets but otherw se be part of a common IP
subnet. For such a solution, the IB specification needs nmultiple
upgrades. Some of the required enhancenments are as foll ows:

1) A nethod for creating IB nulticast A Ds that span multiple IB
subnets. The partition keys and other paraneters need to be
consi stent across | B subnets.

2) Develop IB routing protocol to determne the IB topol ogy across IB
subnet s.

3) Define the process and protocols needed between | B nodes and I B
routers.

Until the above conditions are net, it is not possible to inplenent
| Pol B subnets that span |IB subnets. The |PolB standards have
however, been defined with this possibility in nind

4. | P Subnets in InfiniBand Fabrics

The | Pol B subnet is overlaid over the |IB subnet. The |PolB subnet is
brought up in the foll owi ng steps:

Kashyap I nf or mat i onal [ Page 14]



RFC 4392 | Pol B Architecture April 2006

Note: the join/leave operation at the IP level will be referred to as

1

I P_join/IP_leave and the join/leave operations at the IB |eve
will be referred to as IB join in this docunent.

The all-1Pol B nodes IB nulticast group is created

The fabric administrator creates an I B nmulticast group (henceforth
call ed ' broadcast group’) when the IP subnet is set up. The
"broadcast group’ is defined in [RFC4391]. The nethod by which

t he broadcast group is setup is not defined by IPolB. The group
may be setup at the SM by the admi nistrator or by the first

I B_j oin.

As noted earlier, at the tine of creating an IB nulticast group
mul tiple values such as the P_Key, Q Key, Service Level, Hop
Limt, Flow ID, Tdass, MU, etc. have to be specified. These
val ues shoul d be such that all potential nmenbers of the IB

mul ticast group are able to comuni cate with one anot her when
using them In the future, as the |IB specification associates
nmore neaning with the various paranmeters and defines |IB Quality of
Service (QoS), different values for IP nulticast traffic nmay be
possible. Al unicast packets also need to use the P_Key and

Q Key specified in the broadcast group [RFC4391]. It is obvious
that a thought out configuration is required for a successfu
setup of the | Pol B subnet.

All 1PolB interfaces IB join the broadcast group

The broadcast group defines the span and the nenbers of the | PolB
link. This link gets built up as |IPolB nodes IB join the
br oadcast group.

The IB join to the broadcast group has the additional benefit of
di stributing the above nmentioned nulticast group paranmeters to al
the menbers of the subnet.

Note that this IB join to the broadcast group is a Full Menber
join. If any of the ports or the switches linking the port to the
rest of the |Pol B subnet cannot support the paraneters (e.g., path
MIU or P_Key) associated with the broadcast group, then the

IB join request will fail and the requesting port will not becone
part of the | Pol B subnet.

Configuration Paraneters
As noted above, paraneters such as Q Key and Path MIU, which are

needed for all |PolB communication, are returned to the | Pol B node
on IB joining the 'broadcast group’. [RFC4391] al so notes that
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the paraneters used in the broadcast group are used when creating
ot her nulticast groups.

However, the P_Key must still be known to the | Pol B endnode before
it can join the broadcast group. The P_Key is included in the
mappi ng of the broadcast group [ RFC4391]. Another paraneter, the
scope of the broadcast group, also needs to be known to the
endnode before it can join the broadcast group. It is an

i mpl enent ati on choice on how the P_Key and the scope bits rel ated
to the | Pol B subnet are determ ned by the inplenentation. These
could be configuration paraneters initialized by sone neans by the
admi ni strator.

The met hods enpl oyed by an inplenentation to determ ne the P_Key
and scope bits are not specified by |IPolB

4.1. 1Pol B VLANs

The endpoints in an | B subnet nust have conpatible P_Keys to

conmmuni cate wi th one another. Thus, the adninistrator when setting
up an | P subnet over an |B subnet must ensure that all the nenbers
have conpatible P_Keys. An IP subnet can have only one P_Key
associated with it to ensure that all IP nodes in it can talk to one
anot her. An endpoi nt may, however, have nultiple P_Keys.

The IB architecture specifies that there can be only one M3 D
associated with a nulticast group in the IB subnet. The P_Key is
included in the M3 D mappings fromthe IP nmulticast addresses

[ RFC4391]. Since the P_Key is unique in the IB subnet, the inclusion
of the P Key in the IB Md Ds ensures that uni que Md D nappi ngs are
created. Every uni que broadcast group MAd D so forned creates a
separate abstract |1PolB link and hence an | Pol B VLAN.

4. 2. Mul ti cast in | Pol B subnets

I P nulticast on InfiniBand subnets follows the sane concepts and
rules as on any other nmedia. However, unlike nost other nedia

mul ticast over InfiniBand requires interaction with another entity,
the 1B subnet nmanager. This section describes the outline of the
process and suggests sone gui del i nes.

I B architecture specifies the following format for IB nulticast
packets when used over Unreliable Datagram (UD) node
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4.

2.

oo S e oo e oo S e oo e oo +
| Local | A obal | Base | Dat agram | Packet |l nvariant| Variant

| Routing | Routi ng| Transport | Ext ended | Payl oad| CRC | CRC |
| Header | Header | Header | Transport| (IP) | |

| | | | Header | | | |
Fom e oo - F - Fomm e e o Fomm e e o F - Fomm e e o Fomm e e o +

For details about the various headers please refer to InfiniBand
Architecture Specification [| B_ARCH

The G obal Routing Header (GRH) includes the IB nulticast group G D.
The Local Routing Header (LRH) includes the Local Identifier (LID)
The IB switches in the fabric route the packet based on the LID

The G Dis nmade available to the receiving I B user (the |PolB
interface driver for exanple). The driver can therefore determ ne
the 1B group the packet bel ongs to.

| Pv4 defines three levels of nulticast conformance [ RFC1112].

Level 0: No support for IP multicasting

Level 1: Support for sending but not receiving nulticasts

Level 2: Full support for IP nulticasting
In IPv6, there is no such distinction. Full multicast support is
mandatory. In addition, all |Pv4 subnets support broadcast
(255. 255. 255. 255). I Pv4 broadcast can always be sent/received by al

I Pv4 interfaces.

Every | Pol B subnet requires the broadcast G D to be defined. Thus, a
packet can al ways be broadcast.

1. Sending IP Milticast Datagrans

An | P host may send a nulticast packet at any tine to any nulticast
addr ess.

The 1P layer conveys the multicast packet to the | PolB interface
driver/nmodule. This nodule attenpts to IB join the relevant IB
nmul ticast group. This is required since otherw se InfiniBand
architecture does not guarantee that the packet will reach its
desti nati ons.
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A pure sender nay choose to join the nulticast group as a Ful |l Menber.
In such a case, the sender will receive all the nulticast packets
transmitted to the IB group. 1In addition, the IB group will not be
deleted until the sender |eaves the group

Alternatively, a sender might IB join as a SendOnl yNonMenber. In
such a case, the packets are not routed to the sender though packets
transmitted by it can reach the other group nenbers. |In addition
the group can be del eted when all Full Menbers have left the group
The sender can further request delete updates fromthe SM

If the sender does not find the group in existence, it is recomended
in [RFC4391] that the packets be sent to the MAd D corresponding to
the all-IP routers address. A sender could al so send the packets to
t he broadcast group. The sender mght al so choose to request
"creation’ reports fromthe SM

4.2.2. Receiving Miulticast Packets

The I P host must join the IB nulticast group corresponding to the IP
address. This follows fromthe |IBA requirenent that the receiver
must join the relevant IB nulticast group. The group is
automatically created if it does not exist [|IB_ARCH|

The I P receivers nmust |IB | eave the IB group when the I P | ayer stops
listening of the corresponding | P address. The SM can then choose to
del ete the group.

4.2. 3. Rout er Consi derations for |PolB

I P routers know of the new | P groups created in the subnet by the use
of protocols such as Internet G oup Managenent Protocol (IGwWv3) /

Mul ticast Listener Discovery (M.D) [RFC3376, RFC2710]. However, this
is not enough for I1PolB since the router needs to IB join the

rel evant I B groups to be able to receive and transnmit the packets.
There is no prom scuous node for listening to all packets.

The 1 PolB routers therefore need to request the SMto report al
creations of IB groups in the fabric. The IPolB router can then

IB join the reported group. It is not desirable that the router’s
IB joining of a nulticast group be considered the sane as the IB join
froma receiver -- the router’s IB join should not disallowthe

group’s deletion when all receivers | eave. To overcone just this
type of situation, |IBA provides the NonMenber |B join node.

The NonMenber 1B _join node can be used by IP routers when they join

in response to the create reports. A router should ideally request
the delete reports too so that it can release all the resources
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associated with the group. The M.ID associated with a deleted M3 D
can be reassigned by the SM and therefore there is a possibility of
erroneous transnissions if the MlID is cached. A router that does
not request delete reports will still work correctly since it wll
receive the correct MLID, and purge any old cached val ue, when it
IB joins the IB group in response to a create report.

It is reasonable for a router to IBjoin as a Full Menber if it is
joining the IB group in response to an application/routing daenon
request. In such a case, the router mght end up controlling the
exi stence of the IB group (since it is a Full Menber of the group).

4.2.4. Inpact of InfiniBand Architecture Limts

An HCA or TCA may have a linit on the nunber of MJdDs it can support.
Thus, even though the groups may not be linmted at the subnet manager
and in the subnet as such, they may be linmted at a particul ar
interface. It is advisable to choose an adequately provisioned

HCA/ TCA when setting up an | Pol B subnet.

4.2.5. Leaving/Deleting a Miulticast G oup

An | Pv4 sender (level 1 conpliance) IB joins the IB nmulticast group
only because that is the only way to guarantee reception of the
packets by all the group recipients. The sender nust, however,

| B | eave the group at sone time. A sender could, when not a receiver
on the group, start a timer per multicast group sent to. The sender
| eaves the 1B group when the tiner goes off. It restarts the timer

i f another nessage is sent.

Thi s suggestion does not apply to the IB broadcast group. It also
does not apply to the IB group corresponding to the all-hosts

mul ticast group. An |IPv4 host nust always remain a nenber of the
br oadcast group.

An I P nulticast receiver IB |eaves the corresponding IB nulticast
group when it IP_|eaves the IP nmulticast group. 1In the case of |Pv4
i mpl ement ation, the receiver may choose to continue to be a sender
(level 1 conpliance), in which case it may choose not to IB_l eave the
I B group but start a tiner as expl ai ned above.

As noted el sewhere, the SM can choose to free up the resources (e.g.
routing entries in the switches) associated with the | B group when
the last Full Menber |IB | eaves the group. The M.ID therefore becones
invalid for the group. The M.ID can be reassi gned when a new group
is created.
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SendOnl yNonMenber / NonMenber ports caching the MLID need to avoid this
possibility. The way out is for themto request group delete
reports. An IP router requesting reports for all groups need not
request the delete report since an IB join in response to a create
report will return the new M.ID association to it.

A router might prefer to IB leave the IB nulticast group when there
are no nenbers of the IP nulticast address in the subnet and it has
no explicit know edge of any need to forward such packets.

4.3. Transni ssion of |PolB Packets

The encapsul ation of I P packets in InfiniBand is described in
[ RFC4391] .

It specifies the use of an 'Ethertype’ value [IANA] in all |PolB
communi cati on packets. The link-layer address is conprised of the
G D and the Queue Pair Nunber (QPN) [ RFC4391].

To enabl e | Pol B subnets to span across multiple | B-subnets, the
specification utilizes the A D as part of the |ink-layer address
Since all packets in IB have to use the Local Ildentifier (LID), the
address resolution process has the additional step of resolving the
destination G D, returned in response to Address Resol ution Protocol
(ARP) / Nei ghbor Discover (ND) request, to the LID [RFC4391]. This
phase of address resolution mght also be used to determ ne other
essential paraneters (e.g., the SL, path rate, etc.) for successfu

I B conmmuni cati on between two peers.

As noted earlier, all communication in the |PolB subnet derives the
Q Key to use fromthe Q Key specified in the broadcast group.

4.4. Reverse Address Resol ution Protocol (RARP) and Static ARP Entries

RARP entries or static ARP entries are based on invariant |ink
addresses. In the case of IPolB, the Iink address includes the QPN,
whi ch ni ght not be constant across reboots or even across network
interface resets. Therefore, static ARP entries or RARP server
entries will only work if the inplenentation(s) using these options
can ensure that the QPN associated with an interface is invariant
across reboots/network resets [ RFC4391].
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4.

8.

5.

1

DHCPv4 and | Pol B

DHCPv4 [ RFC2131] utilizes a 'client identifier’ field (expected to
hold the link-layer address) of 16 octets. The address in the case
of IPolBis 20 octets. To get around this problem |PolB specifies
[ RFC4390] that the 'broadcast flag’ be used by the client when
requesting an | P address.

QS and Rel ated | ssues

The 1B specification suggests the use of service levels for |oad

bal anci ng, QS, and deadl ock avoi dance within an IB subnet. But the
I B specification | eaves the usage and node of determination of the SL
for the application to decide. The SL and list of SLs are avail able
inthe SA but it is up to the endnode’s application to choose the
"right’ val ue.

Every I PolB inplenentation will deternine the rel evant SL val ue based
on its own policy. No nethod or process for choosing the SL has been
defined by the |IPolB standards.

Security Considerations
Thi s docunent describes the IB architecture as relevant to I PolB. It
further restates issues specified in other docunents. It does not
itself specify any requirements. There are no security issues
i ntroduces by this docunent. |PolB-related security issues are
described in [RFC4391] and [ RFC4390] .
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