Net wor k Wor ki ng Group E. Rosen
Request for Comments: 4365 Ci sco Systens, Inc.
Cat egory: | nformational February 2006

Applicability Statenent for BGP/ MPLS | P
Virtual Private Networks (VPNs)
Status of This Menp
This meno provides infornmation for the Internet conmunity. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.
Copyright Notice
Copyright (C The Internet Society (2006).
Abst r act
Thi s docunment provides an Applicability Statenent for the Virtua
Private Network (VPN) solution described in RFC 4364 and ot her

docunents listed in the References section

Tabl e of Contents

1. IntroduCti On ... 2
2. SP Provisioning Model . ...... .. . .. . e 4
3. Supported Topologies and Traffic Types ............. ... ... ........ 6
4. |sol ated Exchange of Data and Routing Information ............... 7
5. Access Control and Authentication ........... ... .. .. ... .. ........ 9
6. Security Considerati oOns ........ ... ... 9
6.1. Protection of User Data ........... ...y 9
6.2. SP SecuUrity MeasUreS .. ...ttt e e e 10
6.3. Security Franmework Tenplate .......... ... ... ... ... ... ... 12
7. AdAreSSi NG . .o 18
8. Interoperability and Interworking ......... ... ... . ... . ... ... 19
9. NetWOrK ACCESS ..ot e 19
9.1. Physical/Link Layer Topology ........ ... ... 19
9.2, TenPOrary ACCESS ..t i e 19
9.3. Access ConnectiVity ... ... 20
10, SEr Vi CE ACCESS o ittt ittt e e e 21
10. 1. Internet ACCESS ...ttt e e e 21
10. 2. Oher ServiCes .. ... 21
11. SP ROULT NG .o e 22
12, Mgration [ npact . ... ... 22
13. Scalabi lity ... . 23
14, QOS, SLA .. 26

Rosen I nf or mat i onal [ Page 1]



RFC 4365 Applicability Statenent for BGP/ MPLS | P VPNs February 2006

15, MANAgEMEBNL .. e 27
15.1. Managenent by the Provider ........ ... .. . . .. . . . . 27
15. 2. Managenent by the Customer ............ ... . .. ... .. 28
16. Acknow edgemBnt S . . ... 28
17. Normative References . ..... .. ... e 29
18. Informative References ....... ... . . . . i 29

1. Introduction

Thi s docunment provides an Applicability Statenent for the Virtua
Private Network (VPN) solution described in [ BGP- MPLS-1P-VPN and

ot her docunents listed in the References section. W refer to these
as "BGP/MPLS | P VPNs", because Border Gateway Protocol (BGP) is used
to distribute the routes, and Miltiprotocol Label Sw tching (MPLS) is
used to indicate that particul ar packets need to follow particul ar
routes. The characteristics of BGP/ MPLS I P VPNs are conpared with
the requirenents specified in [L3VPN- REQS] .

A VPN service is provided by a Service Provider (SP) to a custoner
(sonmetines referred to as an enterprise). BG/ MPLS IP VPNs are
i ntended for the situation in which

- The custoner:
* uses the VPN only for carrying | P packets.

* does not want to nanage a routed backbone; the customer may
be using routing within his sites, but w shes to outsource
the inter-site routing to the SP

* wants the SP to make the backbone and its routing conpletely
transparent to the customer’s own routing.

If the customer has a routed infrastructure at his sites, he
does not want his site routing algorithms to need to be aware
of any part of the SP backbone network, other than the

Provi der Edge (PE) routers to which the sites are attached.
In particular, the custoner does not want his routers to need
to be aware of either the native structure of the SP backbone
or an overlay topol ogy of tunnels through the SP backbone.

- The Service Provider:
* has an | P backbone, with MPLS-enabl ed edge routers, and

possi bly (though not necessarily) with MPLS-enabl ed core
routers.
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* wants to provide a service that neets the customner
requi renents above

* does not want to maintain a distinct overlay topol ogy of
tunnel s for each custoner.

The basic principle is to nodel each VPN as a sel f-contained
"internet", where each site nakes one or nobre access connections to
an SP, sends the SP its routing information, and then relies on the
SP to distribute routing information to and fromthe other sites in
that same VPN. The service differs fromlnternet service, however,
in that the SP strictly controls the distribution of this routing
information so that routes fromwithin a VPN are not sent outside the
VPN, unless that is explicitly authorized by the customer. |In fact,
even within the VPN, the distribution of routes nay be controlled by
the SP so as to neet sone policy of the custoner.

The routers at a given custoner site need not be routing peers of the
routers at other custoner sites, and i ndeed need not know anyt hi ng
about the internal structure of other custoner sites. In fact,
different routing protocols may run at the different sites, with each
site using whatever protocol is nost appropriate for that particul ar
site.

I f EBGP (the BGP procedures used between BGP speakers fromdifferent
Aut ononbus Systens) is used on the access |inks that connect a

Provi der Edge router (PE router) to a Custoner Edge router (CE
router), then the SP and the custonmer do NOT peer in any Interior
Gat eway Protocol (1GP), i.e., intra-domain routing algorithn.

BGP/ MPLS | P VPNs are optimized for the situation in which a custoner
(an enterprise) expects a service provider to operate and naintain
the custoner’s "backbone" (i.e., the custonmer’'s inter-site routing).
As such, the service provider becones a "business partner" of the
enterprise. The technical nechanisns accommpdate the case in which a
nunber of closely cooperating SPs can jointly offer the VPN service
to a custoner, in that the BGP-based route distribution mechanisnms
can operate between different SPs. |If a set of SPs has sufficient
agreements with respect to Quality of Service (QS), Service Level
Agreenment (SLA), etc., then the custoner’s VPN could have sites
attached to different SPs fromthat set.

[ BGP- MPLS-1 P-VPN] specifies the inter-AS (Autononous System
mechani snms that allow a single VPN to have sites attached to
different SPs. However, the design center is not an environment
where a given VPN is spread anong a very | arge nunber (e.g.
hundr eds) of SPs.
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In cases where renote offices, individual telecommuters, etc., nust
use the public Internet to access the VPN, it is possible to "tunnel"
the renote traffic to a PE router, and the PE router will treat the
traffic as if it had arrived over an interface connected to the PE
Renot e Poi nt-to-Point Protocol (PPP) connections can be tunneled via
Layer 2 Tunneling Protocol (L2TP) to a PE router; I|IPsec tunnels can
al so be used to tunnel traffic to a PE router across the public
Internet. O course, when the public Internet is used, issues such
as QS and SLAs nust be carefully considered.

Some customers want to connect their sites over the public Internet,
creating a VPN "virtual backbone", purchasing connectivity for a
given site fromwhatever Internet Service Provider (I1SP) offers the
best price for connecting that site. A BGP/MPLS IP VPN is not an
appropriate solution for such custoners; they instead need to

consi der solutions (either custoner-managed or provider-nanaged) that
interconnect their sites via an overlay of secure tunnels across the
Internet. (See, for exanple, [IPSEC VPN .)

Sone custoners who do not want to connect their sites via secure
site-to-site tunnels across the Internet may neverthel ess want to

mai ntai n conplete control over the routing in their VPN backbone.
These custoners will not want a "managed routing service" such as is
provi ded by BG/ MPLS I P VPNs, since that hides all details of the
backbone routing and topol ogy fromthe custoner. Rather, they may
prefer a "virtual router" service, in which the tunnels through the
SP networks are visible as links to the custonmer’s routing al gorithm
(See, for exanple, [VR VPN .)

2. SP Provisioning Mdel

If a particular VPN attaches to a particular PE router, the SP nust
configure that PE router with a VPN Routing and Forwardi ng table
(VRF), arouting table that is specific to the specified VPN. (This
is known as a VPN Forwarding Instance (VFI) in the | anguage of

[ L3VPN- REQS] and [L3VPN- FRMARK].) Each interface or sub-interface at
that PE that attaches to a site in the specified VPN (i.e., each

| ocal access link of that VPN) nust be configured so as to be

associ ated with that VRF. Each such interface may be unnunbered or
may be assigned an address that is unique within the VPN s address
space. |In general, a routing algorithmneeds to be run on each of
these links (though static routing can be used instead). The routing
al gorithmcan be EBGP, or an | GP such as Routing Infornation Protoco
(RIP) or Open Shortest Path First (OSPF). (IF OSPF is used, the
procedures of [VPN-OSPF] MUST be inmplenented.) |If an IGP is run on
the access links, the 1GP MIST be a separate | GP instance, different

Rosen I nf or mat i onal [ Page 4]



RFC 4365 Applicability Statenent for BGP/ MPLS | P VPNs February 2006

than the I GP i nstance runni ng anong the backbone routers, and
different than the I GP instance running on the access |inks of any
other VPN. Static routing is also allowed.

The VRF is popul ated automatically with routes distributed from
locally attached CE routers via whatever routing algorithmis run on
the PEFCE links. It is also populated automatically with routes
distributed fromother VRFs via BGP. Standard routing decision
processes are used to automatically select the proper routes. Static
configuration of routes in the VRF is optional

Each PE router nust run BGP, and nust be pre-configured with the
identities of a small set of BGP Route Reflectors, with which it is
to peer via IBG. ("IBG" refers to the BGP procedures used between
BGP speakers fromthe sanme Aut ononmous System)

In lieu of using Route Reflectors, one could configure each PE with
the identities of all the other PEs, and set up a full nesh of |BGP
connections. Wile this night be adequate for small networks, it
woul d not scale well to |arge networks; the use of Route Reflectors
is necessary to achieve scalability. See section 4.3.3 of

[ BGP- MPLS-1P-VPN] for a nore conpl ete discussion of the use of Route
Refl ectors, and rel ated scal ability nechanisns such as Qutbound Route
Filtering.

Each VRF nust be configured with three paraneters

- A Route Distinguisher. This is a globally unique 8-byte val ue.
Each VRF may have a uni que Route Distinguisher (RD), or there may
be a single unique RD for an entire VPN. Wen BGP is used to
distribute VPN routing information across the SP backbone, this
value is prepended to the VPN s | Pv4 address prefixes, creating a
new address family, the VPN-1Pv4 address famly. Thus, even when
two VPNs have overl appi ng | Pv4 address spaces, they have uni que
VPN- | Pv4 address spaces

- One or nore Export Route Targets. A Route Target (RT) is a
gl obal | y uni que 8-byte value that BGP carries, as the Extended
Communities Route Target attribute, along with routes that are
exported formthe VRF.

- One or nore Inport Route Targets. This RT is used to sel ect
routes to be inported fromother VRFs into this VRF.

In the sinplest cases and nbpst comon cases, the Export RT, |nport
RT, and RD can be identical, and all VRFs in the same VPN wi ||
distribute routes to each other (a typical intranet). |In nore
conpl ex cases, they can be set differently, allowing a very fine
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degree of control over the distribution of routes anong VRFs. This
can be used to create extranets or to enforce various custoner
policies. In conplicated cases, particular Export RTs can be
assigned to particular routes using router nanagenent nechani sns.
One advantage to not requiring the RD to be the sane as any RT is
that this may allow an RD value to be automatically determ ned for
each VRF; RT values, on the other hand, nust always be confi gured.

Adding a new site to a VPN is a matter of attaching the site’s CE
router to a PE router, configuring the interface, and, if a VRF for
that VPN already exists in the PE router, associating that interface
with the VRF. |If a VRF for that VPN does not already exist in the
PE, then one nust be configured as specified above. Changes to the
configuration of a PE are automatically reflected via BG to the

ot her PEs.

The RTs and RDs are made uni que by being structured as an SP
identifier followed by a nunmber which is assigned by the identified
SP. SPs nay be identified by their AS nunbers, or by a registered IP
address owned by that SP

Al t hough RTs are encoded as BGP Extended Conmunities, the encodi ng
itsel f distinguishes themfrom any other kind of BGP Extended
Communi ty.

3. Supported Topol ogies and Traffic Types

The schene is optimzed for full inter-site connectivity, in the
sense that this is what the sinplest configurations provide.

However, the SP has full control, through the nechani smof Route
Targets, of the distribution of routing infornmation anong the set of
VRFs. This enables the SP to provi de hub-and-spoke or partial nesh
connectivity as well as full mesh connectivity.

Note that, strictly speaking, the schene does not create a topol ogy,
as it does not create |ayer 2 connections anong the sites. |t does,
however, allow for control over the |IP connectivity anong the sites.
It is also possible to constrain the distribution of routing in
arbitrary ways, e.g., so that data fromsite Ato site B nmust travel
through a third site C. (In fact, if it is desired to do so, this

| evel of control can be specified at the granularity of a single
route.)

It is possible for some of the routes froma particular customer site
A to be distributed to one set of renote sites, while other routes
fromsite A are distributed to a different set of renpte sites. This
is done with the Route Target nechani sm previously descri bed.
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Unicast IP traffic is fully supported. Custoner |P packets are
passed transparently.

Multicast IP traffic is optionally supported, if the SP provides the
optional nechani sns of [BGP- MPLS- MCAST-VPN]. There are, however,
scaling inplications to the use of these nmechani sns. D scussion of
these inplications is deferred.

Non-I P traffic is not supported. |f support for non-1P traffic is
necessary, either the SP nust additionally provide a |ayer 2
tunneling service or the customer nust use |IP tunneling.

In general, custoner routers at different sites do not becone routing
peers. However, a custoner nmay, if he so desires, allow routers at
different sites to be routing peers over a link that is NOT part of
the VPN service. Such peering relationships are known as "I GP
backdoors”. To ensure the proper operation of routing when |IGP
backdoors are present, each VPN route that is distributed by the SP
is distributed along with a corresponding routing nmetric. This
enabl es the customer’s I GP to conpare the "backdoor routes" properly
with the routes that use the SP backbone. |In the particular case
where a custoner running OSPF within his sites wi shes to have | GP
backdoors, he should run OSPF on the PE/CE |ink, and the PEs shoul d
run the procedures of [VPN-OSPF]. (The CEs do NOT require any
speci al OSPF procedures.)

4. |sol ated Exchange of Data and Routing Information

The Route Target nmechanismis used to control the distribution of
routing information, so that routes fromone VPN do not get sent to
another. VPN routes are treated by BGP as a different address fanily
than general Internet routes. Routes froma VRF do not get |eaked to
the Internet unless the VRF has been explicitly configured to all ow
it (and this is NOT the default).

The way in which a particular VPN is divided into sites, or the

topol ogy of any particular VPN site, is hidden fromthe Internet and
fromother VPNs. (O course, if a particular site can receive
Internet traffic, and if it responds to traceroute probes fromthe
Internet, then any user of the Internet can | earn sonething about the
site topology. The fact that the site is in a VPN does not nmaeke this
any easier or any harder.)

Simlarly, Internet routes do not get |eaked into the VPN, unless a

VRF of that VPN is explicitly configured to inport the I|nternet
rout es.
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Proper configuration is essential to maintaining the isolation. In
particul ar, each access link nmust be associated with the proper VRF
for that access link, and each VRF nust be configured with the proper
set of RTs.

A nunber of nmeans for exchanging reachability information between the
PE and CE devices are supported: static routing, EBGP, and RIP are
supported by the procedures of [BGP-MPLS-IP-VPN]. |If the procedures
of [VPN-OSPF] and [ OSPF-2547-DNBI T] are inplenmented, OSPF nay be
used. |If OSPF is used between two VPN sites that are in the sane
OSPF area, and if it is desired for routes over the VPN backbone to
be preferred to the OSPF intra-site routes, then the "sham|li nk"
procedures of [VPN-OSPF] nust be used.

The routing protocols used anong the custonmer routers are not in any
way restricted by the VPN schene, as whatever |GP is used within the
VPN, the PE/ CE access links may run EBGP, or may otherw se be in a
different routing donmain than the site’'s internal |inks.

BGP is used for passing routing informati on anong SPs. BGP nay be
aut henti cated by use of the TCP MD5 option, or by operating through
an | Psec tunnel

Data traveling between two custonmer sites is encapsulated while in
transit through the backbone. The encapsul ation contains sufficient
informati on to ensure that the packet is sent to the proper PE
router, and then, in conjunction with the VRF and related information
at that PE, to the proper CE routers.

If two VPNs attach to the sane PE, there is strict separation of
forwarding at that PE, as well as strict separation of the routing
i nformation.

Isolation of traffic is simlar to that provided by classical L2 VPNs
whi ch are based on Frame Rel ay or Asynchronous Transfer Mde (ATM.
As in classical L2 VPNs, the custoner nust rely on the SP to properly
configure the backbone network to ensure proper isolation and to

mai ntain the security of his conmunications gear.
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5.

6.

6.

Access Control and Authentication

No particul ar means of PE/ CE authentication is specified for BGP/ MPLS
I P VPNs. PE/ CE nutual authentication rmay be done via any nechani sm
supported by the routing protocol in which the CE and PE are peers
(e.g., use of the TCP MD5 authenticati on when the PE/ CE protocol is
BGP), or by any other nechanismthat nay be desired. Wth such
mechani sms in place, a CE may not join a VPN until the CE
authenticates itself to the Service Provider.

There is, however, no standardized nethod that requires a CE to
authenticate itself to the custoner network (rather than to the SP)
before the CEis allowed to join the VPN. This is for further study.

No particular nmeans is specified for controlling which user data
packets can be forwarded by BGP/ MPLS | P VPNs. BGP/MPLS I P VPNs are
compati ble with Access Control Lists (ACLs) and any other filtering
features that are supported on the PE routers. Routing can be set up
so that extranet traffic is directly through a firewall, if that is
desi red.

It is possible for various sorts of "tunnel interfaces" to be
associated with a VRF. In this case, whatever authentication is
natively used in the establishnment of the tunnel interface may be
used. For exanple, an |IPsec tunnel can be used as an "access |ink"
to attach a renote user or site to a VRF. The authentication
procedure in this case is part of |Psec, not part of the VPN schene

Where L2TP is used, each PPP session carried in an L2TP tunnel can be
associated with a VRF. The SP's Authentication, Authorization, and
Accounting (AAA) server can be used to deternmine the VPN to which the
PPP session bel ongs, and then the customer’s AAA server can be given
the opportunity to authenticate that session as well.

Security Considerations
1. Protection of User Data

No particul ar means of ensuring user data security is specified for
BGP/ MPLS | P VPNs.

The optional procedures of [MPLS/ BGP-I1Psec] may be used to provide
aut hentication and/ or encryption of user data as it travels fromthe
ingress PE to the egress PE. However, the data is exposed at those
two PEs, as well as on the PE/ CE access links.

Rosen I nf or mat i onal [ Page 9]



RFC 4365 Applicability Statenent for BGP/ MPLS | P VPNs February 2006

The custoner may provide his own user data security by using |Psec
tunnel s that terminate within the customer sites. Such tunnels are
transparent to the VPN schenme. Schenes that discover the renote
tunnel endpoints automatically and then set up the tunnels
automatically as needed are the best fit with this VPN technol ogy.
Note that there is no requirenent in general that |Psec tunnels

bet ween custoner sites terminate at CE routers

The use of end-to-end transport node | Psec by the custoner is al so
transparent to the VPN schene. |In fact, the VPN schene is conpatible
with any use of security by the custonmer, as long as a cleartext IP
header is passed from CE to PE

Wien data nust cross the Internet to reach the ingress PE router

| Psec tunnels between the end user and the PE router can be used; the
PE router nust then associate each I Psec tunnel with the proper VRF.
This association would have to be based on user-specific information
provided by the Internet Key Exchange (I KE) protocol, such as a VPN
id.

If data is going fromone SP network to another, and nust cross the
public Internet to get between those two networks, |Psec tunnels can
be used to secure the data. This would require bilateral agreenent
between the two SPs. BGP connections can al so be passed t hrough an
| Psec tunnel if this is deenmed necessary, in order to protect user
data, by a pair of SPs. QS/SLA factors would have to be carefully
considered in this case

6.2. SP Security Measures

The SP is responsible for preventing illegitinate traffic from
entering a VPN. VPN traffic is always encapsul ated while traveling
on the backbone, so preventing illegitimate traffic is a matter of
ensuring that the PE routers to the encapsul ati on/ decapsul ati on
correctly and that encapsul ati ons have not been "spoofed", i.e., that

t he encapsul ated packets were actually encapsul ated by PE routers.

This requires the SP to take various security nmeasures. The PE and P
routers nust thensel ves be secure against break-ins (either from
sonmeone physically present or fromthe Internet), and neither P nor
PE routers should formrouting adjacencies to other P or PE routers
wi t hout benefit of sone kind of security. This may be authentication
in the |GP, or physical security.
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The PE/ CE access |ink should be secured in sone nanner, though the
provider may make it the responsibility of the custoner to ensure
that the CE is secure fromconpronmise. |If the PE/CE access link is a
tunnel over the Internet, then of course sone sort of authentication
prot ocol shoul d al ways be used.

Label Distribution Protocol (LDP) sessions and BGP sessions between
PE and/or P routers should be authenticated. This can be done via
the TCP MD5 option or by use of I|Psec.

If the SP is providing the VPN service over an MPLS backbone, it
shoul d not accept MPLS packets fromits external interfaces (i.e.
interfaces to CE devices or to other providers’ networks) unless the
top | abel of the packet was legitimately distributed to the system
fromwhi ch the packet is being received. |f the packet’s inconing
interface leads to a different SP (rather than to a custoner), an
appropriate trust relationship nmust also be present, including the
trust that the other SP al so provides appropriate security neasures.

If the SPis providing the VPN service by using an | P (rather than an
MPLS) encapsul ation, or if it accepts |P-encapsul ated VPN packets
fromother SPs, it should apply filtering at its borders so that it
does not accept fromother SPs or from customers any |P packets that
are addressed to the PE routers, unless appropriate trust

rel ati onships are in place.

Crypt ographi ¢ authentication of the encapsul ated data packets is
certainly advant ageous when there are nultiple SPs providing a single
VPN.

When a dynamic routing protocol is run on the link between a CE
router and a PE router, routing instability in the private network
may have an effect on the PE router. For exanple, an unusually Iarge
nunber of routing updates could be sent fromthe CE router to the PE
router, placing an unusually | arge processing |oad on the PE router
This can potentially be used as a Denial -of -Service (DoS) attack on
the PE router.

This issue can be mitigated via resource partitioning in the PE, in
order to limt the anmount of resources (e.g., CPU and nenory) that
any one VPN is permtted to use in PE routers. Also, rate limts may
be applied to the routing traffic sent fromthe CE to the PE
Alternately, when this problemis detected, the CE-to-PE interface
may be shut down.

Net wor k managenent traffic fromthe CE to the PE may be rate linited

(for example, to prevent network nanagenment traffic fromCE to PE to
be used in a DoS attack).
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6.3. Security Framework Tenpl ate

Section 9 of [L2VPN SEC- FRMARK] provides "a brief tenplate that may
be used to evaluate and sunmari ze how a gi ven PPVPN [ Provi der -
Provi sioned Virtual Private Network] approach (solution) neasures up

agai nst the PPVPN Security Franework". It further states "an
eval uation using this tenplate should appear in the applicability
statenment for each PPVPN approach". The purpose of this subsection

is to provide the information in the formrequired by this tenplate.
Security requirenments that are relevant only to L2VPNs are not
applicable and are not further discussed.

- Does the approach provides conplete | P address space separation
for each L3VPN?

Yes.

The I P address prefixes froma particular VPN appear in their
native formonly in routing tables that are specific to the
particular VPN. They are distributed in their native formonly
by routing instances that are specific to the particular VPN
When address prefixes fromdifferent VPNs are conbined into a
common table, or distributed by a common nechani sm the address
prefixes are first prepended with a Route Distinguisher (RD)
The RDis a 64-bit quantity, structured so that globally unique
RD val ues can easily be created by an SP. As long as no two VPNs
are assigned the sane RD val ue, conplete |IP address space
separation is provided. It is however possible for an SP to

m sconfigure the RD assignments.

- Does the approach provide conplete | P route separation for each
L3VPN?

Yes.

The distribution of routes is controlled by assigning inport and
export Route Targets (RTs). A route that is exported froma VRF
carries an RT specified by the SP as an export RT for that VRF.
The route can be inported into other VRFs only if the RT that it
carries has been configured by the SP as an inport RT for those
other VRFS. Thus, the SP has conplete control over the set of
VRFs to which a route will be distributed. It is of course
possi ble for the SP to nisconfigure the RT assignnents.
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Rosen

Does the approach provide a nmeans to prevent inproper cross-
connection of sites in separate VPNs?

This requirenment is addressed in a way that is beyond the scope
of the VPN nechani sns.

In BGP/MPLS | P VPNs, an SP nmakes a particular site part of a
particular VPN by configuring the PE router’s interface to that
site to be associated with a particular VRF in that PE. The VRF
is configured with inport and export RTs, and it is the way in
which VRFs are configured with RTs in the various PEs that
results in a particular set of sites being connected as a VPN

Connecting the sites properly in this way is regarded as a
net wor k managenent function, and the VPN schenme itself does not
provide a neans to prevent misconfiguration

The VPN schene does not provide any particular nmethod for
ensuring that a given interface froma PE leads to the CE that is
expected to be there. |If a routing algorithmis run on a
particular PE/CE interface, any security procedures that the
routing algorithmprovides (e.g., MD5 authentication of BGP
sessions) can be used; this is outside the scope of the VPN
schenme. Al so, a CE can attach to a PE via an |IPsec tunnel, if
this is desired, for a greater degree of security.

Does the approach provide a nmeans to detect inproper cross-
connection of sites in separate VPNs?

The base specifications for BGP/ MPLS | P VPNs do not provide a
means for detecting that a site has been connected to the wong
VPN. However, the optional procedure specified in [ CE-VER F]
does provide such a neans. Basically, each PE obtains, via
protocol, a secret fromeach CEto which it is directly attached
When the routes froma given CE are distributed, the secret from
that CE is attached as an attribute of the route. This secret
will ultimately be distributed to any other CE that receives any
route fromthe given CEE. A CE that is not supposed to be part of
a given VPN will not know the right secret, and if it is
connected to the given VPN the other CEs in that VPN will realize
that a CE that doesn’'t know the proper secret has been connected
to the VPN

Does the approach protect against the introduction of
unaut hori zed packets into each VPN?

We nust | ook separately at the various points at which one m ght
attenpt to introduce unauthorized packets.
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* Packets arriving at a PE over a PE/CE interface

If a given PE is directly connected to a given CE, the PE

wi |l accept any packets that the CE sends it. The VPN schene
has no special procedures for determ ning that these packets
actually cane fromthe CE. However, various neans of
securing the PE/ CE connection can be used (for instance, the
PE and CE can be connected by an |IPsec tunnel) if desired.
That is, this aspect of the requirenent can be addressed by
means that are outside the scope of the VPN specification

Once a packet has been accepted froma CE by a PE, the packet
is routed according to the VRF associated with that PE s
interface to that CE. Such packets can only be sent al ong
routes that are in that VRF. There is no way a packet froma
CE can be routed to an arbitrary VPN. |In particular, there
is nothing a VPN user can do to cause any particul ar packet
to be sent to the wong VPN. So this aspect of the
requirenent is fully addressed.

Packets arriving at a PE over an interface fromthe backbone

The optional procedures of [MPLS/ BGP-I1Psec] can be used to
ensure that a packet that is received by a PE fromthe
backbone will not be recognized as a VPN packet unless it
actually is one. Those procedures also ensure that a

recei ved VPN packet came froma particular PE and that it
carries the MPLS | abel that that PE put on it. These
procedures protect the packet fromingress PE to egress PE,
but do not protect the PE/CE interfaces.

If the optional procedures of [MPLS/ BGP-IPsec] are not used,
then the follow ng considerations apply.

Undet ected corruption of the routing information carried in a
packet’s VPN encapsul ation can result in msdelivery of the
packet, possibly to the wong VPN

If a packet enters an SP's network on an interface other than
a PE/CE interface, the SP should ensure that the packet

ei ther does not |ook |like a VPN packet or else is not routed
to a PE router. This can be done in a variety of ways that
are outside the scope of the VPN schene. For exanmple, IP
packets addressed to the PE routers can be filtered, MPLS
packets (or, e.g., MPLS-in-1P) fromoutside the SP network
can be refused, etc.
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In the case of a multi-provider L3VPN backbone, the SP will
have to know which interfaces lead to SPs that are VPN
partners, so that VPN packets can be allowed to flow on those
i nterfaces.

If the public Internet is used as the L3VPN backbone,
protection agai nst unaut horized packets cannot be achi eved by
t he above neasures. |Psec tunnels should always be used to
carry VPN traffic across the public Internet.

Does the approach provide confidentiality (secrecy) protection
sender authentication, integrity protection, or protection
agai nst replay attacks for PPVPN user data?

If these are desired, they must be provided by nechani sns that
are outside the scope of the VPN nechani sms. For instance, the
users can use secure protocols on an end-to-end basis, e.g.

| Psec, Secure Shell (SSH), Secure Sockets Layer (SSL), etc.

Does the approach provide protection agai nst unauthorized traffic
pattern analysis for PPVPN user data?

Preventing an observer fromobtaining traffic pattern analysis
fromthe SP network is beyond the scope of the VPN nechani sns.

Do the control protocol (s) used for each of the follow ng
functions provide for nmessage integrity and peer authentication?

* VPN nenbershi p di scovery

This requirenent is fully satisfied. Menbership discovery is
done by means of BGP. Control nessage integrity and peer

aut hentication in BGP nay be achi eved by use of the TCP M5
option.

* Tunnel establishnment

The answer to this question depends of course on the tunne
protocol and tunnel establishment protocol; a variety of
different tunneling schemes can be used in BGP/ MPLS | P VPNs.
Thus, this question is out of scope.

In the common case where the tunnels are MPLS Label Switching
Routers (LSRs) established by LDP, then control nessage
integrity and peer authentication rmay be achieved by use of
the TCP MD5 opti on.
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* VPN topol ogy and reachability adverti senent

Wth respect to PE-PE interactions, the relevant contro
protocol is BGP, so control nessage integrity and peer
aut henti cati on can be achieved by use of the TCP MD5 opti on.

Wth respect to CE-PE interactions, the answer depends on the
protocol used for exchanging informati on between PE and CE

as the security nmechanisnms (if any) of those protocols would

need to be used. In the commopn case where the PE/ CE protoco

is BGP, the TCP MD5 option can be used.

VPN provi si oni ng and nanagenent

The protocols procedures for provisioning VPNs and nmanagi ng
the PE routers are outside the scope of the VPN schene.

VPN nonitoring and attack detection and reporting

The protocol s and procedures for nmonitoring the VPNs are
out si de the scope of the VPN schene.

- What protection does the approach provi de agai nst PPVPN- specific
DoS attacks (i.e., inter-trusted-zone DoS attacks)?

Rosen

* Protection of the service provider infrastructure agai nst

Data Pl ane or Control Plane DoS attacks originated in a
private (PPVPN user) network and ai med at PPVPN nmechani sns.

The PE/CE interfaces of a given VPN will generally be
addressable fromwithin that VPN. Apart fromthat, a user
within an L3VPN has no nore access to the service provider

i nfrastructure than does any user of the Internet.

Therefore, we will focus in this section on possible DoS
attacks against a PE router that may occur when traffic from
within a VPN is addressed to a PE router

A user within the VPN may address traffic to a PE router and
may attenpt to send an excessive anmount of traffic to it.
Presumably, the PE routers will not accept unauthorized TCP
connections or Sinple Network Management Protocol (SNWP)
commands, so such traffic will be thrown away; the danger is
that the PE may need to use a significant proportion of its
capacity to discard such traffic. However, this case is no
different than the case of any SP access router that attaches
to subscriber equi pnent. The presence of the VPN nechanisns
does not nake the PE any nore or |ess vulnerable to DoS
attacks fromarbitrary end users.
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* Protection of the service provider infrastructure agai nst

Data Pl ane or Control Plane DoS attacks originated in the
Internet and ai med at PPVPN nechani sns.

DoS attacks of this sort can be prevented if the PE routers
are not addressable fromthe Internet. Alternatively, an SP
can apply address filtering at its boundaries so that packets
fromthe Internet are filtered if they are addressed to a PE
router.

Protection of PPVPN users against Data Plane or Control Pl ane
DoS attacks originated fromthe Internet or from other PPVPN
users and ai ned at PPVPN nmechani sns.

Mechani sns al ready di scussed prevent users in a VPN from
recei ving packets fromthe Internet, unless this is
specifically allowed. 1In the case where it is specifically
allowed, it is no different than any other situation in which
a network is connected to the Internet, and there is no
special vulnerability to DoS attacks due to the L3VPN

nmechani sns.

There is nothing to prevent a user in a VPN from nounting a
DoS attack agai nst other users in the VPN. However, the
L3VPN mechani sns nake this neither nore nor |less likely.

- Does the approach provide protection agai nst unstabl e or
mal i ci ous operation of a PPVPN user network?

Rosen

* Protection against high levels of, or nalicious design of,

routing traffic from PPVPN user networks to the service
provi der networKk.

If a dynanmic routing algorithmis running on the PE CE
interface, it can be used to nount an attack on the PE
router, by having the CE present the PE with an excessive
nunber of routing events. |f an end user within a VPN
successfully attacks the routing algorithmof the VPN, that

nm ght also result in an excessive nunber of routing events
being seen by the PE router. This sort of attack can be
aneliorated by having the PElimt the anpbunt of its
resources that can be expended processing routing events from
a particular VPN. If the PE/CE routing algorithmis BGP

t hen such nmechani sms as route flap danping nmay be appropriate
as wel .
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7.

* Protection against high levels of, or nalicious design of,
net wor k managenent traffic from PPVPN user networks to the
service provider network

A user in a BGP/MPLS IP VPN has no nore ability than any
Internet user to send nanagenent traffic to the service
provi der networKk.

* Protection against worns and probes originated in the PPVPN
user networks, sent towards the service provider network

A user in a BGP/MPLS IP VPN has no nore ability than any
Internet user to send worns or probes to the service provider
net wor k.

Addr essi ng

Overl appi ng custoner addresses are supported. There is no

requi renent that such addresses be in confornmance with [ RFC1918].
There is no requirenent that custoner VPN addresses be distinct from
addresses in the SP network.

Any set of addresses used in the VPN can be supported, irrespective
of how they are assigned, how well they aggregate, and whether they
are public or private. However, the set of addresses that are
reachable froma given site nust be uni que

Net wor k address translation for packets |eaving/entering a VPN is
possible and is transparent to the VPN schene.

There is nothing in the architecture to preclude the nmechani sns from
bei ng extended to support |Pv6, provided that the appropriate |Pv6-
capable routing algorithms are in place. That is, PE/ CE routing nust
support | Pv6, and the PE-PE BGP nust support the | abeled | Pv6 address
famly. The latter has not been specified, but its specification is
obvi ous fromthe specification of the |abeled | Pv4 address fanmily

The 1 GP used in the SP backbone need not be | Pv6 capable in order to
support custoner |Pv6 networks.

In theory, the sanme could be said of other network |layers, but in
practice a customer who has non-1P traffic to carry nust expect to
carry it either in site-to-site IP tunnels or using sonme additiona
service (such as a layer 2 service) fromthe SP

Layer 2 addresses and identifiers are never carried across the SP
backbone.
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9.

9.

9.

No restrictions are placed on the custoner’s addressi ng schenes or
policies. Note though that the SP may place restrictions on the
nunber of routes froma given custonmer site, or may charge
differentially depending on the nunber of such routes, and such
restrictions may have inplications for the custoner’s addressing
schene. In particular, addressing schenes that facilitate route
aggregation on a per-site basis will result in the nost efficient use
of the SP's resources, and this may be reflected in SP charging
poli ci es.

Interoperability and I nterworking

Interoperability should be ensured by proper inplenentation of the
publ i shed standar ds.

Direct PE-PE interworking over the SP backbone with other VPN
solutions is not supported.

As all the different types of L3VPNs are | P networks, they can of
course interwork in the sane way that any two | P networks can
interwork. For exanple, a single site can contain a CE router of one
VPN schene and a CE router of another VPN scheme, and these CE
routers could be I GP peers, or they nmight even be the sane CE router
This would result in the redistribution of routes fromone type of
VPN to the other, providing the necessary interworking.

Net wor k Access
1. Physical/Link Layer Topol ogy

The architecture and protocols do not restrict the Iink [ayer or the
physi cal layer in any manner.

2. Tenporary Access

Tenporary access via PPP is possible, using industry standard PPP-
based aut hentication nmechani sns. For exanpl e:

- Adial-up user (or other PPP user) is authenticated by the PE
using the SP’s AAA server, based on a login string or on the
nunber di al ed.

- The SP's AAA server returns a VPN-id to PE

- The PE assigns the user to a VRF, based on that VPN d.
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- The user is then authenticated by a AAA server within the VPN
(i.e., managed by the customer rather than by the SP). This AAA
server would typically be addressed through the VRF (i.e., nmay be
in VPN s private address space).

- The user gets disconnected if either authentication step is
unsuccessf ul

| Psec access to a VRF is also possible. In this case, the security
association is between the end user and the SP

In these ways, a user can access a BGP/MPLS IP VPN via the public
I nternet.

There is no explicit support for mobility, other than what is stated
above.

9.3. Access Connectivity

Homing of a CEto two or nore PEs is fully supported, whether or not
the PEs are on the sane SP networKk.

If a CEis connected to two or nore PEs, all its PE/CE |inks can be
used to carry traffic in both directions. |In particular, traffic
fromdifferent ingress PEs to a particular CE may arrive at that CE
over different PE/CE links. This depends on the backbone network
routi ng between the CE and the various ingress PEs.

If a VRF on a particular ingress PE contains several routes to a
particul ar destination, then traffic fromthat ingress PE can be

split anong these routes. |If these routes end with different PE CE
links, then traffic fromthat ingress PE will be split anong those
I'inks.

BGP contains a nmultitude of knobs that allow an SP to control the
traffic sent on one PE/CE |link as opposed to the other. One can also
make use of the Link Bandwi dth extended comunity [BGP-EXT-COW to
control how traffic is distributed anong multiple egress PE/ CE |inks.

The VPN scheme is of course conpatible with the use of traffic

engi neering techni ques, Resource Reservation Protocol - Traffic
Engi neering (RSVP-TE) based or otherwi se, in the backbone network.
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10.

10.

10.

Servi ce Access
1. I nt ernet Access

Internet access and VPN access are possible fromthe sanme site. This
is even possible over the sane interface, as long as the VPN s

i nternal addresses are distinct fromthe addresses of the systens
that nust be reached via the Internet. This requires only that
Internet routes as well as VPN routes be inported into the VRF
associated with that interface. This may be as sinple as putting a
default route to the Internet into that VRF.

The "route to the Internet” that is in a particular VRF need not |ead
directly to the Internet; it may lead to a firewall or other security
device at another site of the VPN. The VPN customer can cause this
to happen sinmply by exporting a default route fromthe site with the
firewall. Generally, a site with a firewall will use a different
virtual interface for Internet access than for VPN access, since the
firewall needs to distinguish the "clean interface" fromthe "dirty

i nterface".

In such a configuration, the custoner would export his routes to the
Internet via the firewall’s dirty interface, but would export the
sane routes to the VPN via the clean interface. Thus, all traffic
fromthe Internet would cone through the dirty interface, then
through the firewall, and possibly go to another VPN site though the
clean interface. This also allows any necessary Network Address
Transl ation (NAT) functionality to be done in the firewall.

2. Oher Services

Any externally provided service can be accessed fromthe VPN

provided that it can be addressed with an address that is not
otherwise in use within the VPN. Access can be firewalled or non-
firewalled. |If the client accessing the service does not have a
globally unique | P address, and a single server provides a service to
multiple VPNs, NAT will have to be applied to the client’s packets
before they reach the server. This can be done at a custoner site,

or by a VRF-specific NAT function in a PE router.
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11.

12.

SP Routi ng

Routi ng through the backbone is independent of the VPN schene and is
unaffected by the presence or absence of VPNs. The only inpact is
that the backbone routing nust carry routes to the PE routers.

The VPN routes thensel ves are carried in BGP as a distinct address
famly, different than the address fanmily that is used to carry
"ordinary" IP routes. These routes are passed from PE router to
Route Reflector to PE router, and are never seen by the P routers.
The Route Reflectors that carry the VPN routes can be entirely
separate fromthe Route Reflectors that carry the "ordinary" IP
rout es.

The fact that two PE routers support a common VPN does not require
those PE routers to forman | GP routing adjacency between thensel ves.
The nunber of adjacencies in the backbone IGP is independent of and
unrel ated to the nunber of VPNs supported by any set of PE routers.

No VPN-specific protection and restorati on mechani snms are needed;
these are general routing considerations, and the VPN schene is
conpatible with any protection and restoration nmechani sms that may be
avai | abl e.

The SP does not nanage the custoner’s IGP in any way, and routes are
never | eaked between the SP's | GP and any custoner’'s | GP

If the PE/CE protocol is EBGP, the SP and the customer do not ever
participate in a common | GP

M gration | npact

Cenerally, this means replacenment of an existing | egacy backbone with
VPN backbone. The general nigration nechani smwould be to hook up
the sites one at a tine to the VPN backbone, and to start giving the
routes via the VPN backbone preference to routes via the | egacy
backbone. Details depend on the | egacy backbone’s IGP. In general
one woul d have to nmanipulate the IGP nmetrics to provide the proper
route preference.

If the | egacy backbone routing protocol is OSPF, then migration is
best done with OSPF as the PE/ CE protocol and the PE supporting the
[ VPN- OSPF] procedures, OR with BGP as the PE/CE protocol, and the CE
supporting the BGP/ OSPF interaction specified in [ VPN CSPF].

Wth other |egacy backbone routing protocols, the proper metrics nust
be set at the point (PE or CE) where the BGP routes fromthe SP
network are being redistributed into the | egacy | GP
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13.

Scal ability

There is no upper limt on the nunber of VPNs per SP network, as
there is no one box in the SP network that needs to know of all VPNs.
Know edge of a particular VPN is confined to the PE routers that
attach to sites in that VPN, and to the BGP Route Reflectors that
receive routing data fromthose PEs; other systenms naintain no state
at all for the VPN. Note though that there is no need for any one
Rout e Reflector to know of all VPNs.

If the SP is providing the VPN service over an MPLS backbone, then

t he backbone | GP nust carry a host route for every Label Swi tched
Path (LSP) egress node within the routing domain. Every PE router in
the routing domain is an LSP egress node. |If there are VPNs attached
to PE routers that are within the routing domain, as well as PE
routers that are in some second routing domain, then the border
routers | eading towards the second routing domain will also be LSP
egress nodes. Thus, the sum of the nunber of PE routers plus nunber
of border routers within a routing domain is linmted by the nunber of
routes that can be carried within the domain's 1G°. This does not
seemto create any practical scalability issue.

There is no upper limt on the nunber of site interfaces per VPN, as
state for a particular interface is maintained only at the PE router
to which that interface attaches. The nunber of site interfaces per
VPN at a given PE router is limted only by the nunber of interfaces
that that PE router can support.

The nunber of routes per VPN is constrained only by the nunber of
routes that can be supported in BGP, the nunber of routes that can be
mai ntained in the PEs that attach to that VPN, and the nunber of
routes that can be nmaintained in the BGP Route Reflectors that hold
the routes of that VPN

The major constraint in considering scalability is the nunber of
routes that a given PE can support. |In general, a given PE can
support as many VPNs as it has interfaces (including virtua
interfaces or "sub-interfaces", not just physical interfaces), but it
is constrained in the total number of routes it can handle. The
nunber of routes a given PE nust handl e depends on the particul ar set
of VPNs it attaches to, and the nunber of routes in each such VPN,
and the nunber of "non-VPN' Internet routes (if any) that it nust

al so handl e.

The SP may need to engage in significant planning to ensure that
these limts are not often reached. |If these limts are reached, it
may be necessary either to replace the PE with one of |arger capacity
or to reorganize the way in which access links lead from CEs to PEs,
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in order to better concentrate the set of access links fromsites
that are in the same VPN. Rehoming a site to a different PE may not
i nvol ve actual rewiring; if the access technology is switched, this

is a matter of provisioning, but may still be a significant
undertaking. |If it is necessary to have downtime while perfornng
the rehonmi ng, the custoner is inpacted as well. Rehom ng can al so be

done "virtually", by creating a layer 2 tunnel froma CE' s "old" PE
to its "new' PE

An inportant consideration to renenber is that one may have any
nunber of | NDEPENDENT BGP systens carrying VPN routes. This is

unli ke the case of the Internet, where the Internet BGP system nust
carry all the Internet routes. The difference stens fromthe fact
that all Internet addresses nmust be reachable fromeach other, but a
gi ven VPN address is only supposed to be reachable from ot her
addresses in the same VPN

Scalability is also affected by the rate of changes in the
reachability advertisements fromCE to PE, as changes reported by a
CE to its attached PE nay be propagated to the other PEs. BGP
nmechani sms to control the rate of reported changes shoul d be used by
the SP.

Anot her constraint on the nunber of VPNs that can be supported by a
particular PE router is based on the nunber of routing instances that
the PE router can support. |If the PE/CE routing is static, or is
done by BGP, the number of routing protocol instances in a PE device
does not depend on the nunber of CEs supported by the PE device. In
the case of BGP, a single BGP protocol instance can support all CEs

t hat exchange routing information using BGP. |f the PE/CE router is
done via RIP or OSPF, then the PE nust maintain one RIP or OSPF

i nstance per VRF. Note that the nunber of routing instances that can
be supported may be different for different routing protocols.

Inter-AS scenarios constructed according to option (b) of section 10
of [BGP-MPLS-1P-VPN require BGP "border routers” to hold the routes
for a set of VPNs. |If two SPs share in a small nunber of VPNs, a
singl e border router between them provi des adequate capacity. As the
nunber of shared VPNs increases, additional border routers may be
needed to handl e the increased nunber of routes. Again, no single
border router would handle all the routes fromall the VPNs, so an

i ncrease in the nunber of VPNs can al ways be supported by addi ng nore
border routers.

Inter-AS scenarios constructed according to option (c) of section 10
of [BGP-MPLS-1P-VPN] elimnate the need for border routers to contain
VPN routes (thus inproving scalability in that dinmension), but at the
cost of requiring that each AS have a route to the PEs in the others.
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(I'nter-AS scenari os constructed according to option (a) of section 10
of [BGP-MPLS-1P-VPN] do not scale well.)

The solution of [BGP-MPLS-1P-VPN] is intended to sinplify CE and site
operations, by hiding the structure of the rest of the VPN froma
site, and by hiding the structure of the backbone. Thus, CEs need
have only a single sub-interface to the backbone, CEs at one site
need not even be aware of the existence of CEs at another, and CEs at
one site need not be routing peers of CEs at another. CEs are never
routing peers of P routers. These factors help to scale the
customer’s network, but limting the nunber of adjacencies each CE
nmust see, and by linmiting the total nunmber of links that the
customer’s | GP nust handl e.

The solution of [BG>-MPLS-1P-VPN] is also intended to sinplify the
SP’s VPN provisioning, so that potentially the SP will have to do
little nore than say which sites belong to which VPNs. However, as
the system scal es up, planning is needed to deternine which PEs
shoul d home which VPNs, and which BGP RRs shoul d take which VPNs’
routing information.

P routers maintain NO per-VPN state at all; the only requirenent on
themis to maintain routes to the PE routers. Wen MPLS is used, a P
router nust also maintain one nultipoint-to-point LSP for each such
route.

However, certain VPN nulticast schenmes require per-multicast-group
state in the P routers, sumed over all VPNs. Qhers require only no
state in the Prouters at all, but will result in sending nore
unnecessary traffic. The conplete set of tradeoffs for nmulticast is
not that well understood yet.

Note that as the scaling of a particular PEis primarily a matter of
the total number of routes that it nust maintain, scalability is
facilitated if the addresses are assigned in a way that pernmits them
to be aggregated (i.e., if the custoners have a sensibl e addressing
pl an).

Wien a dynamic routing protocol is run on the Iink between a CE
router and a PE router, routing instability in the private network
may have an effect on the PE router. For exanple, an unusually |arge
nunber of routing updates could be sent fromthe CE router to the PE
router, placing an unusually | arge processing |oad on the PE router

This issue can be mitigated via resource partitioning in the PE, in
order to limt the anmount of resources (e.g., CPU and nenory) that
any one VPN is permtted to use in PE routers. Also, rate limts may
be applied to the routing traffic sent fromthe CE to the PE
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Alternately, when this problemis detected, the CE-to-PE interface
may be shut down.

14. QoS, SLA

The provision of appropriate QS capabilities may require any
conbi nation of the foll ow ng:

- Q@S in the access network.

- Admission control (policing) by the PE router on the ingress
access |inks.

- Traffic conditioning (shaping) by the PE router on the ingress
access |inks.

- Traffic engineering in the backbone.

- Intserv/diffserv classification by the PE, for traffic arriving
fromthe CE. Once the PE classifies the user packets, this
classification needs to be preserved in the encapsul ati on (MPLS
or I P) used to send the packet across the backbone.

- Differentiated Services Codepoi nt (DSCP) nmappi ng.
- DSCP transparency.
- Random Early Discard in the backbone.

None of these features are VPN-specific. The ability to support them
depends on whether the features are available on the edge and core
pl atforns, rather than on any particular VPN schene.

MPLS support for differentiated services is detailed in RFC 3270
[ MPLS- DI FFSERV]. DSCP nmappi ng and transparency are covered in
section 2.6 of that docunent.

It is possible to use traffic engineering to provide, e.g.
guar ant eed bandwi dth between two PEs for the traffic of a given VPN
The VRF entries for that VPN in each PE need to be nodified so that
the traffic to the other PE is directed onto the traffic-engi neered
path. Howthis is done is a local matter

BGP/ MPLS | P VPNs can support both the "hose nodel " and the "pipe

nmodel " of QS. |In the "pipe nodel", a particular quality of service
(e.g., a guaranteed amount of bandwi dth) would be applied to all or
some of the packets traveling between a given pair of CEs. In the
"hose nodel ", a particular quality of service (e.g., a guaranteed

Rosen I nf or mat i onal [ Page 26]



RFC 4365 Applicability Statenent for BGP/ MPLS | P VPNs February 2006

15.

15.

anount of bandwi dth) would be applied to all traffic to or froma
particular CE, irrespective of which other CE the traffic is going to
or coming from Since BGP/ MPLS I P VPNs do not usually nake use of
CE- CE tunnels, the hose nodel is the nore natural fit. Providing the
pi pe nodel would require the use of traffic engineering to explicitly
create the necessary tunnels.

Many of the requirements specified in [L3VPN-REQS] stipulate that the
Net wor k Moni toring System (NMBS) shoul d support SLA nonitoring and
verification between the SP and the various customers by measurenent
of the indicators defined within the context of the SLA. The

measur enent of these indicators (i.e., counters) can be achi eved when
BGP/ MPLS | P VPNs are used by enpl oying a conbi nati on of the
Managenment | nfornmati on Base (M B) nodul e designed for BG/ MPLS | P
VPNs [L3VPN-M B] as well as other standard M B nodul es such as the
IF-MB [IF-MB]. Devices supporting these M B nodul es can cal cul ate
SLAs based on real -tinme perfornmance nmeasurenents using indicators and
threshold crossing alerts. Devices can nake these threshol ds
configurable either via a nmanagenent interface such as SNWP.

Managemnent

The L3VPN Requirenments docunent [L3VPN-REQS] stipulates that the term
"Provi der Provisioned VPN' refers to VPNs for which the service

provi der participates in managenent and provisioning of the VPN. RFC
BGP/ MPLS | P VPNs can be provisioned and managed to neet these

requi renents. The follow ng subsections will outline how devices
supporting BGP/ MPLS I P VPNs can satisfy these requirenents.

1. Managenent by the Provider

The SP nmanages all the VPN-specific information in the PE device.
This can be done using the M B designed for BGP/ MPLS | P VPNs
[L3VPN-M B], in conbination with other standard M B nodul es such as
IF-MB [IF-M B], and other MPLS M B nodul es [LSRM B], [LDPM B],
[TEM B], [FTNM B].

Devi ces supporting BGP/ MPLS | P VPNs that enploy the nanagenent
interface characteristics described above will also support the ITUT
Tel econmuni cati ons Managenment Networ k Model "FCAPS' functionalities
as required in the L3VPN Requirenents docunent. These include Fault,
Configuration, Accounting, Provisioning, and Security.

In BGP/MPLS | P VPNs, the SP is not required to nanage the CE devi ces.
However, if it is desired for the SP to do so, the SP may manage CE
devices froma central site, provided that a route to the central
site is exported into the CEEs VPN, and the central site is in a VPN
into which the routes to the nmanaged CE devi ces have been inport ed.
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This is a form of extranet.

If the central site is managi ng CE devices from several VPNs, those
CE devi ces nmust have rnutually uni que addresses. Note that this does
not enable the CE devices fromdifferent VPNs to reach each ot her

The CE devices have no VPN-specific information in them Hence the
fact that they are connected together into a VPN does not require
themto have any VPN specific managenment M B nodul es or capabilities

2. Managenment by the Custoner

CE devices may be nmanaged fromw thin the VPN, transparently to the
SP. The CE devices have no VPN-specific information in them and the
fact that they are tied together into a VPN does not inpact the
customer’ s managenent of them

Custoner access to a PE device is totally at the discretion of the
SP, but is not required by the solution. The PE device is a routing
peer of a CE device, and can be pinged, etc.

If a custoner is permitted to access the PE router for nmanagenent
pur poses, the functions available to any particul ar custoner need to
be strictly controlled, and the use of resource partitioning may be
appropri ate.

Net wor k managenent traffic fromthe CE to the PE may be rate linited
(for example, to prevent network nanagenent traffic fromCE to PE to
be used in a DoS attack).
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