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Abst r act

Thi s docunent describes an architecture for the transport of IP

Dat agrams over | SO MPEG 2 Transport Streams (TS). The MPEG 2 TS has
been wi dely accepted not only for providing digital TV services but

al so as a subnetwork technology for building | P networks. Exanples
of systenms using MPEG 2 include the Digital Video Broadcast (DVB) and
Advanced Tel evi sion Systenms Conmittee (ATSC) Standards for Digita

Tel evi si on.

The docurment identifies the need for a set of Internet standards
defining the interface between the MPEG 2 Transport Stream and an |IP
subnetwork. It suggests a new encapsul ati on nethod for | P datagrans
and proposes protocols to perform|Pv6/1Pv4 address resolution, to
associ ate | P packets with the properties of the Logical Channels
provided by an MPEG 2 TS

Mont petit, et al. I nf or mat i onal [ Page 1]



RFC 4259 | P Transport over MPEG 2 Networks Novenber 2005

Tabl e of Contents

1. Introduction ... . e e 3
1.1. Salient Features of the Architecture ....................... 4

2. Conventions Used in This Docunment ............. ... ... 4
3. Architecture ... . 8
3.1. MPEG 2 Transmission Networks ......... ... ... . .. . . ... 8
3.2. TS Logical Channels ....... ... . i 10
3.3. Multiplexing and Re-Multiplexing .......... . ... . ... ... . ... 12
3.4. IP Datagram Transm SSiON ... ... ..ttt 13
3.5, Motivati On ... 14

4. Encapsulation Protocol Requirements .............. ... ... 16
4.1. Payload Unit Delimtation ......... ... . . ... i, 17
4.2. Length Indicator ...... ... .. 18
4.3. Next Level Protocol Type ........ ... 19
4.4. L2 Subnet Addressing ......... ... 19
4.5, Integrity Check ..... .. .. 21
4.6. ldentification of Scope. ........ ... . . . . .. 21
4.7. Extension Headers ........ ... 21
4.8. Summary of Requirenents for Encapsulation ................. 22

5. Address Resolution Functions ........... . ... . .. . . . . .. 22
5.1. Address Resolution for MPEG 2 ........ ... ... . .. ... 23
5.2. Scenarios for MPEG AR ... ... .. 25
5.2.1. Table-Based AR over MPEG 2 ........ ... ..., 25

5.2.2. Table-Based AR over IP ... ... . .. . . . i 26

5.2.3. Query/Response AR over IP ... ... ... ... ... ... ... ....... 26

5.3. Unicast AdAress SCOPiNg ....... ..., 26
5.4, AR Authentication ......... . . . . . . . . 27
5.5. Requirenents for Unicast AR over MPEG 2 ................... 28

6. Miulticast SUPPOrt . ... e 28
6.1. Multicast AR FUNCLIiONS ... .. . . . e 29
6.2. Multicast AdAress SCOPIi NG . ... ...t 30
6.3. Requirenents for Miulticast over MPEG 2 .................... 31

. SUNMITBIY o e e e e e e e e e 31
8. Security Considerati ONS ... .. ... ... 32
8.1. Link EnCryption ... ... .. 33

9. TANA Considerati ONS .. ... .. 34
10. AcknowW edgemBnt S . .. .t 34
11, ReferenCes .. ... 34
11.1. Normative References ........... . .. . .. 34
11. 2. Informative References ....... .. .. . . . .. . 34
APPENdi X A e 39

Mont petit, et al. I nf or mat i onal [ Page 2]



RFC 4259 | P Transport over MPEG 2 Networks Novenber 2005

1. Introduction

This docunent identifies requirenents and an architecture for the
transport of |P Datagrans over | SO MPEG 2 Transport Streans
[1SOMPEG . The prine focus is the efficient and flexible delivery
of I P services over those subnetworks that use the MPEG 2 Transport
Stream (TS).

The architecture is designed to be conpatible with services based on
MPEG 2, for exanple the Digital Video Broadcast (DVB) architecture,
the Advanced Tel evision Systens Conmittee (ATSC) system [ ATSC,
ATSC-G, and other simlar MPEG 2-based transm ssion systens. Such
systens typically provide unidirectional (sinplex) physical and |ink
| ayer standards, and have been defined for a w de range of physical
nmedia (e.g., Terrestrial TV [ETSI-DVBT, ATSC PSIP-TC], Satellite TV
[ ETSI - DVBS, ETSI-DVBS2, ATSC-S], Cable Transm ssion [ETSI-DVBC,

ATSC- PSI P- TC, OPEN- CABLE], and data transm ssion over MPEG 2

[ ETSI - MHP] .
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Figure 1: Overview of the MPEG 2 protocol stack

Al t hough many MPEG 2 systens carry a m xture of data types, MPEG 2
conponents may be, and are, also used to build IP-only networks.

St andard system conponents offer advantages of inproved
interoperability and | arger deploynment. However, sone MPEG 2
networ ks do not inplement all parts of a DVB / ATSC system and may,
for instance, support minimal, or no, signalling of Service
Information (SI) tables.
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1.1. Salient Features of the Architecture

The architecture defined in this docunent describes a set of

protocol s that support transm ssion of |P packets over the MPEG 2 TS.
Key characteristics of these networks are that they may provide

I ink-1evel broadcast capability, and that many supported applications
require access to a very |large nunber of subnetwork nodes.

Some, or all, of these protocols may also be applicable to other
subnetworks, e.g., other MPEG 2 transm ssion networks, regenerative
satellite links [ETSI-BSM, and sone types of broadcast wireless
links. The key goals of the architecture are to reduce conplexity
when using the system while inproving perfornance, increasing
flexibility for IP services, and providi ng opportunities for better
integration with | P services.

Since a majority of MPEG 2 transm ssion networks are bandw dt h-
limted, encapsul ation protocols nust therefore add m ni mal overhead
to ensure good link efficiency while providing adequat e network
services. They also need to be sinple to mininize processing, robust
to errors and security threats, and extensible to a w de range of
servi ces.

In MPEG 2 systens, TS Logical Channels, are identified by their PID
and provide nultiplexing, addressing, and error reporting. The TS
Logi cal Channel nay also be used to provide Quality of Service (QoS).
Mappi ng functions are required to relate TS Logical Channels to IP
addresses, to map TS Logical Channels to IP-level QS, and to
associate IP flows with specific subnetwork capabilities. An

i mportant feature of the architecture is that these functions nay be
provided in a dynanic way, allow ng transparent integration wth
other | P-layer protocols. Collectively, these will forman MPEG 2 TS
Address Resolution (AR) protocol suite [|PDVB-AR].

2. Conventions Used in This Docunent

Adaptation Field: An optional variable-length extension field of the
fixed-length TS Packet header, intended to convey clock references
and timng and synchroni zation informati on as well as stuffing over
an MPEG- 2 Multiplex [ISO MPEF .

ATSC. Advanced Tel evi sion Systens Committee [ATSC]. A franmework and
a set of associated standards for the transmi ssion of video, audio,
and data using the |1 SO MPEG 2 standard [l SO MPEQF .

DSM CC. Digital Storage Media Command and Control [ISO DSMCCl. A

format for transm ssion of data and control information defined by
the | SO MPEG 2 standard that is carried in an MPEG 2 Private Section.
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DvVB: Digital Video Broadcast [ETSI-DVBC, ETSI-DVBRCS, ETSI-DVBS]. A
framework and set of associated standards published by the European
Tel econmuni cati ons Standards Institute (ETSI) for the transni ssion of
vi deo, audi o, and data, using the | SO MPEG 2 Standard [| SO MPEQF .

Encapsul ator: A network device that receives PDUs and formats these
into Payl oad Units (known here as SNDUs) for output as a streamof TS
Packet s.

Forward Direction: The doninant direction of data transfer over a
network path. Data transfer in the forward direction is called
"forward transfer". Packets travelling in the forward direction
follow the forward path through the I P network.

MAC:. Medi um Access and Control. The link [ayer header of the

Et hernet | EEE 802 standard of protocols, consisting of a 6B
destination address, 6B source address, and 2B type field (see al so
NPA) .

MPE: Ml ti protocol Encapsul ation [ETSI-DAT, ATSC DAT, ATSC-DATG. A
schene that encapsul ates PDUs, forming a DSM CC Tabl e Section. Each
Section is sent in a series of TS Packets using a single TS Logi cal
Channel .

MPEG 2: A set of standards specified by the Mdtion Picture Experts
Goup (MPEG, and standardi zed by the International Standards
O ganisation (1SO [|SO MPEQG .

NPA: Network Point of Attachment. Addresses primarily used for
station (Receiver) identification within a |ocal network (e.g., |EEE
MAC address). An address nay identify individual Receivers or groups
of Receivers.

PAT: Program Associ ation Table [I1 SO MPEG. An MPEG 2 PSI control

tabl e that associ ates program nunbers with the PID val ue used to send
the corresponding PMI. The PAT is sent using the well-known PID

val ue of zero.

PDU. Protocol Data Unit. Exanples of a PDU include Ethernet franes,
| Pv4 or | Pv6 datagrans, and other network packets.

PES: Packetized Elementary Stream [I SO MPEG. A format of MPEG 2 TS
packet payload usually used for video or audio information.

PID: Packet Identifier [ISOMPEG. A 13 bit field carried in the
header of TS Packets. This is used to identify the TS Logi cal
Channel to which a TS Packet belongs [I SO MPEG. The TS Packets
formng the parts of a Table Section, PES, or other Payload Unit nust
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all carry the same PID value. The all 1s PID value indicates a Null
TS Packet introduced to maintain a constant bit rate of a TS

Mul tiplex. There is no required relationship between the PID val ues
used for TS Logical Channels transnmitted using different TS

Mul ti pl exes.

PMI: Program Map Table. An MPEG 2 PSI control table that associates
the PID val ues used by the set of TS Logical Channel s/ Streans that
conprise a program [l SO MPEG. The PID value which is used to send
the PMI for a specific programis defined by an entry in the PAT.

PP: Payl oad Pointer [ISO-MPEG. An optional one byte pointer that
directly follows the TS Packet header. It contains the nunber of

byt es between the end of the TS Packet header and the start of a

Payl oad Unit. The presence of the Payload Pointer is indicated by
the value of the PUSI bit in the TS Packet header. The Payl oad
Pointer is present in DSM CC and Table Sections; it is not present in
TS Logi cal Channels that use the PES-fornat.

Private Section: A syntactic structure constructed in accordance with
Table 2-30 of [ISO MPEG. The structure nmay be used to identify
private information (i.e., not defined by [ISOMPEG) relating to one
or nore elenmentary streanms, or a specific MPEG 2 program or the
entire TS. Oher Standards bodies (e.g., ETSI, ATSC) have defined
sets of table structures using the private_section structure. A
Private Section is transnitted as a sequence of TS Packets using a TS
Logi cal Channel. A TS Logical Channel may carry sections from nore
than one set of tables.

PSI: Program Specific Information [ISOMPEG. PSI is used to convey
i nformati on about services carried in a TS Multiplex. It is carried
in one of four specifically identified table section constructs
[1SO MPEGF, see also SI Table.

PU. Payload Unit. A sequence of bytes sent using a TS. Exanples of
Payl oad Units include: an MPEG 2 Table Section or a ULE SNDU.

PUSI: Payload_Unit_Start_Indicator [ISOMPEG. A single bit flag
carried in the TS Packet header. A PUSI val ue of zero indicates that
the TS Packet does not carry the start of a new Payload Unit. A PUSI
val ue of one indicates that the TS Packet does carry the start of a
new Payload Unit. |In ULE, a PUSI bit set to 1 also indicates the
presence of a one byte Payl oad Pointer (PP).

Recei ver: A piece of equipnent that processes the signal froma TS
Multiplex and perfornms filtering and forwardi ng of encapsul at ed PDUs
to the network-1layer service (or bridging nodul e when operating at
the link | ayer).
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SI Table: Service Information Table [I SO MPEG. In this docunent,
this termdescribes a table that is used to convey information about
the services carried in a TS Miltiplex, that has been defined by
anot her standards body. A Table may consist of one or nore Table
Sections, however all sections of a particular SI Table nust be
carried over a single TS Logical Channel [I|SO MPEFG .

SNDU: Sub- Network Data Unit. An encapsul ated PDU sent as an MPEG 2
Payl oad Unit.

STB: Set-Top Box. A consuner equi pnent (Receiver) for reception of
digital TV services.

Tabl e Section: A Payload Unit carrying all or a part of an SI or PSI
Tabl e [1 SO MPEQF .

TS: Transport Stream [l SO MPEG, a nethod of transmi ssion at the
MPEG 2 | evel using TS Packets; it represents level 2 of the | SO CSI
reference nodel. See also TS Logical Channel and TS Ml ti pl ex.

TS Header: The 4-byte header of a TS Packet [| SO MPEQG .

TS Logi cal Channel: Transport Stream Logical Channel. In this
docunment, this termidentifies a channel at the MPEG 2 | evel
[ISOMPEG . It exists at level 2 of the ISO CSI reference nodel.

Al'l packets sent over a TS Logical Channel carry the sane PID val ue
(this value is unique within a specific TS Multiplex). According to
MPEG 2, sone TS Logi cal Channels are reserved for specific
signalling. Oher standards (e.g., ATSC, DVB) al so reserve specific
TS Logi cal Channel s.

TS Multiplex: In this docunment, this termdefines a set of MPEG 2 TS
Logi cal Channels sent over a single |lower |ayer connection. This may
be a common physical link (i.e., a transm ssion at a specified synbol
rate, FEC setting, and transmi ssion frequency) or an encapsul ation
provi ded by another protocol layer (e.g., Ethernet, or RTP over IP).
The sane TS Logi cal Channel nmy be repeated over nore than one TS
Mul tiplex (possibly associated with a different PID value), for
exanple to redistribute the sane nulticast content to two terrestrial
TV transm ssion cells.

TS Packet: A fixed-length 188B unit of data sent over a TS Milti pl ex
[1SO MPEG . Each TS Packet carries a 4B header, plus optional

over head including an Adaptation Field, encryption details and tine
stanmp information to synchronize a set of related TS Logi cal
Channels. It is also referred to as a TS cell. Each TS Packet
carries a PID value to associate it with a single TS Logical Channel.
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ULE: Unidirectional Lightweight Encapsulation (ULE) [IPDVB-ULE]. A
schene that encapsul ates PDUs, into SNDUs that are sent in a series
of TS Packets using a single TS Logical Channel.

3. Architecture

The follow ng sections introduce the conponents of the MPEG 2
Transm ssion Network and relate these to a networking franework.

3. 1. MPEG- 2 Transni ssi on Net wor ks

There are many possi bl e topol ogies for MPEG 2 Transni ssion Networks
A nunber of exanple scenarios are briefly described below, and the
following text relates specific functions to this set of scenarios.

A) Broadcast TV and Radi o Delivery

The principal service in the Broadcast TV and Radi o Delivery scenario
is Digital TV and/or Radio and their associated data [ MMJSI C- | MG
ETSI -1 PDC]. Such networks typically contain two conponents: the
contribution feed and the broadcast part. Contribution feeds provide
communi cation froma typically small nunber of individual sites
(usually at high quality) to the Hub of a broadcast network. The
traffic carried on contribution feeds is typically encrypted, and is
usual |y processed prior to being resent on the Broadcast part of the
networ k. The Broadcast part uses a star topology centered on the Hub
to reach a typically |arge nunber of down-stream Receivers. Although
such networks may provide | P transmission, they do not necessarily
provi de access to the public Internet.

B) Broadcast Networks used as an | SP

Anot her scenari o resenbles that above, but includes the provision of
| P services providing access to the public Internet. The IP traffic
in this scenario is typically not related to the digital TV/Radio
content, and the service nay be operated by an i ndependent operator
such as unidirectional file delivery or bidirectional |SP access.
The I P service nust adhere to the full system specification used for
t he broadcast transmission, including allocation of PIDs and
generation of appropriate MPEG 2 control information (e.g., DVB and
ATSC SI tables).

C) Unidirectional Star |IP Scenario

The Unidirectional Star |IP Scenario utilizes a Hub station to provide
a data network delivering a comon bit streamto typically nedium
sized groups of Receivers. MPEG 2 transm ssion technol ogy provides
the forward direction physical and Iink layers for this transm ssion
the return link (if required) is provided by other neans. |IP
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services typically formthe main proportion of the transm ssion
traffic. Such networks do not necessarily inplenent the MPEG 2
control plane, i.e., PSI/SI tables.

D) Datacast Overlay

The Dat acast Overlay scenario enploys MPEG 2 physical and |ink |ayers
to provide additional connectivity such as unidirectional nulticast
to suppl enent an existing |P-based Internet service. Exanples of
such a network includes | P Datacast to nobile wireless receivers
[MWSI C I M3 .

E) Point-to-Point Links

Poi nt -t o- Poi nt connectivity may be provided using a pair of transmt
and receive interfaces supporting the MPEG 2 physical and |ink

| ayers. Typically, the transnission froma sender is received by
only one or a small nunber of Receivers. Exanples include the use of
transmit/receive DVB-S terminals to provide satellite |inks between

I SPs utilising BGP routing.

F) Two-Way | P Networks

Two-\Way | P networks are typically satellite-based and star-based
utilising a Hub station to deliver a comon bit streamto nmedi um
sized groups of receivers. A bidirectional service is provided over
a conmon air-interface. The transm ssion technology in the forward
direction at the physical and link layers is MPEG 2, which nay al so
be used in the return direction. Such systens also usually include a
control plane elenment to manage the (shared) return link capacity. A
concrete exanple is the DVB-RCS system [ETSI-DVBRCS]. | P services
typically formthe main proportion of the transm ssion traffic.

Scenarios A-D enploy unidirectional MPEG 2 Transm ssi on Networks

For satellite-based networks, these typically have a star topol ogy,
with a central Hub providing service to | arge nunbers of down-stream
Receivers. Terrestrial networks may enpl oy several transm ssion
Hubs, each serving a particul ar coverage cell with a conmunity of
Recei vers

Froman I P viewoint, the service is typically either unidirectiona
mul ticast, or a bidirectional service in which sonme conpl enentary
link technology (e.g., nodem Local Miltipoint Distribution Service
(LMDS), General Packet Radio Service (GPRS)) is used to provide the
return path from Receivers to the Internet. |In this case, routing
could be provided using UniDirectional Link Routing (UDLR) [ RFC3077].

Note that only Scenarios A-B actually carry MPEG 2 video and audi o
(intended for reception by digital Set Top Boxes (STBs)) as the
primary traffic. The other scenarios are |P-based data networks and
need not necessarily inplenment the MPEG 2 control plane
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Scenarios E-F provide two-way connectivity using the MPEG 2
Transm ssion Network. Such networks provide direct support for
bi di rectional protocols above and below the I P |ayer.

The conpl ete MPEG 2 transm ssion network nmay be managed by a

transm ssion service operator. In such cases, the assignnment of
addresses and TS Logi cal Channels at Receivers are usually under the
control of the service operator. Exanples include a TV operator
(Scenario A), or an ISP (Scenarios B-F). MPEG 2 transm ssion

networ ks are al so used for private networks. These typically involve
a smal |l er nunber of Receivers and do not require the same |evel of
centralized control. Exanples include conpanies w shing to connect
DVB- capabl e routers to formlinks within the Internet (Scenario B).

3.2. TS Logical Channels

An MPEG 2 Transport Miltiplex offers a nunber of parallel channels,
whi ch are known here as TS Logi cal Channels. Each TS Logi cal Channel
is uniquely identified by the Packet ID (PID) value that is carried
in the header of each MPEG 2 TS Packet. The PID value is a 13 bit
field; thus, the nunber of available channels ranges fromO to 8191
deci mal or Ox1FFF in hexadecimal, some of which are reserved for
transm ssion of SI tables. Non-reserved TS Logi cal Channels may be
used to carry audio [I1SO-AUD], video [ISOVID], |IP packets

[1 SO DSMCC, ETSI - DAT, ATSC-DAT], or other data [l SO DSMCC, ETSI - DAT,
ATSC- DAT]. The val ue 8191 deci nmal (Ox1FFF) indicates a null packet
that is used to maintain the physical bearer bit rate when there are
no other MPEG 2 TS packets to be sent.
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Fi gure 2: Exanple showing MPEG 2 TS Logi cal Channels carried
Over 2 MPEG 2 TS Ml ti pl exes.

TS Logi cal Channel s are independently nunbered on each MPEG 2 TS
Miultiplex (MUX). In nbpst cases, the data sent over the TS Logi cal
Channels will differ for different nultiplexes. Figure 2 shows a set
of TS Logi cal Channels sent using two MPEG 2 TS Multiplexes (A and
B) .

There are cases where the sane data may be distributed over two or
more nultiplexes (e.g., sonme Sl tables; multicast content that needs
to be received by Receivers tuned to either MPEG 2 TS; unicast data
where the Receiver may be in either/both of two potentially

overl apping MPEG 2 transmission cells). 1In figure 2, each nultiplex
carries 3 MPEG 2 TS Logi cal Channels. These TS Logical Channels may
differ (TS-LG-A-1, TS-LCGA-2, TS LGB-2, TS-LG-B-1), or nay be comon
to both MPEG- 2 TS Multiplexes (i.e., TS-LCG-A-3 and TS-LGC-B-3 carry

i dentical content).

As can been seen, there are simlarities between the way PIDs are
used and the operation of virtual channels in ATM However, unlike
ATM a PID defines a unidirectional broadcast channel and not a
point-to-point link. Contrary to ATM there is, as yet, no specified

Mont petit, et al. I nf or mat i onal [ Page 11]



RFC 4259 | P Transport over MPEG 2 Networks Novenber 2005

standard interface for MPEG 2 connection setup, or for signaling
mappi ngs of IP flows to PIDs, or to set the Quality of Service, QS,
assigned to a TS Logi cal Channel

3.3. Miltiplexing and Re-Milti pl exi ng

In a sinple exanple, one or nore TS Logi cal Channels are processed by
an MPEG 2 nultiplexor, resulting in a TS Multiplex. The TS Miltiplex
is forwarded over a physical bearer towards one or nore Receivers
(Figure 3).

In a nore conplex exanple, the sanme TS may be fed to nultiple MPEG 2
mul ti pl exors and these nay, in turn, feed other MPEG 2 mnul ti pl exors
(renultiplexing). Renultiplexing may occur in several places (and is
comon in Scenarios A and B of Section 3.1). One exanple is a
satellite that provides on-board processing of the TS packets,

mul ti pl exing the TS Logical Channels received fromone or nore uplink
physical bearers (TS Multiplex) to one (or nore in the case of
broadcast/nul ticast) down-Ilink physical bearer (TS Multiplex). As
part of the remultiplexing process, a renultiplexor may renunber the
PI D val ues associated with one or nore TS Logical Channels to prevent
cl ashes between input TS Logical Channels with the sane PID carried
on different input multiplexes. It may also nodify and/or insert new
SI data into the control plane.

In all cases, the final result is a "TS Multiplex" that is
transmitted over the physical bearer towards the Receiver
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Figure 3: An exanple configuration for a unidirectional
Service for |IP transport over MPEG 2

| P Dat agram Tr ansmi ssi on

Packet data for transnmission over an MPEG 2 Transport Miltiplex is
passed to an Encapsul ator, sonetines known as a Gateway. This

receives Protocol Data Units, PDUs, such as Ethernet franes or IP
packets, and formats each into a Sub-Network Data Unit, SNDU, by
addi ng an encapsul ati on header and trailer (see Section 4). The

SNDUs are subsequently fragnented into a series of TS Packets.

To receive | P packets over an MPEG 2 TS Mul tipl ex, a Receiver needs
to identify the specific TS Miultiplex (physical link) and also the TS
Logi cal Channel (the PID value of a logical link). It is conmon for
a nunber of MPEG 2 TS Logical Channels to carry SNDUs; therefore, a
Recei ver nmust filter (accept) |IP packets sent with a nunber of PID
val ues, and nust independently reassenbl e each SNDU.
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A Receiver that sinmultaneously receives fromseveral TS Logica
Channel s nmust filter other unwanted TS Logi cal Channels by enpl oyi ng,
for exanple, specific hardware support. Packets for one IP flow
(i.e., a specific conbination of IP source and destinati on addresses)
must be sent using the sane PID. It should not be assumed that all

| P packets are carried on a single PID, as in sonme cable nodem

i mpl enentations, and nmultiple PIDs nmust be allowed in the
architecture. Many current hardware filters lint the maxi num nunber
of active PIDs (e.g., 32), although if needed, future systens nay
reasonably be expected to support nore.

In sone cases, Receivers nmay need to select TS Logical Channels from
a nunber of sinultaneously active TS Miultiplexes. To do this, they
need multiple physical receive interfaces (e.g., radio frequency (RF)
front-ends and denodul ators). Some applications al so envisage the
concurrent reception of |IP Packets over other nedia that may not
necessarily use MPEG 2 transm ssion

Bi di rectional (duplex) transm ssion can be provided using an MPEG 2
Transm ssion Network by using one of a nunber of alternate return
channel schenes [ETSI-RC]. Duplex IP paths may al so be supported
using non-MPEG 2 return links (e.g., in Scenarios B-D of section
3.1). One exanple of such an application is that of UniDirectiona
Li nk Routing, UDLR [ RFC3077].

3.5. NMbdtivation

The network | ayer protocols to be supported by this architecture

i ncl ude:

(i) | Pv4 Uni cast packets, destined for a single end host

(ii) | Pv4 Broadcast packets, sent to all end systens in an |IP
net wor k

(iii) I1Pv4d Multicast packets
(iv) | Pv6 Uni cast packets, destined for a single end host
(v) I Pv6 Miulticast packets

(vi) Packets with conpressed I Pv4 / | Pv6 packet headers (e.g.
[ RFC2507, RFC3095])

(vii) Bridged Ethernet franes

(viii) Oher network protocol packets (MPLS, potential new protocols)
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The architecture will provide:

(i)

(ii)

(iii)

(iv)

(v)

(vi)

(vii)

Mont petit,

Gui dance on which MPEG 2 features are pre-requisites for the
I P service, and identification of any optional fields that
i npact performance/ correct operation.

Standards to provide an efficient and fl exi bl e encapsul ation
schene that nay be easily inplenmented in an Encapsul ator or
Recei ver. The payl oad encapsul ation requires a type field for
the SNDU to indicate the type of packet and a mechanismto

si gnal which encapsulation is used on a certain PID

Standards to associate a particular I P address with a Network
Poi nt of Attachment (NPA) that could or may not be a MAC
Address. This process resenbles the | Pv4 Address Resol ution
Protocol, ARP, or |Pv6 Neighbor Discovery, ND, protoco
[IPDVB-AR]. In addition, the standard will be conpatible with
| Pv6 aut oconfiguration.

Standards to associate an MPEG 2 TS interface with one or nore
specific TS Logical Channels (PID, TS Miultiplex). Bindings
are required for both unicast transm ssion, and nulticast
reception. In the case of IPv4, this nust also support

net work broadcast. To nake the schenes robust to | oss and
state changes within the MPEG 2 transm ssion network, a soft-
state approach may prove desirable.

Standards to associate the capabilities of an MPEG 2 TS

Logi cal Channel with IP flows. This includes mapping of QoS
functions, such as I P QS/DSCP and RSVP, to underlying MPEG 2
TS QS, nmulti-homng and nobility. This capability could be
associ ated by the AR standard proposed above.

Qui dance on Security for IP transm ssion over MPEG 2. The
framework nust permit use of IPsec and clearly identify any
security issues concerning the specified protocols. The
security issues need to consider two cases: unidirectiona
transfer (in which comunication is only fromthe sending IP
end host to the receiving IP end host) and bidirectiona
transfer. Consideration should also be given to security of
the TS Multiplex: the need for closed user groups and the use
of MPEG 2 TS encryption

Management of the I P transm ssion, including standardi zed SNWP

M Bs and error reporting procedures. The need for and scope
of this is to be determ ned.
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The specified architecture and techni ques should be suited to a range
of systens enploying the MPEG 2 TS, and may al so suit other
(sub)networks offering simlar transfer capabilities.

The follow ng section, 4, describes encapsul ation issues. Sections 5
and 6 describe address resolution issues for unicast and multicast,
respectively.

4. Encapsul ation Protocol Requirenents

This section identifies requirenments and provi des exanpl es of
mechani sns that nmay be used to performthe encapsul ati on of |Pv4/v6
uni cast and nul ti cast packets over MPEG 2 Transni ssion Networks

A network device, known as an Encapsul ator receives PDUs (e.g., IP
Packets or Ethernet franes) and formats these into Subnetwork Data
Units, SNDUs. An encapsul ation (or convergence) protocol transports
each SNDU over the MPEG 2 TS service and provides the appropriate
mechani sns to deliver the encapsul ated PDU to the Receiver |IP

i nterface.

In formi ng an SNDU, the encapsul ation protocol typically adds header
fields that carry protocol control information, such as the |ength of
SNDU, Recei ver address, multiplexing information, payload type,
sequence nunbers, etc. The SNDU payload is typically followed by a
trailer, which carries an Integrity Check (e.g., Cyclic Redundancy
Check, CRC). Sone protocols also add additional control information
and/ or padding to or after the trailer (figure 4).

Fom e oo - o e e e e e e e e oo S +
| Header | PDU | Integrity Check

E R o e e e e e aa oo e e e oo +
S T SNDU ----------mmmmmmmaea oo >

Fi gure 4: Encapsul ation of a subnetwork PDU (e.g., |IPv4 or |Pv6
packet) to forman MPEG 2 Payl oad Unit.

Exanpl es of existing encapsul ati on/ convergence protocols include ATM
AAL5 [I TU- AAL5] and MPEG 2 MPE [ ETSI - DAT].

When required, an SNDU nmay be fragmented across a nunber of TS
Packets (figure 5).
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oo e e e e e e e e e e e e e e e e me e +

| Encap Header | SubNetwork Data Unit ( SNDU)

oo m e e e e e e e e e e e e e e e me o +

/ / \ \
/ / \ \
/ / \ \

R B + e B + R B +
| MPEG 2| WMPEG 2 |..| MPEG 2| MPEG 2 |...| MPEG 2| WMPEG 2 |
| Header| Payload | |Header| Payload | | Header| Payl oad
[ S +  ------ S + [ S +

Fi gure 5: Encapsulation of a PDU (e.g., |IP packet) into a
Series of MPEG 2 TS Packets. Each TS Packet carries
a header with a common Packet ID (PID) value denoting
the MPEG 2 TS Logi cal Channel

The DvB family of standards currently defines a nmechani smfor
transporting an | P packet, or Ethernet frane using the Milti-Protoco
Encapsul ation (MPE) [ETSI-DAT]. An equivalent schene is also
supported in ATSC [ ATSC- DAT, ATSC-DATG. It allows transni ssion of

| P packets or (by using LLC) Ethernet frames by encapsul ation within
a Table Section (with the format used by the control plane associated
with the MPEG 2 transnission). The MPE specification includes a set
of optional header conponents and requires decoding of the contro
headers. This processing is suboptinal for Internet traffic, since
it incurs significant receiver processing overhead and sone extra
Iink overhead [ CLC99].

The existing standards carry heritage fromlegacy inplenentations.
These have reflected the lintations of technology at the tine of
their deploynment (e.g., design decisions driven by audi o/video
consi derations rather than |IP networking requirenments). |Pv6, MPLS
and ot her network-1layer protocols are not natively supported.

Toget her, these justify the devel opnent of a new encapsul ati on that
will be truly IP-centric. Carrying |IP packets over a TS Logica
Channel involves several convergence protocol functions. This
section briefly describes these functions and highlights the

requi renents for a new encapsul ation

4.1. Payload Unit Delimtation

MPEG 2 indicates the start of a Payload Unit (PU) in a new TS Packet
with a "payload unit_start_indicator" (PUSI) [ISO MPEG carried in
the 4B TS Packet header. The PUSI is a 1 bit flag that has normative
meaning [I SO MPEG for TS Packets that carry PES Packets or PSI/SI

dat a.
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When the payl oad of a TS Packet contains PES data, a PUSI val ue of
1" indicates the TS Packet payload starts with the first byte of a
PES Packet. A value of 'O’ indicates that no PES Packet starts in
the TS Packet. |If the PUSI is set to '1', then one, and only one,
PES Packet starts in the TS Packet.

When t he payl oad of the TS Packet contains PSI data, a PUSI val ue of
"1 indicates the first byte of the TS Packet payload carries a

Payl oad Pointer (PP) that indicates the position of the first byte of
the Payl oad Unit (Table Section) being carried; if the TS Packet does
not carry the first byte of a Table Section, the PUSI is set to 'O

i ndi cating that no Payl oad Pointer is present.

Using this PUSI bit, the start of the first Payload Unit in a TS
Packet is exactly known by the Receiver, unless that TS Packet has
been corrupted or lost in the transmi ssion. |In which case, the

payl oad is discarded until the next TS Packet is received with a PUS
val ue of "1’

The encapsul ati on should al |l ow packi ng of nore than one SNDU into the
sane TS Packet and should not linit the nunber of SNDUs that can be
sent in a TS Packet. |In addition, it should allow an |IP Encapsul at or
to insert padding when there is an inconplete TS Packet payload. A
mechani sm needs to be identified to differentiate this padding from
the case where anot her encapsul ated SNDU fol | ows.

A conbi nation of the PUSI and a Length Indicator (see below) allows
an efficient MPEG 2 convergence protocol to receive accurate

del i neation of packed SNDUs. The MPEG 2 standard [| SO MPEG does not
specify how private data should use the PUSI bit.

4.2. Length Indicator

Most services using MPEG 2 include a length field in the Payl oad Unit
header to allow the Receiver to identify the end of a Payload Unit
(e.g., PES Packet, Section, or an SNDU).

Wien parts of nore than two Payload Units are carried in the same TS
Packet, only the start of the first is indicated by the Payl oad
Pointer. Placenment of a Length Indicator in the encapsul ati on header
all ows a Receiver to determ ne the nunber of bytes until the start of
the next encapsul ated SNDU. This placenent al so provides the
opportunity for the Receiver to pre-allocate an appropri ate-sized
menory buffer to receive the reassenbl ed SNDU

A Length Indicator is required, and should be carried in the

encapsul ati on header. This should support SNDUs of at |east the MIuU
size offered by Ethernet (currently 1500 bytes). Although the |Pv4
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and | Pv6 packet format pernits an | P packet of size up to 64 KB, such
packets are sel dom seen on the current Internet. Since high speed
links are often linited by the packet forwarding rate of routers,
there has been a tendency for Internet core routers to support MIU
val ues | arger than 1500 bytes. A value of 16 KB is not uncomon in
the core of the current Internet. This would seem a suitable nmaxi num
size for an MPEG 2 transni ssion network

4.3. Next Level Protocol Type

Any | ETF-defi ned encapsul ation protocol should identify the payl oad
type being transported (e.g., to differentiate |IPv4, 1Pv6, etc).

Most protocols use a type field to identify a specific process at the
next higher layer that is the originator or the recipient of the

payl oad (SNDU). This nmethod is used by |IPv4, IPv6, and also by the
original Ethernet protocol (D X). OSlI uses the concept of a
"Selector’ for this, (e.g., in the | EEE 802/1SO 8802 standards for
CSMW/ CD [LLC]; although in this case, a SNAP (subnetwork access
protocol) header is also required for |IP packets.

A Next Level Protocol Type field is also required if conpression
(e.g., Robust Header Conpression [ RFC3095]) is supported. No
conmpression nethod has currently been defined that is directly
applicable to this architecture, however the ROHC franmework defines a
nunber of header conpression techniques that may yield considerabl e

i mprovenent in throughput on links that have a linmted capacity.

Si nce many MPEG 2 Transni ssion Networks are wreless, the ROHC
framework will be directly applicable for many applications. The
benefit of ROHC is greatest for smaller SNDUs but does inply the need
for additional processing at the Receiver to expand the received
conpressed packets. The selected type field should contain
sufficient code points to support this technique.

It is thus a requirenment to include a Next Level Protocol Type field
in the encapsul ati on header. Such a field should specify values for
at least IPv4, IPv6, and nust allow for other values (e.g., MAC-|evel
bri dgi ng).

4. 4. L2 Subnet Addressing

In MPEG 2, the PID carried in the TS Packet header is used to
identify individual services with the help of SI tables. This was
primarily intended as a unidirectional (sinplex) broadcast system A
TS Packet streamcarries either tables or one PES Packet stream
(i.e., conpressed video or audio). Individual Receivers are not
addressabl e at this |evel
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| Pv4 and I Pv6 allocate addresses to end hosts and internediate
systens (routers). Each system (or interface) is identified by a

gl obal | y assigned address. |SO uses the concept of a hierarchically
structured Network Service Access Point (NSAP) address to identify an
end host user process in an Internet environment.

Wthin a local network, a conpletely different set of addresses for
the Network Point of Attachment (NPA) is used; frequently these NPA
addresses are referred to as Medi um Access Control, MAC-I|eve
addresses. In the Internet they are also called hardware addresses.
Wher eas network | ayer addresses are used for routing, NPA addresses
are primarily used for Receiver identification

Recei vers may use the NPA of a received SNDU to reject unwanted

uni cast packets within the (software) interface driver at the

Recei ver, but mnust al so perform forwardi ng checks based on the IP
address. I P nmulticast and broadcast may also filter using the NPA,
but Receivers nmust also filter unwanted packets at the network |ayer
based on source and destination | P addresses. This does not inply
that each | P address nust map to a unique NPA (nore than one IP
address may nmap to the sane NPA). |If a separate NPA address is not
required, the I P address is sufficient for both functions.

If it is required to address an individual Receiver in an MPEG 2
transport system this can be achieved either at the network | eve
(I P address) or via a hardware-level NPA address (MAC-address). |If
bot h addresses are used, they nmust be mapped in either a static or a
dynanmic way (e.g., by an address resolution process). A sinilar
requi renent may al so exist to identify the PID and TS nultiplex on
whi ch services are carried

Usi ng an NPA address in an MPEG 2 TS nay enhance security, in that a
particular PDU nay be targeted for a particul ar Receiver by

speci fying the correspondi ng Recei ver NPA address. However, this is
only a weak form of security, since the NPA filtering is often
reconfigurable (frequently perforned in software), and nmay be

nodi fied by a user to allow reception of specified (or all) packets,
simlar to prom scuous node operation in Ethernet. |f security is
required, it should be applied at another place (e.g., link
encryption, authentication of address resolution, |Psec, transport

| evel security and/or application |evel security).

There are al so cases where the use of an NPAis required (e.g., where
a systemoperates as a router) and, if present, this should be
carried in an encapsul ati on header where it may be used by Receivers
as a pre-filter to discard unwanted SNDUs. The addresses all ocated
do not need to conformto the | EEE MAC address format. There are
many cases where an NPA is not required, and network layer filtering
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may be used. Therefore, a new encapsul ation protocol should support
an optional NPA.

4.5. Integrity Check

For the I P service, the probability of undetected packet error should
be small (or negligible) [RFC3819]. Therefore, there is a need for a
strong integrity check (e.g., Cyclic Redundancy Check or CRC) to
verify correctness of a received PDU [ RFC3819]. Such checks shoul d
be sufficient to detect incorrect operation of the encapsul ator and
Recei ver (including reassenbly errors follow ng | oss/corruption of TS
Packets), in addition to protecting fromloss and/or corruption by
the transm ssion network (e.g., nultiplexors and |inks).

Mechani sns exi st in MPEG 2 Transmi ssion Networks that may assist in
detecting loss (e.g., the 4-bit continuity counter included in the
MPEG 2 TS Packet header).

An encapsul ation nmust provide a strong integrity check for each IP
packet. The requirenents for usage of a link CRC are provided in

[ RFC3819]. To ease hardware inplenmentation, this check should be
carried in a trailer following the SNDU. A CRC-32 is sufficient for
operation with up to a 12 KB payload, and may still provi de adequate
protection for |arger payl oads.

4.6. ldentification of Scope.

The MPE section header contains information that could be used by the
Receiver to identify the scope of the (MAC) address carried as an
NPA, and to prevent TS Packets intended for one scope from being
received by another. Sinilar functionality nay be achi eved by
ensuring that only | P packets that do not have overl appi ng scope are
sent on the sane TS Logical Channel. In sonme cases, this may inply
the use of nultiple TS Logi cal Channel s.

4.7. Extension Headers

The evolution of the Internet service may require additiona

functions in the future. A flexible protocol should therefore
provide a way to introduce new features when required, wthout having
to provide additional out-of-band configuration

| Pv6 introduced the concept of extension headers that carry extra

i nformati on necessary/desirable for certain subnetworks. The DOCSI S
cabl e specification also allows a MAC header to carry extension
headers to build operator-specific services. Thus, it is a

requi renent for the new encapsul ation to all ow extensi on headers.
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4. 8.

5.

Summary of Requirenents for Encapsul ation
The main requirements for an | P-centric encapsul ation include:

- support of IPv4 and | Pv6 packets

- support for Ethernet encapsul ated packets

- flexibility to support other IP formats and protocols (e.qg.
ROHC, MPLS)

- easy inplenentation using either hardware or software
processi ng

- | ow over head/ managed over head

- afully specified algorithmthat allows a sender to pack
mul ti pl e packets per SNDU and to easily |ocate packet
fragments

- extensibility

- conpatibility with | egacy depl oynents

- ability to allow link encryption, when required

- capability to support a full network architecture including
data, control, and managenent pl anes

Addr ess Resol uti on Functions

Address Resolution (AR) provides a nechanismthat associates |ayer 2
(L2) information with the I P address of a system[|PDVB-AR]. Many L2
technol ogi es enpl oy unicast AR at the sender: an I P systemw shing to
send an | P packet encapsulates it and places it into an L2 frame. It
then identifies the appropriate L3 adjacency (e.g., next hop router
end host) and determ nes the appropriate L2 adjacency (e.g., MAC
address in Ethernet) to which the frame should be sent so that the
packet gets across the L2 I|ink.

The L2 addresses di scovered using AR are normally recorded in a data
structure known as the arp/nei ghbor cache. The results of previous
AR requests are usually cached. Further AR protocol exchanges may be
requi red as communi cation proceeds to update or re-initialize the
client cache state contents (i.e., purge/refresh the contents). For
stability, and to all ow network topol ogy changes and client faults,
the cache contents are normally "soft state"; that is, they are aged
with respect to tine and old entries are renpved.

In sone cases (e.g., ATM X 25, MPEG 2 and many nore), AR involves
finding other information than the MAC address. This includes

i dentifying other paraneters required for L2 transni ssion, such as
channel IDs (VCs in X. 25, VCls in ATM or PIDs in MPEG 2 TS)
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Address resolution has different purposes for unicast and nulticast.
Mul ticast address resolution is not required for many L2 networKks,
but is required where MPEG 2 transmni ssion networks carry | P nulticast
packets using nore than one TS Logi cal Channel

5.1. Address Resolution for MPEG 2

There are three elements to the L2 information required to perform AR
before an | P packet is sent over an MPEG 2 TS. These are

(i) A Receiver ID (e.g., a 6B MAC/ NPA address).

(ii) APIDor index to find a PID.

(iii) Tuner information (e.g., Transnit Frequency of the
physi cal layer of a satellite/broadcast |ink

Elements (ii) and (iii) need to be de-referenced when the MPEG 2
Transm ssion Network includes (re)nultiplexors that renunber the PID
val ues of the TS Logical Channels that they process. |In MPEG 2

[1SO MPEG, this dereferencing is via indexes to the information
(i.e., the Program Map Table, PMI, which is itself indexed via the
Program Associ ati on Table, PAT). (Note that PIDs are not intended to
be end-to-end identifiers.) However, although renultiplexing is
common in broadcast TV networks (scenarios A and B), many private
networ ks do not need to enploy nultiplexors that renunber PlIDs (see
Section 3.3).

The third elenent (iii) allows an AR client to resolve to a different
MPEG TS Multiplex. This is used when there are several channels that
may be used for conmunication (i.e., multiple outbound/inbound
links). In a nesh system this could be used to determ ne
connectivity. This AR information is used in two ways at a Recei ver

(i) AR resolves an I P unicast or |Pv4 broadcast address to the (MPEG
TS Multiplex, PID, MAC/ NPA address). This allows the Receiver
to set L2 filters to let traffic pass to the IP layer. This is
used for unicast, and | Pv4 subnet broadcast.

(ii) ARresolves an IP nulticast address to the (MPEG TS Ml ti pl ex,
PI D, MAC/ NPA address), and allows the Receiver to set L2 filters
enabling traffic to pass to the IP layer. A Receiver in an
MPEG 2 TS Transm ssion Network needs to resolve the PID val ue
and the tuning (if present) associated with a TS Logi cal Channel
and (at least for unicast) the destinati on Receiver NPA address.

A star topology MPEG 2 TS transmi ssion network is illustrated bel ow
with two Receivers receiving a forward broadcast channel sent by a
Hub. (A mesh system has some additional cases.) The forward
broadcast channel consists of a "TS Multiplex" (a single physica
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bearer) allowing communication with the terminals. These communicate
using a set of return channels.

Forwar d broadcast

MPEG 2 TS \
---------------- X [-----\
/ / \
| Receiver|
R L + A |
/ \ /
[----- \ / \----- /
/ \
| Hub |/
| \ f----- \
\ I\ / \
\----- / \ | Receiver |
I + B |
\ /
\----- /

Figure 6: MPEG 2 Transmi ssion Network with 2 Receivers
There are three possibilities for unicast AR

(1) A systemat a Receiver, A needs to resolve an address of a
systemthat is at the Hub;

(2) A systemat a Receiver, A needs to resolve an address that is at
anot her Receiver, B;

(3) A host at the Hub needs to resolve an address that is at a
Recei ver. The sender (encapsul ation gateway), uses AR to provide
the MPEG TS Mul ti pl ex, PID, MAC/ NPA address for sending unicast,
| Pv4 subnet broadcast and nulticast packets.

If the Hub is an IP router, then case (1) and (2) are the sane: The
host at the Receiver does not know the difference. In these cases,
the address to be deternmined is the L2 address of the device at the
Hub to which the I P packet should be forwarded, which then relays the
| P packet back to the forward (broadcast) MPEG 2 channel after AR
(case 3).

If the Hub is an L2 bridge, then case 2 still has to relay the IP
packet back to the outbound MPEG 2 channel. The AR protocol needs to
resolve the specific Receiver L2 MAC address of B, but needs to send
this on an L2 channel to the Hub. This requires Receivers to be
informed of the L2 address of other Receivers.
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An end host connected to the Hub needs to use the AR protocol to
resolve the Receiver terninal MAC/ NPA address. This requires the AR
server at the Hub to be infornmed of the L2 addresses of other

Recei vers

5.2. Scenarios for MPEG AR
An AR protocol may transmit AR information in three distinct ways:

(i) An MPEG 2 signalling table transnitted at the MPEG 2 | eve
(e.g., within the control plane using a Table);

(ii) An MPEG 2 signalling table transnmitted at the IP | evel (no
i mpl enentations of this are known);

(iii) An address resolution protocol transported over IP (as in ND
for 1Pv6)

There are three distinct cases in which AR nmay be used:

(i) Mul tiple TS-Mixes and the use of re-nultiplexors, e.g., Digita
Terrestrial, Satellite TV broadcast multiplexes. Mny such
systens enploy renultiplexors that nodify the PID val ues
associated with TS Logi cal Channels as they pass through the
MPEG 2 transmi ssion network (as in Scenario A of Section 3.1).

(ii) Tuner configuration(s) that are fixed or controlled by sone
other process. |In these systens, the PID val ue associated wth
a TS Logi cal Channel may be known by the Sender

(iii) A service run over one TS Mux (i.e., uses only one PID, for
exanpl e DOCSI S and some current DVB-RCS nulticast systems). In
these systens, the PID value of a TS Logical Channel nay be
known by the Sender.

5.2.1. Tabl e-Based AR over MPEG 2

In current deploynents of MPEG 2 networks, information about the set
of MPEG 2 TS Logical Channels carried over a TS Multiplex is usually
distributed via tables (service information, SlI) sent using channels
assigned a specific (well-known) set of PIDs. This was originally
designed for audio/video distribution to STBs. This design requires
access to the control plane by processing the SI table information
(carried in MPEG 2 section format [I SO DSMCC]). The schene reflects
the conplexity of delivering and coordi nating the various TS Logica
Channel s associated with a nultinedia TV program
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One possible requirenent to provide TS nmultiplex and PID information
for IP services is to integrate additional information into the

exi sting MPEG 2 tables, or to define additional tables specific to
the I P service. The DVB INT and the A/ 92 Specification from ATSC

[ ATSC- A92] are exanples of the realization of such a solution

5.2.2. Tabl e-Based AR over |P

AR information could be carried over a TS data channel (e.g., using
an | P protocol simlar to the Service Announcenent Protocol, SAP)

I mpl enenting this independently of the Sl tables would ease

i npl ementation, by allowing it to operate on systens where | P

processing is perforned in a software driver. It nmay also allow the
technique to be nore easily adapted to other similar delivery
networks. It also is advantageous for networks that use the MPEG 2

TS, but do not necessarily support audi o/video services and therefore
do not need to provide interoperability with TV equi pnent (e.g.
links used solely for connecting |IP (sub)networks).

5.2.3. Query/Response AR over |P

A query/response protocol may be used at the IP level (simlar to, or
based on | Pv6 Nei ghbor Advertisenents of the ND protocol). The AR
protocol may operate over an MPEG 2 TS Logi cal Channel using a
previously agreed PID (e.g., configured, or comruni cated using a Sl
table). 1In this case, the AR could be perforned by the target system
itself (as in ARP and ND). This has good soft-state properties, and
is very tolerant to failures. To find an address, a system sends a
"query" to the network, and the "target” (or its proxy) replies.

5.3. Unicast Address Scoping

In some cases, an MPEG 2 Transni ssion Network may support nultiple IP
networks. Wen this is the case, it is inportant to recognize the
context (scope) within which an address is resolved, to prevent
packets from one addressed scope fromleaking into other scopes.

An exanpl e of overlapping |IP address assignments is the use of
private uni cast addresses (e.g., in IPv4, 10/8 prefix; 172.16/12
prefix; 192.168/16 prefix). These should be confined to the area to
whi ch they are addressed.

There is also a requirenent for nulticast address scoping (Section
6.2).
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| P packets with these addresses nmust not be allowed to travel outside
their intended scope, and may cause unexpected behaviour if allowed
to do so. In addition, overlapping address assignnents can arise
when using | evel 2 NPA addresses:

(i) The NPA address nust be unique within the TS Logi cal Channel
Uni versal | EEE MAC addresses used in Ethernet LANs are
globally unique. |f the NPA addresses are not globally
uni que, the same NPA address may be re-used by Receivers in
di fferent addressed areas.

(ii) The NPA broadcast address (all 1s MAC address). Traffic with
this address should be confined to one addressed area.

Reception of unicast packets destined for another addressed area nmay
lead to an increase in the rate of received packets by systens
connected via the network. |P end hosts normally filter received
uni cast | P packets based on their assigned |P address. Reception of
the additional network traffic may contribute to processing | oad but
shoul d not |lead to unexpected protocol behaviour. However, it does
i ntroduce a potential Denial of Service (DoS) opportunity.

When the Receiver acts as an IP router, the receipt of such an IP
packet may | ead to unexpected protocol behaviour. This also provides
a security vulnerability since arbitrary packets nmay be passed to the
| P layer.

5.4. AR Aut hentication

In many AR designs, authentication has been overl ooked because of the
wi red nature of nobst existing |IP networks, which nakes it easy to
control hosts that are physically connected [RFC3819]. Wth wirel ess
connections, this is changing: unauthorized hosts actually can claim
L2 resources. The address resolution client (i.e., Receiver) may

al so need to verify the integrity and authenticity of the AR
information that it receives. There are trust relationships both
ways: clients need to know they have a valid server and that the
resolution is valid. Servers should perform authorisation before
they allow an L2 address to be used.

The MPEG 2 Transm ssion Network may al so require access control to

prevent unauthorized use of the TS Miultipl ex; however, this is an
orthogonal issue to address resol ution
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5.5. Requirenents for Unicast AR over MPEG 2
The requirement for AR over MPEG 2 networks include

(i) Use of a table-based approach to pronote AR scaling. This
requires definition of the frequency of update and vol une of
AR traffic generated.

(ii) Mechani sns to install AR information at the server
(unsolicited registration).

(iii) Mechanisns to verify AR information held at the server
(solicited responses). Appropriate tinmer values need to be
defi ned.

(iv) An ability to purge client AR information (after |IP network
renunbering, etc.).

(v) Support of | P subnetwork scoping.
(vi) Appropriate security associations to authenticate the sender
6. Milticast Support

This section addresses specific issues concerning |Pv4 and | Pv6

mul ticast [ RFC1112] over MPEG 2 Transmi ssion Networks. The prinmary
goal of multicast support will be efficient filtering of IP multicast
packets by the Receiver, and the mapping of I1Pv4 and | Pv6 multicast
addresses [RFC3171] to the associated PID value and TS Mil ti pl ex.

The design should permit a |arge nunber of active nulticast groups,
and should minimnze the processing |oad at the Recei ver when
filtering and forwarding I P multicast packets. For exanple, schenes
that may be easily inplenented in hardware woul d be beneficial, since
these may relieve drivers and operating systens from di scardi ng
unwanted multicast traffic [ RFC3819].

Mul ti cast mechani snms are used at nore than one protocol |evel. The
upstream router feeding the MPEG 2 Encapsul ator may forward nul ticast
traffic on the MPEG 2 TS Multiplex using a static or dynanic set of
groups. \Wen static forwarding is used, the set of IP nulticast
groups nmay al so be configured or set using SNW, Telnet, etc. A
Recei ver nornmally uses either an | P group nanagenent protocol (IGW

[ RFC3376] for |Pv4 or M.D [ RFC2710][ RFC3810] for IPv6) or a nulticast
routing protocol to establish tables that it uses to dynanically
enabl e | ocal forwarding of received groups. In a dynanmic case, this
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group nenbership information is fed back to the sender to enable it
to start sending new groups and (if required) to update the tables
that it produces for multicast AR

Appropriate procedures need to identify the correct action when the
same nulticast group is available on nore than one TS Logica

Channel. This could arise when different end hosts act as senders to
contribute | P packets with the sane | P group destination address.

The correct behaviour for SSM [ RFC3569] addresses nust al so be
considered. It may also arise when a sender duplicates the sane IP
group over several TS Logical Channels (or even different TS

Mul tiplexes), and in this case a Receiver nay potentially receive
nore than one copy of the sane packet. At the IP level, the
host/router may be unaware of this duplication

6.1. Milticast AR Functions
The functions required for nulticast AR nay be summari zed as:

(i) The Sender needs to know the L2 mapping of a multicast group
(ii) The Receiver needs to know the L2 mapping of a multicast group

In the Internet, multicast ARis normally a mapping function rather
than a one-to-one association using a protocol. |In Ethernet, the
sender nmaps an | P address to an L2 MAC address, and the Receiver uses
the sane mapping to deternmine the L2 address to set an L2
hardwar e/ software filter entry.
A typi cal sequence of actions for the dynam c case is:

L3) Populate the I P L3 nenbership tables at the Receiver

L3) Receivers send/forward I P L3 nmenbership tables to the Hub

L3) Dynanic/static forwarding at hub/upstreamrouter of IP L3
groups

L2) Populate the IP AR tables at the encapsul ator gateway
(i.e., Map I P L3 ntast groups to L2 PIDs)

L2) Distribute the AR information to Receivers

L2) Set Receiver L2 multicast filters for IP groups in the
menber ship table.
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To be flexible, AR nust associate a TS Logical Channel (PID) not only
with a group address, but possibly also a QS class and ot her
appropriate MPEG 2 TS attributes. Explicit per group AR to

i ndi vidual L2 addresses is to be avoi ded.

\
|
B [ TS +
| Tuner |---+TS Table
o m - -+ f S +
| -
Fom e oo - + Fomm e e o +
| deMux |---+PID Table|........
B [ TS +
| -
Fomm e o - + f S + Fomm e e e o - +
| MPE/ ULE | ---+AR Cache-|---+ L2 Table
B Fomm e e o + B S +
| | |
B [T + B
| IP | | AR | | | GWP/ MLD
o m - -+ f S + o m - -+
| | |
S B S +

Figure 7: Receiver Processing Architecture
6.2. Milticast Address Scoping

As in unicast, it is inportant to recognize the context (scope)
within which a nmulticast | P address is resolved, to prevent packets
from one addressed scope | eaking into other scopes.

Exanpl es of overlapping IP nmulticast address assignnments include:

(i) Local scope nmulticast addresses. These are
only valid within the |ocal area (exanples for |Pv4
i nclude: 224.0.0/24; 224.0.1/24). Sinmilar cases
exi st for sone IPv6 nulticast addresses [ RFC2375].

(ii) Scoped nul ticast addresses [ RFC2365] [RFC 2375]. Forwarding
of these addresses is controlled by the scope associ at ed
with the address. The addresses are only valid with an
addressed area (e.g. the 239/8 [ RFC2365]).

(iii) Oher non-1P protocols may al so view sets of MAC nul ti cast

addresses as link-1ocal, and may produce unexpected results
if distributed across several private networks.
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6. 3.

7.

| P packets with these addresses nmust not be allowed to travel outside
their intended scope (see Section 5.3). Perfornming multicast AR at
the I P level can enable providers to offer independently scoped
addresses and would need to use multiple Miulticast AR servers, one
per nulticast domain.

Requirenments for Milticast over MPEG 2

The requirenments for supporting multicast include, but are not
restricted to:

(i) Encapsul ating nmulticast packets for transm ssion using an
MPEG 2 TS.

(ii) Mapping IP multicast groups to the underlying MPEG 2 TS
Logi cal Channel (PID) and the MPEG 2 TS Ml ti pl ex.

(iii) Providing AR information to allow a Receiver to | ocate an
IP nulticast flowwithin an MPEG 2 TS Ml ti pl ex.

(iv) Error Reporting.
Summary

Thi s docunent describes the architecture for a set of protocols to
performefficient and flexible support for |IP network services over
networ ks built upon the MPEG 2 Transport Stream (TS). It also
descri bes existing approaches. The focus is on I P networking, the
mechani snms that are used, and their applicability to supporting IP
uni cast and nul ticast services.

The requirenents for a new encapsul ation of |Pv4 and | Pv6 packets is
described, outlining the Iimtations of current nethods and the need
for a streamlined | P-centric approach.

The architecture al so descri bes MPEG 2 Address Resol ution (AR
procedures to all ow dynanic configuration of the sender and Recei ver
using an MPEG 2 transm ssion |ink/network. These support |Pv4 and

| Pv6 services in both the unicast and nulticast nodes. Resolution
protocols will support |IP packet transm ssion using both the

Mul ti protocol Encapsulation (MPE), which is currently widely

depl oyed, and al so any | ETF-defined encapsul ation (e.g., ULE

[ 1 PDVB- ULE] ) .
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8.

Security Considerations

When the MPEG 2 transm ssion network is not using a wireline network
the normal security issues relating to the use of wireless links for
transport of Internet traffic should be considered [ RFC3819].

End-to-end security (including confidentiality, authentication,
integrity and access control) is closely associated with the end user
assets that are protected. This close association cannot be ensured
when providing security nmechanisns only within a subnetwork (e.g., an
MPEG 2 Transmi ssion Network). Several security mechani sns that can
be used end-to-end have al ready been deployed in the general |nternet
and are enjoying increasing use. |nportant exanples include:

- Transport Layer Security (TLS), which is primarily used to
protect web conmerce

- Pretty Good Privacy (PGP) and SSMME, primarily used to protect
and authenticate emai|l and software distributions;

- Secure Shell (SSH), used to secure renote access and file
transfer;

- | Psec, a general purpose encryption and authenticati on nechani sm
above I P that can be used by any | P application

However, subnetwork security is also inportant [RFC3819] and should
be encouraged, on the principle that it is better than the default
situation, which all too often is no security at all. Users of
especi ally vul nerabl e subnets (such as radi o/ broadcast networks
and/ or shared nedia Internet access) often have control over, at
nost, one endpoint - usually a client - and therefore cannot enforce
the use of end-to-end nechani sns.

A related role for subnetwork security is to protect users agai nst
traffic analysis, i.e., identifying the comunicating parties (by IP
or MAC address) and deternining their comuni cation patterns, even
when their actual contents are protected by strong end-to-end
security nechanisns. (This is inportant for networks such as
broadcast/radi o, where eavesdropping is easy.)

Encryption perforned at the Transport Stream (encrypting the payl oad
of all TS-Packets with the same PID) encrypts/scranbles all parts of
the SNDU, including the layer 2 MAC/ NPA address. Encryption at the
section level in MPE may al so optionally encrypt the layer 2 MAC/ NPA
address in addition to the PDU data [ETSI-DAT]. In both cases,
encryption of the MAC/ NPA address requires a Receiver to decrypt al
encrypted data, before it can then filter the PDUs with the set of
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MAC/ NPA addresses that it wishes to receive. This nethod al so has
the drawback that all Receivers nmust share a conmon encryption key.
Encryption of the MPE MAC address is therefore not pernitted in sone
systenms (e.g., [ETSI-DVBRCS]).

Where it is possible for an attacker to inject traffic into the
subnetwork control plane, subnetwork security can additionally
protect the subnetwork assets. This threat nust specifically be
consi dered for the protocols used for subnetwork control functions
(e.g., address resolution, managenent, configuration). Possible
threats include theft of service and denial of service; shared nedia
subnets tend to be especially vulnerable to such attacks [ RFC3819].

Appropriate security functions nust therefore be provided for | PDVB
control protocols [RFC3819], particularly when the control functions
are provided above the | P-layer using |IP-based protocols. Internet

| evel security nechanisns (e.g., |Psec) can nmitigate such threats.

In general, End-to-End security is recomended for users of any
communi cati on path, especially when it includes a wireless/radio or
broadcast |ink, where a range of security techni ques already exist.
Specification of security mechanisns at the application |ayer, or
within the MPEG 2 transm ssion network, are the concerns of

organi sations beyond the IETF. The conplexity of any such security
mechani snms shoul d be considered carefully so that it will not unduly
i mpact | P operations.

8.1. Link Encryption

Li nk | evel encryption of IP traffic is commonly used in
broadcast/radi o links to suppl enent End-to-End security (e.qg.
provided by TLS, SSH, Open PGP, SIMME, |Psec). The encryption and
key exchange nmethods vary significantly, depending on the intended
application. For exanple, DVB-S/ DVB-RCS operated by Access Network
Operators may wi sh to provide their customers (lInternet Service
Providers, I1SP) with security services. Commopn security services
are: terminal authentication and data confidentiality (for unicast
and nulticast) between an encapsul ati on gateway and Receivers. A
common objective is to provide the sane | evel of privacy as
terrestrial links. An ISP may also wish to provide end-to-end
security services to the end-users (based on well-known nechani sns
such as | Psec).

Therefore, it is inportant to understand that both security sol utions
(Access Network Operators to ISP and | SP to end-users) nay coexi st.
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10.

11.

11.

11.

MPE supports optional link encryption [ETSI-DAT]. A pair of bits
within the MPE protocol header indicate whether encryption
(scranmbling) is used. For encrypted PDUs, the header bits indicate
which of a pair of previously selected encryption keys is to be used.

It is reconmmended that any new encapsul ati on defined by the | ETF

all ows Transport Stream encryption and al so supports optional |ink

| evel encryption/authentication of the SNDU payload. In ULE

[1 PDVB- ULE], this may be provided in a flexible way using Extension
Headers. This requires definition of a mandatory header extension,
but has the advantage that it decouples specification of the security
functions fromthe encapsul ation functions. This nethod al so
supports encryption of the NPA/ MAC addresses.

| ANA Consi der ati ons

A set of protocols that neet these requirenents will require the | ANA
to make assignnents. This docunment in itself, however, does not
require any | ANA i nvol venent.
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Appendi x A: MPEG 2 Encapsul ati on Mechani sns

Transmitting packet data over an MPEG 2 transmi ssion network requires
that individual PDUs (e.g., |Pv4, |Pv6 packets, or bridged Ethernet

Frames) are encapsul ated using a convergence protocol. The follow ng
encapsul ations are currently standardi zed for MPEG 2 transm ssion
net wor ks:

(i) Milti-Protocol Encapsul ation (MPE).

The MPE specification of DVB [ ETSI - DAT] uses private
Sections for the transport of |IP packets and uses

encapsul ation that is simlar to the | EEE LAN MAN st andar ds
[LLC]. Data packets are encapsul ated i n datagram sections
that are conpliant with the DSMCC section format for private
data. Sone Receivers may exploit section processing
hardware to performa first-level filtering of the packets
that arrive at the Receiver.

Thi s encapsul ati on nmakes use of a MAC- | evel Network Point of
Attachnment address. The address format conforns to the

| SO | EEE standards for LAN MAN [LLC]. The 48-bit MAC
address field contains the MAC address of the destination;
it is distributed over six 8-bit fields, |abelled

MAC address_1 to MAC address_6. The MAC address 1 field
contains the nost significant byte of the MAC address, while
MAC address_6 contains the | east significant byte. How many
of these bytes are significant is optional and defined by
the val ue of the broadcast descriptor table [ETSI-DAT] sent
separately over another MPEG- 2 TS within the TS nulti pl ex.

MPE is currently a widely deployed schene. Due to
Investments in existing systens, usage is likely to continue
in current and future MPEG 2 Transni ssion Networks. ATSC
provides a schene simlar to MPE [ ATSC- DAT] with sone small
di f ferences.

(ii) Data Piping.

The Data Piping profile [ETSI-DAT] is a mnimum over head,
sinmple and flexible profile that makes no assunptions
concerning the format of the data being sent. |In this
profile, the Receiver is intended to provide PID filtering,
packet reassenbly according to [ETSI-SI], error detection,
and optional Conditional Access (link encryption).
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The specification allows the user data streamto be
unstructured or organi zed into packets. The specific
structure is transparent to the Receiver. It may conformto
any protocol, e.g., |IP, Ethernet, NFS, FDDI, MPEG 2 PES,
etc.

Data Stream ng.

The data broadcast specification profile [ETSI-DAT] for PES
tunnels (Data Streaning) supports unicast and multicast data
services that require a streamoriented delivery of data
packets. This encapsul ation maps an | P packet into a single
PES Packet payl oad.

Two di fferent types of PES headers can be selected via the
stream.id values [I SO MPEG . The private_stream 2 val ue
permts the use of the short PES header with limted
overhead, while the private stream 1l val ue nakes avail abl e
the scranbling control and the tinming and cl ock reference
features of the PES | ayer.
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This docunment is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGAN ZATI ON HE/ SHE REPRESENTS
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Intell ectual Property
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Intellectual Property Rights or other rights that nmight be clained to
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this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. [Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of I PR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Please address the infornation to the IETF at ietf-
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