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Abstract

CGeneralized Multi-Protocol Label Switching (GWLS) is a suite of
protocol extensions to MPLS to nake it generally applicable, to

i nclude, for exanple, control of non packet-based switching, and
particularly, optical switching. One consideration is to use GWLS
protocol s to upgrade the control plane of optical transport networks.
This docunment illustrates this process by describing those extensions
to GWLS protocols that are ainmed at controlling Synchronous Digital
H erarchy (SDH) or Synchronous Optical Networking (SONET) networKks.
SDH SONET net wor ks nmake good exanpl es of this process for a variety
of reasons. This docunent highlights extensions to GWLS-rel at ed
routing protocols to disseninate information needed in transport path
comput ati on and network operations, together with (G MPLS protocol
extensions required for the provisioning of transport circuits. New
capabilities that an GWLS control plane would bring to SDH SONET

net wor ks, such as new restoration methods and multi-Ilayer circuit
establishment, are al so di scussed.
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1. Introduction

The CCAMP Working G oup of the | ETF has the goal of extending MPLS
[1] protocols to support nultiple network |ayers and new services.
This extended MPLS, which was initially known as Milti-Protoco
Lanbda Switching, is now better referred to as Generalized MPLS (or
GWLS)

The GWLS effort is, in effect, extending | P/MPLS technology to
control and manage | ower layers. Using the sanme franmework and
simlar signaling and routing protocols to control nultiple |layers
can not only reduce the overall conplexity of designing, deploying,
and nai ntai ning networks, but can also nake it possible to operate
two contiguous layers by using either an overlay nodel, a peer nodel,

or an integrated nodel. The benefits of using a peer or an overlay
nodel between the IP layer and its underlying layer(s) will have to
be clarified and evaluated in the future. |In the nmean tine, GWLS

could be used for controlling each | ayer independently.

The goal of this work is to highlight how GWLS could be used to
dynami cal ly establish, maintain, and tear down SDH SONET circuits.
The objective of using these extended | P/ MPLS protocols is to provide
at least the same kinds of SDH SONET services as are provided today,
but using signaling instead of provisioning via centralized
managenent to establish those services. This will allow operators to
propose new services, and will allow clients to create SDH SONET
paths on-denand, in real-tine, through the provider network. W
first review the essential properties of SDH SONET networks and their
operations, and we show how t he | abel concept in GWLS can be
extended to the SDH SONET case. W then | ook at inportant
information to be disseninated by a Iink state routing protocol and

| ook at the inportant signal attributes that need to be conveyed by a
| abel distribution protocol. Finally, we |ook at some outstanding

i ssues and future possibilities.

1.1. MPLS Overvi ew

A mej or advantage of the MPLS architecture [1] for use as a genera
network control plane is its clear separation between the forwarding
(or data) plane, the signaling (or connection control) plane, and the
routing (or topol ogy discovery/resource status) plane. This allows
the work on MPLS extensions to focus on the forwarding and signaling
pl anes, while allowing well-known IP routing protocols to be reused
in the routing plane. This clear separation also allows for MPLS to
be used to control networks that do not have a packet - based
forwardi ng pl ane.
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An MPLS network consists of MPLS nodes called Label Switch Routers
(LSRs) connected via Label Switched Paths (LSPs). An LSP is uni-
directional and could be of several different types such as point-
to-point, point-to-nultipoint, and multipoint-to-point. Border LSRs
in an MPLS network act as either ingress or egress LSRs, depending on
the direction of the traffic being forwarded.

Each LSP is associated with a Forwardi ng Equi val ence O ass (FEC)

whi ch may be thought of as a set of packets that receive identica
forwarding treatnent at an LSR  The sinpl est exanple of an FEC ni ght
be the set of destination addresses lying in a given address range.
Al'l packets that have a destination address lying within this address
range are forwarded identically at each LSR configured with that FEC

To establish an LSP, a signaling protocol (or |abel distribution
protocol) such as LDP or RSVP-TE is required. Between two adjacent
LSRs, an LSP is locally identified by a fixed length identifier
called a label, which is only significant between those two LSRs. A
signaling protocol is used for inter-node conmunication to assign and
mai ntai n these | abel s.

When a packet enters an MPLS-based packet network, it is classified
according to its FEC and, possibly, additional rules, which together
determ ne the LSP al ong which the packet nust be sent. For this
purpose, the ingress LSR attaches an appropriate |abel to the packet,
and forwards the packet to the next hop. The |abel nmay be attached
to a packet in different ways. For exanple, it may be in the form of
a header encapsul ating the packet (the "shinl header) or it may be
witten in the VPI/VCl field (or DLCI field) of the |ayer 2
encapsul ati on of the packet. In case of SDH SONET networks, we will
see that a label is sinply associated with a segnent of a circuit,
and is mainly used in the signaling plane to identify this segnent
(e.g., atine-slot) between two adjacent nodes.

When a packet reaches a packet LSR, this LSR uses the |abel as an
index into a forwarding table to determ ne the next hop and the
correspondi ng outgoi ng | abel (and, possibly, the QoS treatnent to be
given to the packet), wites the new | abel into the packet, and
forwards the packet to the next hop. Wen the packet reaches the
egress LSR the label is renoved and the packet is forwarded using
appropriate forwardi ng, such as normal IP forwarding. W will see
that for an SDH SONET network these operations do not occur in quite
the sane way.
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1.2. SDH SONET Overvi ew

There are currently two different nultiplexing technologies in use in
optical networks: wavel ength-division nultiplexing (WOM and tine
division nultiplexing (TDM. This work focuses on TDM t echnol ogy.

SDH and SONET are two TDM standards w dely used by operators to
transport and nultiplex different tributary signals over optica
links, thus creating a nultiplexing structure, which we call the
SDH/ SONET rmul ti pl ex.

ITUT (G 707) [2] includes both the European Tel ecomuni cati ons
Standards Institute (ETSI) SDH hierarchy and the USA ANSI SONET
hierarchy [3]. The ETSI SDH and SONET standards regarding frane
structures and higher-order nultiplexing are the sane. There are
some regional differences in termnol ogy, on the use of sone overhead
bytes, and | ower-order nultiplexing. Interworking between the two

| ower-order hierarchies is possible using gateways.

The fundanental signal in SDH is the STM1 that operates at a rate of
about 155 Mops, while the fundanmental signal in SONET is the STS-1
that operates at a rate of about 51 Mips. These two signals are nade
of contiguous franes that consist of transport overhead (header) and
payl oad. To solve synchronization issues, the actual data is not
transported directly in the payload, but rather in another interna
frame that is allowed to float over two successive SDH SONET

payl oads. This internal frame is named a Virtual Container (VC) in
SDH and a SONET Payl oad Envel ope (SPE) in SONET.

The SDH SONET architecture identifies three different |ayers, each of
whi ch corresponds to one | evel of comunication between SDH SONET
equi prent. These are, starting with the | owest, the regenerator
section/section layer, the nultiplex section/line |ayer, and (at the
top) the path layer. Each of these layers, in turn, has its own
overhead (header). The transport overhead of an SDH SONET frame is
mai nly sub-divided in two parts that contain the regenerator
section/section overhead and the nultiplex section/line overhead. In
addition, a pointer (in the formof the HlL, H2, and H3 bytes)

i ndi cates the beginning of the VO SPE in the payl oad of the overall
STM STS frane.

The VO SPE itself is made up of a header (the path overhead) and a
payl oad. This payload can be further subdivided into sub-el ements
(signals) in a fairly conplex way. In the case of SDH, the STM1
frame may contain either one VC-4 or three nultiplexed VCG3s. The
SONET nultiplex is a pure tree, while the SDH nultiplex is not a pure
tree, since it contains a node that can be attached to two parent
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nodes. The structure of the SDH SONET nmultiplex is shown in Figure
1. In addition, we show reference points in this figure that are
explained in later sections.

The | eaves of these multiplex structures are tinme slots (positions)
of different sizes that can contain tributary signals. These
tributary signals (e.g., E1, E3, etc) are mapped into the | eaves

usi ng standardi zed mapping rules. |In general, a tributary signal
does not fill a tine slot conpletely, and the napping rul es define
precisely howto fill it.

What is inportant for the GWLS-based control of SDH SONET circuits
is toidentify the elenments that can be switched from an i nput

mul tiplex on one interface to an output mnultiplex on another
interface. The only elenments that can be switched are those that can
be re-aligned via a pointer, i.e., a VGx in the case of SDH and a
SPE in the case of SONET.

XN x1

STM N<---- AUGK---- A 4<- - VCAK- - = - s e e e e e e e e e e o - C4 E4

N N

I x3 I x3

| | x1
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[ --mmm - - TU-11<---VC-11<--C 11 DS1/T1
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l-em-- VT- 3<- - - - SPE DS1C

| ---VT- G oup<---VT-6<----SPE DS2/ T2
N N
I
I
I
I
R VT-2<----SPE E1
I
I

[ oemmmme e e - VT- 1. 5<--SPE DS1/T1

Figure 1. SDH and SONET rmnul ti pl exi ng structure and typica
Pl esi ochronous Digital Hierarchy (PDH) payl oad signals.

An STM N STS-N signal is formed fromN x STM 1/ STS-1 signals via byte
interleaving. The VCs/SPEs in the N interleaved frames are

i ndependent and float according to their own clocking. To transport
tributary signals in excess of the basic STM 1/ STS-1 signal rates

the VCs/ SPEs can be concatenated, i.e., glued together. |In this
case, their relationship with respect to each other is fixed in tine;
hence, this relieves, when possible, an end system of any inverse

mul ti pl exi ng bondi ng processes. Different types of concatenations
are defined in SDH SONET

For exanpl e, standard SONET concatenation allows the concatenation of
Mx STS-1 signals within an STS-N signal with M<= N, and M= 3, 12,
48, 192, .... The SPEs of these M x STS-1s can be concatenated to
forman STS-Mc. The STS-Mc notation is short hand for describing an
STS- M si gnal whose SPEs have been concat enat ed.

.3. The Current State of Crcuit Establishnment in SDH SONET Networ ks

In present day SDH and SONET networ ks, the networks are primarily
statically configured. When a client of an operator requests a
point-to-point circuit, the request sets in notion a process that can
| ast for several weeks or nore. This process is conposed of a chain
of shorter administrative and technical tasks, sone of which can be
fully automated, resulting in significant inprovenents in
provisioning tine and in operational savings. In the best case, the
entire process can be fully automated all owi ng, for exanple, customer
prem se equi pnent (CPE) to contact an SDH SONET switch to request a
circuit. Currently, the provisioning process involves the foll ow ng
t asks.
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1
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1

3.1. Adninistrative Tasks

The adninistrative tasks represent a significant part of the
provisioning tine. Mst of themcan be automated using IT
applications, e.g., aclient still has to fill a formto request a
circuit. This formcan be filled via a Wb-based application and can
be automatically processed by the operator. A further enhancenent is
to allowthe client’s equi pnent to coordinate with the operator’s
network directly and request the desired circuit. This could be

achi eved through a signaling protocol at the interface between the
client equi pnent and an operator switch, i.e., at the UNI, where
GWPLS signaling [4], [5] can be used

3.2. Manual Operations

Anot her significant part of the tine nmay be consunmed by manua
operations that involve installing the right interface in the CPE and
installing the right cable or fiber between the CPE and the operator
switch. This time can be especially significant when a client is in
a different tine zone than the operator’s main office. This first-
time connection time is frequently accounted for in the overal

est abl i shnent tine.

3.3. Planning Tool Operation

Anot her portion of the time is consunmed by planning tools that run
simul ati ons using heuristic algorithnms to find an optinized pl acenment
for the required circuits. These planning tools can require a
significant running tine, sonetinmes on the order of days.

These sinulations are, in general, executed for a set of demands for
circuits, i.e., a batch node, to inprove the optimality of network
resource usage and other parameters. Today, we do not really have a
means to reduce this sinulation time. On the contrary, to support
fast, on-line, circuit establishnent, this phase nmay be invoked nore
frequently, i.e., we will not "batch up" as many connection requests
before we plan out the corresponding circuits. This nmeans that the
network may need to be re-optimzed periodically, inplying that the
signaling should support re-optinization with m ninuminpact to

exi sting services.

3.4. Circuit Provisioning

Once the first three steps discussed above have been conpl eted, the
operator must provision the circuits using the outputs of the

pl anni ng process. The tine required for provisioning varies greatly.
It can be fairly short, on the order of a few minutes, if the
operators already have tools that help themto do the provisioning
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over heterogeneous equi pnent. Oherw se, the process can take days.
Devel opi ng these tools for each new piece of equi pnent and each
vendor is a significant burden on the service provider. A
standardi zed interface for provisioning, such as GWLS signaling,
could significantly reduce or elimnate this devel opnment burden. In
general, provisioning is a batched activity, i.e., a fewtines per
week an operator provisions a set of circuits. GWLS will reduce
this provisioning time froma few ninutes to a few seconds and could
help to transformthis periodic process into a real-time process.

When a circuit is provisioned, it is not delivered directly to a
client. Rather, the operator first tests its perfornmance and
behavi or and, if successful, delivers the circuit to the client.

This testing phase lasts, in general, up to 24 hours. The operator
installs test equi prment at each end and uses pre-defined test streans
to verify performance. |If successful, the circuit is officially
accepted by the client. To speed up the verification (sonetines
known as "proving") process, it would be necessary to support sone
form of automated perfornance testing.

1.4. Centralized Approach versus Distributed Approach

Whet her a centralized approach or a distributed approach will be used
to control SDH SONET networks is an open question, since each
approach has its nerits. The application of GWLS to SDH SONET

net wor ks does not preclude either nodel, although GWLS is itself a
di stributed technol ogy.

The basic tradeoff between the centralized and distributed approaches
is that of conplexity of the network el enents versus that of the

net wor k managenment system (NMS). Since adding functionality to

exi sting SDH SONET network el enents nmay not be possible, a
centralized approach may be needed in some cases. The main issue
facing centralized control via an NVM5 is one of scalability. For
instance, this approach may be limted in the nunber of network

el ements that can be nmanaged (e.g., one thousand). It is, therefore,
quite common for operators to deploy several NVS in parallel at the
Net wor k Management Layer, each managing a different zone. |In that

case, however, a Service Managenment Layer nust be built on the top of
several individual NVS to take care of end-to-end on-denmand services.
On the other hand, in a conplex and/or dense network, restoration
could be faster with a distributed approach than with a centralized
appr oach.

Let’s now | ook at how the nmjor control plane functional conmponents
are handled via the centralized and distributed approaches:
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1.4.1. Topol ogy Discovery and Resource Di ssemi nation

Currently, an NVS naintains a consistent view of all the networking
| ayers under its purview. This can include the physical topology,
such as information about fibers and ducts. Since nost of this
information is entered nanually, it remains error prone.

A link state GWLS routing protocol, on the other hand, could perform
aut omati c topol ogy discovery and di sseninate the topology as well as
resource status. This information would be available to all nodes in
the network, and hence also the NM5. Hence, one can look at a

conti nuum of functionality between manual ly provisioned topol ogy

i nformati on (of which there will always be sone) and fully autonated
di scovery and dissenmnation (as in a link state protocol). Note
that, unlike the I P datagram case, a link state routing protoco
applied to the SDH SONET network does not have any service inpacting
inplications. This is because in the SDH SONET case, the circuit is
source-routed (so there can be no loops), and no traffic is
transmtted until a circuit has been established and an

acknow edgenent received at the source

1.4.2. Path Conputation (Route Determination)

In the SDH SONET case, unlike the | P datagram case, there is no need
for network elenents to all performthe sane path cal culation [6].

In addition, path determination is an area for vendors to provide a
potentially significant value addition in ternms of network
efficiency, reliability, and service differentiation. |In this sense,
a centralized approach to path conputation nay be easier to operate
and upgrade. For exanple, new features such as new types of path
diversity or new optim zation algorithns can be introduced with a
simpl e NMS software upgrade. On the other hand, updating sw tches
with new path conputation software is a nore conplicated task. In
addition, many of the algorithns can be fairly conmputationally

i ntensive and may be conpletely unsuitable for the enbedded
processi ng environnent available on nost switches. 1In restoration
scenarios, the ability to performa reasonably sophisticated | evel of
path conputation on the network el enent can be particularly usefu
for restoring traffic during major network faults.

1.4.3. Connection Establishnent (Provisioning)

The actual setting up of circuits, i.e., a coupled collection of
Cross connects across a network, can be done either via the NVS
setting up individual cross connects or via a "soft permanent LSP"
(SPLSP) type approach. |In the SPLSP approach, the NV5S may just Kkick
of f the connection at the "ingress" switch with GWLS signaling
setting up the connection fromthat point onward. Connection
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establishnent is the trickiest part to distribute, however, since
errors in the connection setup/tear down process are service

i mpacti ng.

The tabl e bel ow conpares the two approaches to connection

est abl i shnent .

Tabl e 1.
appr oaches.

Di stri buted approach

Packet - based control plane
(l'i ke GWPLS or PNNI') useful ?
Do we really need it? Being
added/ speci fied by severa
standardi zati on bodi es

H gh survivability (e.g., in
case of partition)

Di stributed | oad

I ndi vi dual | ocal routing
deci si on

Routing scal able as for the
I nt er net

Compl ex to change routing
protocol /al gorithm

Requi res enhanced routing
protocol (traffic
engi neeri ng)

| deal for inter-donain

Sui table for very dynamc
denmands

Probably faster to restore,
but nore difficult to have
reliable restoration.

H gh scalability
(hierarchical)

I nf or mat i ona

Qualitative conparison between centralized and distributed

Centralized approach

Managenment plane |ike TMN or
SNVP

Al ways needed! Already there,
proven and under st ood.

Pot enti al single point(s) of
failure

Bottl eneck: #requests and
actions to/from NVS

Centralized routing decision,
can be done per bl ock of
requests

Assumes a few big

adm ni strative donmai ns

Very easy | ocal upgrade (non-
i ntrusive)

Better consi stency

Not inter-domain friendly

For | ess dynanmi ¢ demands
(longer lived)

Probably slower to restore, but
could effect reliable
restoration.

Limted scalability: #nodes,
links, circuits, nessages
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Pl anni ng (optin zation) Pl anning is a background
harder to achi eve centralized activity

Easier future integration
wi th other control plane
| ayers

1.5. Wiy SDH SONET WI I Not Di sappear Tonorrow

As IP traffic beconmes the dominant traffic transported over the
transport infrastructure, it is useful to conpare the statistica
multiplexing of IPwith the time division nultiplexing of SDH and
SONET.

Consi der, for instance, a scenario where IP over WDMis used
everywhere and | anbdas are optically switched. In such a case, a
carrier’s carrier would sell dynamically controlled | anbdas with each
custoners building their owm | P backbones over these | anbdas.

This sinple nodel inplies that a carrier would sell |anmbdas instead
of bandwi dth. The carrier’s goal will be to maxinize the nunber of
wavel engt hs/ | anbdas per fiber, with each customer having to fully
support the cost for each end-to-end | anbda whet her or not the

wavel ength is fully utilized. Al though, in the near future, we nay
have technol ogy to support up to several hundred | anbdas per fiber, a
worl d where | anbdas are so cheap and abundant that every individua
customer buys them from one point to any other point, appears an
unli kely scenario today.

More realistically, there is still roomfor a multiplexing technol ogy
that provides circuits with a lower granularity than a wavel ength
(Not everyone needs a mni mrum of 10 Gbps or 40 Gops per circuit, and
| P does not yet support all telecomapplications in bulk
efficiently.)

SDH and SONET possess a rich nmultiplexing hierarchy that pernits
fairly fine granularity and that provides a very cheap and sinple
physi cal separation of the transported traffic between circuits,
i.e., QS. Mreover, even | P datagrans cannot be transported
directly over a wavelength. A fram ng or encapsul ation is always
required to delimt |IP datagranms. The Total Length field of an IP
header cannot be trusted to find the start of a new datagram since
it could be corrupted and would result in a | oss of synchronization
The typical fram ng used today for |IP over Dense WOM (DWDM) is
defined in RFC1619/ RFC2615 and i s known as POS (Packet Over

SDH/ SONET), i.e., I P over PPP (in High-Level Data Link Contro
(HDLC)-1i ke format) over SDH SONET. SDH and SONET are actually
efficient encapsulations for IP. For instance, with an average |IP

Bernstein, et al. I nf or mat i onal [ Page 12]



RFC 4257 GWLS based Control of SDH SONET Decenber 2005

2.

2.

datagram | ength of 350 octets, an | P over G gabit Ethernet (GE)
encapsul ati on using an 8B/ 10B encoding results in 28% overhead, an

| P/ ATM SDH encapsul ation results in 22% overhead, and an | P/ PPP/ SDH
encapsul ation results in only 6% over head.

Any encapsul ation of IP over WDM should, in the data plane, at |east
provide the followi ng: error nonitoring capabilities (to detect
signal degradation); error correction capabilities, such as FEC
(Forward Error Correction) that are particularly needed for ultra

| ong haul transm ssion; and sufficient timng information, to allow
robust synchronization (that is, to detect the beginning of a
packet). In the case where associated signaling is used (that is,
where the control and data pl ane topol ogi es are congruent), the
encapsul ati on shoul d al so provide the capacity to transport
signaling, routing, and managenent nessages, in order to control the
optical switches. Rather, SDH and SONET cover all these aspects
natively, except FEC, which tends to be supported in a proprietary
way. (W note, however, that associated signaling is not a

requi renent for the GWLS-based control of SDH SONET networ ks
Rather, it is just one option. Non associated signaling, as would
happen wi th an out-of-band control plane network is another equally
valid option.)

Since I P encapsulated in SDH SONET is efficient and wi dely used, the
only real difference between an | P over WDM network and an | P over
SDH over WDM network is the layers at which the switching or
forwarding can take place. In the first case, it can take place at
the 1P and optical layers. |In the second case, it can take place at
the 1P, SDH SONET, and optical |ayers.

Al nost all transm ssion networks today are based on SDH or SONET. A
client is connected either directly through an SDH or SONET interface
or through a PDH interface, the PDH signal being transported between
the ingress and the egress interfaces over SDH or SONET. What we are
arguing here is that it makes sense to do switching or forwarding at
all these |l ayers

GWPLS Applied to SDH SONET
1. Controlling the SDH SONET Ml ti pl ex

Controlling the SDH SONET nul tiplex inplies deciding which of the

di fferent switchable conponents of the SDH SONET nultiplex we wish to
control using GWLS. Essentially, every SDH SONET el ement that is
referenced by a pointer can be switched. These conponent signals are
the VG4, VC 3, VG2, VG 12, and VG-11 in the SDH case; and the VT
and STS SPEs in the SONET case. The SPEs in SONET do not have
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i ndi vi dual names, although they can be referred to sinply as VT-N
SPEs. We will refer to themby identifying the structure that
contains them nanely STS-1, VT-6, VI-3, VI-2, and VT-1.5.

The STS-1 SPE corresponds to a VC-3, a VI-6 SPE corresponds to a VC
2, a VT-2 SPE corresponds to a VC-12, and a VT-1.5 SPE corresponds to
a VC-11. The SONET VT-3 SPE has no correspondence in SDH, however
SDH s VC-4 corresponds to SONET' s STS-3c SPE.

In addition, it is possible to concatenate sonme of the structures
that contain these elenents to build |arger elenments. For instance,
SDH al | ows the concatenation of X contiguous AU-4s to build a VG 4-Xc
and of mcontiguous TU-2s to build a VCG-2-nc. |n that case, a VG 4-
Xc or a VC-2-nt can be switched and controlled by GWLS. SDH al so
defines virtual (non-contiguous) concatenation of TU 2s; however, in
that case, each constituent VC-2 is sw tched individually.

2.2. SDH SONET LSR and LSP Ter m nol ogy

Let an SDH or SONET Terminal Miltiplexer (TM, Add-Drop Miltiplexer
(ADM, or cross-connect (i.e., a switch) be called an SDH SONET LSR.
An SDH SONET path or circuit between two SDH SONET LSRs now becomes a
GWLS LSP. An SDH SONET LSP is a | ogical connection between the
point at which a tributary signal (client layer) is adapted into its
virtual container, and the point at which it is extracted fromits
virtual container.

To establish such an LSP, a signaling protocol is required to
configure the input interface, switch fabric, and output interface of
each SDH SONET LSR along the path. An SDH SONET LSP can be point-
to-point or point-to-nultipoint, but not nultipoint-to-point, since
no nmerging is possible with SDH SONET si gnal s.

To facilitate the signaling and setup of SDH SONET circuits, an

SDH SONET LSR nust, therefore, identify each possible signal
individually per interface, since each signal corresponds to a
potential LSP that can be established through the SDH SONET LSR It
turns out, however, that not all SDH signals correspond to an LSP and
therefore not all of themneed be identified. |In fact, only those
signals that can be switched need identification.

3. Deconposition of the GWLS Circuit-Sw tching Probl em Space
Al t hough those fanm liar with GWLS nmay be familiar with its
application in a variety of application areas (e.g., ATM Frane

Rel ay, and so on), here we quickly review its deconposition when
applied to the optical sw tching probl em space.
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(i) Information needed to conpute paths nust be made gl obally
avai | abl e throughout the network. Since this is done via the link
state routing protocol, any information of this nature nust either be
in the existing link state advertisenents (LSAs) or the LSAs nust be
suppl enented to convey this information. For exanple, if it is
desirable to offer different levels of service in a network, based on
whether a circuit is routed over SDH SONET lines that are ring
protected versus being routed over those that are not ring protected
(differentiation based on reliability), the type of protection on a
SDH SONET |ine would be an inportant topol ogi cal paraneter that would
have to be distributed via the Iink state routing protocol

(ii) Information that is only needed between two "adjacent" swtches
for the purposes of connection establishnent is appropriate for
distribution via one of the | abel distribution protocols. In fact,
this information can be thought of as the "virtual" label. For
exanpl e, in SONET networks, when distributing information to sw tches
concerning an end-to-end STS-1 path traversing a network, it is
critical that adjacent switches agree on the nultiplex entry used by
this STS-1 (but this information is only of |ocal significance

bet ween those two switches). Hence, the nultiplex entry nunber in

this case can be used as a virtual l|abel. Note that the label is
virtual, in that it is not appended to the payload in any way, but it
is still a label in the sense that it uniquely identifies the signa

locally on the |ink between the two swtches.

(iii) Information that all switches in the path need to know about a
circuit will also be distributed via the | abel distribution protocol
Exanpl es of such information include bandwi dth, priority, and
preenpti on.

(iv) Information intended only for end systenms of the connection
Sonme of the payload type infornmation may fall into this category.

4. GWLS Routing for SDH SONET

Modern SDH SONET transport networks excel at interoperability in the
performance nonitoring (PM and fault managenent (FM areas [7], [8].
They do not, however, interoperate in the areas of topology discovery
or resource status. Although link state routing protocols, such as

I S-1S and OSPF, have been used for sonme tine in the P world to
conput e destination-based next hops for routes (w thout routing

| oops), they are particularly valuable for providing tinely topol ogy
and network status information in a distributed manner, i.e., at any
network node. If resource utilization information is disseninated
along with the Iink status (as done in ATMs PNNI routing protocol),
then a very conplete picture of network status is available to a
networ k operator for use in planning, provisioning, and operations.
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The informati on needed to conpute the path a connection will take
through a network is inportant to distribute via the routing
protocol. In the TDM case, this information includes, but is not
limted to: the avail able capacity of the network Iinks, the
switching and ternmination capabilities of the nodes and interfaces,
and the protection properties of the link. This is what is being
proposed in the GWLS extensions to IP routing protocols [9], [10],
[11].

When applying routing to circuit switched networks, it is useful to
conmpare and contrast this situation with the datagramrouting case
[12]. In the case of routing datagrans, all routes on all nodes nust
be cal cul ated exactly the sane to avoid | oops and "black holes". In
circuit switching, this is not the case since routes are established
per circuit and are fixed for that circuit. Hence, unlike the

dat agram case, routing is not service inpacting in the circuit
switched case. This is hel pful because, to acconmpbdate the optica

| ayer, routing protocols need to be supplenented with new

i nformati on, as conpared to the datagramcase. This information is
also likely to be used in different ways for inplenenting different
user services. Due to the increase in information transferred in the
routing protocol, it may be useful to separate the relatively static
paraneters concerning a link fromthose that nmay be subject to
frequent changes. However, the current GWLS routing extensions [9],
[10], [11] do not nmke such a separation

Indeed, fromthe carriers’ perspective, the up-to-date di ssem nation
of all link properties is essential and desired, and the use of a
link-state routing protocol to distribute this information provides
tinely and efficient delivery. |If GWLS-based networks got to the
poi nt that bandw dth updates happen very frequently, it makes sense,
froman efficiency point of view, to separate themout for update.
This situation is not yet seen in actual networks; however, if GWLS
signaling is put into wi despread use then the need could arise.

4.1. Switching Capabilities

The main switching capabilities that characterize an SDH SONET end
system and thus need to be advertised via the link state routing
protocol are: the switching granularity, supported forns of

concat enati on, and the | evel of transparency.

4.1.1. Switching Ganularity
Fromreferences [2], [3], and the overvi ew section on SDH SONET we
see that there are a nunmber of different signals that conpose the

SDH SONET hi erarchies. Those signals that are referenced via a
pointer (i.e., the VCs in SDH and the SPEs in SONET) will actually be
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switched within an SDH SONET network. These signals are subdivided
into |l ower order signals and higher order signals as shown in Table
2.

Table 2. SDH SONET switched signal groupings.

Si gnal Type SDH SONET

Lower Order VC-11, VG 12, VG2 VT-1.5 SPE, VT-2 SPE,
VT-3 SPE, VT-6 SPE

Hi gher VC-3, VC-4 STS-1 SPE, STS-3c SPE

O der

Manuf acturers today differ in the types of switching capabilities
their systens support. Many manufacturers today switch signals
starting at VC-4 for SDH or STS-1 for SONET (i.e., down the basic
frame) and above (see Section 5.1.2 on concatenation), but they do
not switch lower order signals. Sone of themonly allow the
switching of entire aggregates (concatenated or not) of signals such
as 16 VC-4s, i.e., a complete STM 16, and nothing finer. Sonme go
down to the VC-3 level for SDH Finally, some offer highly
integrated switches that switch at the VG 3/STS-1 | evel down to | ower
order signals such as VC-12s. 1In order to cover the needs of all
manuf acturers and operators, GWPLS signaling ([4], [5]) covers both
hi gher order and | ower order signals.

4.1.2. Signal Concatenation Capabilities

As stated in the SDH SONET overview, to transport tributary signals
with rates in excess of the basic STM 1/STS-1 signal, the VCs/ SPEs
can be concatenated, i.e., glued together. Different types of
concat enati ons are defined: contiguous standard concatenati on,
arbitrary concatenation, and virtual concatenation with different
rul es concerning their size, placenment, and binding.

St andard SONET concatenation allows the concatenation of Mx STS-1
signals within an STS-N signal with M<= N, and M= 3, 12, 48, 192,
STS-Mc. The STS-Mc notation is shorthand for describing an STS-M

si gnal whose SPEs have been concatenated. The multi pl exing
procedures for SDH and SONET are given in references [2] and [3],
respectively. Constraints are inposed on the size of STS-M signals,
i.e., they nust be a nmultiple of 3, and on their starting location
and interl eaving.

Bernstein, et al. I nf or mat i onal [ Page 17]



RFC 4257 GWLS based Control of SDH SONET Decenber 2005

This has the follow ng advantages: (a) restriction to nultiples of 3
hel ps with SDH conpatibility (there is no STS-1 equivalent signal in
SDH); (b) the restriction to multiples of 3 reduces the nunber of
connection types; (c) the restriction on the placenent and
interleaving could all ow nore conpact representation of the "l abel”

The maj or di sadvantages of these restrictions are: (a) Linited
flexibility in bandw dth assignment (somewhat inhibits finer grained
traffic engineering). (b) The lack of flexibility in starting tine
slots for STS-M signals and in their interleaving (where the rest of
the signal gets put in terns of STS-1 slot nunbers) leads to the
requi renent for re-grooning (due to bandw dth fragnentation).

Due to these di sadvant ages, sone SONET franer nmanufacturers now
support "flexible" or arbitrary concatenation. That is, they support
concatenation with no restrictions on the size of an STS-M (as |ong
as M<= N and no constraints on the STS-1 tineslots used to convey
it, i.e., the signals can use any conbination of available tine

sl ots.

Standard and fl exi bl e concatenati ons are network services, while
virtual concatenation is an SDH SONET end-system service approved by
the Conmittee T1 of ANSI [3] and the ITU-T [2]. The essence of this
service is to have SDH SONET end systens "glue" together the VCs or
SPEs of separate signals, rather than requiring that the signals be
carried through the network as a single unit. |In one exanple of
virtual concatenation, two end systens supporting this feature could
essentially "inverse multiplex" two STS-1s into an STS-1-2v for the
efficient transport of 100 Mips Ethernet traffic. Note that this

i nverse nultiplexing process (or virtual concatenation) can be
significantly easier to inplenment with SDH SONET than packet swi tched
circuits, because ensuring that tinmng and in-order franme delivery is
preserved may be sinpler to establish using SDH SONET, rather than
packet switched circuits, where nore sophisticated techni ques may be
needed.

Since virtual concatenation is provided by end systens, it is
conmpatible with existing SDH SONET networks. Virtual concatenation
is defined for both higher order signals and | ow order signals.
Tabl e 3 shows the nomencl ature and capacity for several | ower-order
virtual ly concatenated signals contained within different higher-
order signals.
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Table 3. Capacity of Virtually Concatenated VIn-Xv (9/ G 707)

Carried In X Capacity In steps
of
VT1.5/ STS-1/VC-3 1to 28 1600kbit/s to 1600kbit/s
VC- 11- Xv 44800kbit/s
VT2/ STS-1/VC- 3 1to 21 2176kbit/s to 2176kbit/s
VC- 12- Xv 45696kbit/s
VT1.5/ STS- 3¢/ VG- 4 1to 64 1600kbit/s to 1600kbit/s
VC- 11- Xv 102400kbi t/s
VT2/ STS- 3¢/ VG- 4 1to 63 2176kbit/s to 2176kbit/s
VG- 12- Xv 137088kbit/s

4.1.3. SDH SONET Transpar ency

The purposed of SDH SONET is to carry its payload signals in a
transparent manner. This can include some of the layers of SONET
itself. An exanple of this is a situation where the path overhead
can never be touched, since it actually belongs to the client. This
was anot her reason for not coding an explicit label in the SDH SONET
path overhead. It nmay be useful to transport, multiplex and/or
switch lower layers of the SONET signal transparently.

As nentioned in the introduction, SONET overhead is broken into three
| ayers: Section, Line, and Path. Each of these layers is concerned
with fault and perfornmance nonitoring. The Section overhead is
primarily concerned with fram ng, while the Line overhead is
primarily concerned with nultiplexing and protection. To perform
pipe multiplexing (that is, nultiplexing of 50 Mops or 150 Mops
chunks), a SONET network el ement should be line termni nating.

However, not all SONET multipl exers/sw tches perform SONET pointer
adjustnents on all the STS-1s contained within a higher order SONET
signal passing through them Alternatively, if they perform pointer
adjustnents, they do not ternminate the |line overhead. For exanple, a
mul ti pl exer may take four SONET STS-48 signals and nultiplex them
onto an STS-192 without performi ng standard |ine pointer adjustments
on the individual STS-1s. This can be | ooked at as a service since
it may be desirable to pass SONET signals, |like an STS-12 or STS-48,
with sone |evel of transparency through a network and still take
advant age of TDM technol ogy. Transparent nultiplexing and swtching
can al so be viewed as a constraint, since sone nultiplexers and
switches may not switch with as fine a granularity as others. Table
4 summari zes the | evels of SDH SONET transparency.
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Table 4. SDH SONET transparency types and their properties.

Transparency Type Comment s
Pat h Layer (or Line St andard hi gher order SONET path
Term nati ng) switching. Line overhead is term nated

or nodified.

Li ne Level (or Section Preserves |ine overhead and switches

Ter m nati ng) the entire line nultiplex as a whole.
Section overhead is term nated or
nodi fi ed.

Section |ayer Preserves all section overhead,

Basi cally does not nodify/terninate any
of the SDH SONET overhead bits

4.2. Protection

SONET and SDH networks offer a variety of protection options at both
the SONET line (SDH multiplex section) and SDH SONET path |evel [7],

[8]. Standardized SONET line |evel protection techniques include:
Li near 1+1 and linear 1:N automatic protection swtching (APS) and
both two-fiber and four-fiber bi-directional line switched rings

(BLSRs). At the path layer, SONET offers uni-directional path
switched ring protection. Likew se, standardi zed SDH nul ti pl ex
section protection techniques include linear 1+1 and 1: N automatic p
protection switching and both two-fiber and four-fiber bi-directiona
M5- SPRi ngs (Mul ti pl ex Section-Shared Protection Rings).

At the path layer, SDH offers SNCP (sub-network connection
protection) ring protection.

Both ring and 1: N line protection also allow for "extra traffic" to
be carried over the protection Iine when that line is not being used,
i.e., when it is not carrying traffic for a failed working line.
These protection nmethods are sumarized in Table 5. 1t should be
noted that these protection nethods are conpletely separate from any
GWPLS | ayer protection or restoration nechani sns.
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Table 5. Conmmon SDH SONET protection nechani sns.

Protection Type Extra Coment s

Traffic

Optionally

Support ed
1+1 No Requi res no coordi nation
Uni di recti onal bet ween the two ends of the

circuit. Dedicated
protection |line.

1+1 Bi- No Coordi nation via K byte

di rectional protocol. Lines nust be
consi stently confi gured.
Dedi cated protection |ine.

1:1 Yes Dedi cat ed protection

1: N Yes One Protection |line shared
by N working |ines

4F-BLSR (4 Yes Dedi cated protection, with
fiber bi- alternative ring path.
directional

Iine swtched

ring)
2F-BLSR (2 Yes Dedi cated protection, wth
fiber bi- alternative ring path

di recti onal
l'ine switched

ring)

UPSR (uni - No Dedi cated protection via
directional alternative ring path.
pat h switched Typically used in access
ring) net wor ks.

It may be desirable to route sone connections over lines that support
protection of a given type, while others may be routed over
unprotected lines, or as "extra traffic" over protection |ines.

Also, to assist in the configuration of these various protection

met hods, it can be extrenely valuable to advertise the |ink
protection attributes in the routing protocol, as is done in the
current GWPLS routing protocols. For exanple, suppose that a 1: N
protection group is being configured via two nodes. One nust nake
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sure that the lines are "nunbered the sane" with respect to both ends
of the connection, or else the APS (K1/ K2 byte) protocol will not
correctly operate.

Tabl e 6.
Prot ection

Rel at ed Li nk
| nf or mati on

Protection Type

Prot ection
Goup Id

Working line
number

Protection line
nunber

Extra Traffic
Support ed

Layer

Par anmet ers defining protection nechanisns.

Comment s

I ndi cates which of the protection types
del i neated in Table 5.

I ndi cates which of several protection
groups (linear or ring) that a node bel ongs
to. Miust be unique for all groups that a
node participates in

Inmportant in 1: N case and to differentiate
bet ween worki ng and protection |ines

Used to indicate if the line is a
protection line.

Yes or No

If this protection paraneter is specific to

SONET then this paraneter is unneeded,
otherwise it would indicate the signha
| ayer that the protection is applied.

An open issue concerning protection is the extent of information
regardi ng protection that nust be dissenminated. The contents of
Table 6 represent one extrene, while a sinple enunerated |i st
(Extra-Traffic/Protection Iine, Unprotected, Shared (1:N)/Wrking
line, Dedicated (1:1, 1+1)/Wrking Line, Enhanced (Ri ng) /Wrking
Li ne) represents the other

There is also a potential inplication for link bundling [13], [15]
that is, for each link, the routing protocol could advertise whether
that link is a working or protection |ink and possibly sone
paraneters from Table 6. A possible drawback of this scheme is that
the routing protocol would be burdened with advertising properties
even for those protection links in the network that could not, in
fact, be used for routing working traffic, e.g., dedicated protection
links. An alternative nethod would be to bundl e the working and
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protection |links together, and advertise the bundle instead. Now,
for each bundled Iink, the protocol would have to advertise the
amount of bandwi dth available on its working links, as well as the
anount of bandwi dth avail able on those protection links within the
bundl e that were capable of carrying "extra traffic". This would
reduce the anpunt of information to be advertised. An issue here
woul d be to decide which types of working and protection links to
bundl e together. For instance, it might be preferable to bundle
working links (and their corresponding protection links) that are
"shared" protected separately fromworking |inks that are "dedi cated"
pr ot ect ed.

4.3. Available Capacity Advertisenent

Each SDH SONET LSR nmust nmaintain an internal table per interface that
i ndi cates each signal in the multiplex structure that is allocated at
that interface. This internal table is the nost conplete and
accurate view of the link usage and avail abl e capacity.

For use in path conputation, this informati on needs to be advertised
in some way to all other SDH SONET LSRs in the sanme domain. There is
a trade off to be reached concerning: the anpbunt of detail in the
avai l abl e capacity information to be reported via a link state
routing protocol, the frequency or conditions under which this
information i s updated, the percentage of connection establishnents
that are unsuccessful on their first attenpt due to the granularity
of the advertised information, and the extent to which network
resources can be optimzed. There are different |evels of

sunmmari zation that are being considered today for the avail able
capacity information. At one extrene, all signals that are all ocated
on an interface could be advertised; while at the other extrene, a
singl e aggregated value of the avail able bandw dth per Iink could be
adverti sed.

Consider first the relatively sinple structure of SONET and its nost
common current and planned usage. DSls and DS3s are the signals nost
often carried within a SONET STS-1. Either a single DS3 occupies the
STS-1 or up to 28 DSls (4 each within the 7 VT groups) are carried
within the STS-1. Wth a reasonable VT1.5 placenent algorithmwithin
each node, it may be possible to just report on aggregate bandw dth
usage in terns of nunber of whole STS-1s (dedicated to DS3s) used and
the nunber of STS-1s dedicated to carrying DSls allocated for this
purpose. This way, a network optim zation programcould try to
determine the optinmal placenent of DS3s and DSls to mininize wasted
bandwi dth due to half-enpty STS-1s at various places within the
transport network. Sinmilarly consider the set of super rate SONET
signals (STS-Nc). |If the links between the two sw tches support
flexible concatenation, then the reporting is particularly
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straightforward since any of the STS-1s within an STS-M can be used
to conprise the transported STS-Nc. However, if only standard
concatenation is supported, then reporting gets trickier since there
are constraints on where the STS-1s can be placed. SDH has stil
nmore options and constraints, hence it is not yet clear which is the
best way to advertise bandwi dth resource availability/usage in

SDH SONET. At present, the GWLS routing protocol extensions define
nm ni rum and maxi num val ues for avail abl e bandw dth, which allows a
renote node to nake some deductions about the anmount of capacity
available at a renpte link and the types of signals it can
acconmodate. However, due to the multiplexed nature of the signals,
reporting of bandwi dth particular to signal types, rather than as a
single aggregate bit rate, may be desirable. For details on why this
may be the case, we refer the reader to ITU-T publications G 7715.1
[16] and to Chapter 12 of [17].

4.4. Path Conputation

Al though a link state routing protocol can be used to obtain network
topol ogy and resource infornmation, this does not inply the use of an
"open shortest path first" route [6]. The path nust be open in the

sense that the Iinks nmust be capable of supporting the desired signa

type and that capacity nust be available to carry the signal. O her
constraints may include hop count, total delay (nobstly propagation),
and underlying protection. 1In addition, it nmay be desirable to route

traffic in order to optimze overall network capacity, or
reliability, or some conbination of the two. Dikstra s algorithm
comput es the shortest path with respect to link weights for a single
connection at a time. This can be nuch different than the paths that
woul d be selected in response to a request to set up a batch of
connecti ons between a set of endpoints in order to optimze network
link utilization. One can think of this along the lines of global or
| ocal optinization of the network in tine.

Due to the conplexity of some of the connection routing algorithns
(high dinmensionality, non-linear integer progranm ng problens) and
various criteria by which one may optimze a network, it may not be
possi ble or desirable to run these algorithms on network nodes.
However, it may still be desirable to have some basic path
conputation ability running on the network nodes, particularly for
use during restoration situations. Such an approach is inline with
the use of GQWLS for traffic engineering, but is nuch different than
typical OSPF or IS-1S usage where all nodes nmust run the sane routing
al gorithm

Bernstein, et al. I nf or mat i onal [ Page 24]



RFC 4257 GWLS based Control of SDH SONET Decenber 2005

5.

5.

LSP Provi si oning/ Signaling for SDH SONET

Traditionally, end-to-end circuit connections in SDH SONET networks
have been set up via network managenent systens (NMSs), which issue
commands (usual ly under the control of a human operator) to the
various network elenents involved in the circuit, via an equi pnent
vendor’s el enent managenent system (EMS). Very little nulti-vendor
interoperability has been achi eved via nanagenent systens. Hence,
end-to-end circuits in a multi-vendor environnment typically require
the use of nultiple managenent systens and the infanmous configuration
via "yellow sticky notes". As discussed in Section 3, a comon
signaling protocol -- such as RSVP with TE extensions or CR-LDP --
appropriately extended for circuit switching applications, could
therefore help to solve these interoperability problens. In this
section, we exam ne the various conponents involved in the automated
provi sioni ng of SDH SONET LSPs

1. What Do W Label in SDH SONET? Franes or Circuits?

GWLS was initially introduced to control asynchronous technol ogies
like I P, where a |abel was attached to each individual block of data,
such as an | P packet or a Frame Relay frame. SONET and SDH, however,
are synchronous technol ogies that define a nultiplexing structure
(see Section 3), which we referred to as the SDH (or SONET)
multiplex. This nmultiplex involves a hierarchy of signals, |ower
order signals enbedded within successive higher order ones (see Fig.
1). Thus, depending on its level in the hierarchy, each signa
consists of frames that repeat periodically, with a certain nunber of
byte tine slots per frane.

The question then arises: is it these franes that we |abel in GWLS?
It will be seen in what follows that each SONET or SDH "franme" need
not have its own label, nor is it necessary to switch franes
individually. Rather, the unit that is switched is a "fl ow'

conpri sed of a continuous sequence of tine slots that appear at a
given position in a frame. That is, we switch an individual SONET or
SDH signal, and a | abel associated with each given signal

For instance, the payload of an SDH STM 1 franme does not fully
contain a conplete unit of user data. |In fact, the user data is
contained in a virtual container (VC) that is allowed to float over
two contiguous frames for synchronization purposes. The Hl-H2-H3
Au-n pointer bytes in the SDH overhead indicates the begi nning of the
VC in the payload. Thus, franes are now inter-related, since each
consecutive pair nay share a common virtual container. Fromthe
poi nt of view of GWLS, therefore, it is not the successive franes
that are treated independently or |abeled, but rather the entire user
signal. An identical argunent applies to SONET.
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bserve al so that the GWLS signaling used to control the SDH SONET
mul ti pl ex must honor its hierarchy. |n other words, the SDH SONET
| ayer should not be viewed as honogeneous and flat, because this
would linmt the scope of the services that SDH SONET can provide

I nstead, GWPLS tunnels should be used to dynamnically and
hierarchically control the SDH SONET nultiplex. For exanple, one
unstructured VC-4 LSP may be established between two nodes, and | ater
| ower order LSPs (e.g., VC-12) nmay be created within that higher
order LSP. This VC-4 LSP can, in fact, be established between two
non- adj acent internal nodes in an SDH network, and | ater advertised
by a routing protocol as a new (virtual) link called a Forwarding
Adj acency (FA) [14].

An SDH/ SONET-LSR wi Il have to identify each possible signa
individually per interface to fulfill the GWLS operations. |n order
to stay transparent, the LSR obviously should not touch the SDH SONET
overheads; this is why an explicit |abel is not encoded in the

SDH SONET over heads. Rather, a label is associated with each

i ndi vidual signal. This approach is simlar to the one considered
for | anbda switching, except that it is nore conplex, since SONET and
SDH define a richer multiplexing structure. Therefore, a label is
associ ated with each signal, and is locally unique for each signal at
each interface. This signal could, and will nost probably, occupy
different time-slots at different interfaces.

5.2. Label Structure in SDH SONET

The signaling protocol used to establish an SDH SONET LSP nust have
specific information elenments in it to map a label to the particul ar
signal type that it represents, and to the position of that signal in
the SDH SONET nultiplex. As we will see shortly, with a carefully
chosen | abel structure, the label itself can be made to function as
this information el ement.

In general, there are two ways to assign labels for signals between
nei ghboring SDH SONET LSRs. One way is for the labels to be

al | ocated conpl etely independently of any SDH SONET semantics; e.g.

| abel s could just be unstructured 16 or 32 bit nunbers. In that

case, in the absence of appropriate binding information, a |abe

gives no visible information about the flow that it represents. From
a managenent and debuggi ng point of view, therefore, it becones
difficult to match a label with the correspondi ng signal, since , as
we saw in Section 6.1, the label is not coded in the SDH SONET

over head of the signal

Another way is to use the well-defined and finite structure of the

SDH/ SONET mul tiplexing tree to devise a signal nunbering schene that
makes use of the nultiplex as a namng tree, and assigns each
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mul tiplex entry a unique associated value. This allows the unique
identification of each nultiplex entry (signal) in terns of its type
and position in the nmultiplex tree. By using this nultiplex entry
value itself as the label, we automatically add SDH SONET senantics
to the label! Thus, sinply by exam ning the |abel, one can now
directly deduce the signal that it represents, as well as its
position in the SDH SONET nultiplex. W refer to this as nultiplex-
based |l abeling. This is the idea that was incorporated in the GWLS
signaling specifications for SDH SONET [15].

5.3. Signaling El enents

In the preceding sections, we defined the neani ng of an SDH SONET

| abel and specified its structure. A question that arises naturally
at this point is the following. 1In an LSP or connection setup
request, how do we specify the signal for which we want to establish
a path (and for which we desire a |abel)?

Cearly, information that is required to conpletely specify the
desired signal and its characteristics nust be transferred via the

| abel distribution protocol, so that the switches along the path can
be configured to correctly handle and switch the signal. This
information is specified in three parts [15], each of which refers to
a different network | ayer.

1. GENERALI ZED LABEL REQUEST (as in [4], [5]), which contains three
parts: LSP Encodi ng Type, Switching Type, and G PID

The first specifies the nature/type of the LSP or the desired

SDH SONET channel, in terns of the particular signal (or collection
of signals) within the SDH SONET nultiplex that the LSP represents,
and is used by all the nodes along the path of the LSP

The second specifies certain link selection constraints, which
control, at each hop, the selection of the underlying link that is
used to transport this LSP

The third specifies the payload carried by the LSP or SDH SONET
channel, in ternms of the term nation and adaptation functions
required at the end points, and is used by the source and destination
nodes of the LSP

2. SONET/ SDH TRAFFI C PARAVETERS (as in [15], Section 2.1) used as a
SENDER_TSPEC/ FLONSPEC, whi ch contains 7 parts: Signal Type
(Request ed Conti guous Concatenation (RCC), Number of Contiguous
Components (NCC), Nunmber of Virtual Conponents (NVC)), Miltiplier
(MI), Transparency, and Profile.
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The Signal Type indicates the type of elenentary signal conprising
the LSP, while the remaining fields indicate transforns that can be
applied to the basic signal to build the final signal that
corresponds to the LSP actually being requested. For instance (see
[15] for details):

- Contiguous concatenation (by using the RCC and NCC fields) can
be optionally applied on the Elenentary Signal, resulting in a
conti guously concat enat ed si gnal

- Then, virtual concatenation (by using the NVC field) can be
optionally applied on the Elementary Signal, resulting in a
virtual ly concatenated signal

- Third, sonme transparency (by using the Transparency field) can
be optionally specified when requesting a frane as a signa
rat her than an SPE- or VC based signal

- Fourth, a nultiplication (by using the Multiplier field) can be
optionally applied either directly on the El ementary Signal or
on the contiguously concatenated signal obtained fromthe first
phase, or on the virtually concatenated signal obtained fromthe
second phase, or on these signals conmbined with sone
t ranspar ency.

Transparency indicates precisely which fields in these overheads nust
be delivered unnodified at the other end of the LSP. An ingress LSR
requesting transparency will pass these overhead fields that nmust be
delivered to the egress LSR without any change. Fromthe ingress and
egress LSRs point of views, these fields nust be seen as unnodifi ed.

Transparency is not applied at the interfaces with the initiating and
term nating LSRs, but is only applied between internmedi ate LSRs.

The transparency field is used to request an LSP that supports the
requested transparency type; it nmay al so be used to setup the
transparency process to be applied at each internediate LSR
Finally, the profile field is intended to specify particul ar
capabilities that must be supported for the LSP, for exanple

nmoni toring capabilities. However, no standard profile is currently
def i ned.

3. UPSTREAM LABEL for Bi-directional LSP's (as in [4], [5]).

4. Local Link Selection, e.g., IF_ID RSVP_HOP hject (as in [5]).
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6.

Summary and Concl usi ons

We provided a detailed account of the issues involved in applying
general i zed GWLS-based control (GWLS) to TDM networ ks

We began with a brief overview of GWLS and SDH SONET net wor ks

di scussing current circuit establishment in TDM networks, and argui ng
why SDH SONET technol ogies will not be "outdated" in the foreseeable
future. Next, we |looked at | P/MPLS applied to SDH SONET net wor ks,
where we consi dered why such an applicati on nakes sense, and revi ewed
some GWPLS term nol ogy as applied to TDM networ ks

W considered the two nain areas of application of | P/MPLS nethods to
TDM net wor ks, nanely routing and signaling, and di scussed how
Ceneral i zed MPLS routing and signaling are used in the context of TDM
networks. W reviewed in detail the switching capabilities of TDM
equi prent, and the requirement to | earn about the protection
capabilities of underlying links, and how these influence the
avai | abl e capacity advertisenent in TDM net works.

We focused briefly on path conputation methods, pointing out that
these were not subject to standardization. W then exam ned optica
pat h provisioning or signaling, considering the issue of what
constitutes an appropriate label for TDMcircuits and how this | abe
shoul d be structured; and we focused on the inportance of

hi erarchi cal |abel allocation in a TDM network. Finally, we revi ewed
the signaling elenents involved when setting up a TDMcircuit,
focusing on the nature of the LSP, the type of payload it carries,
and the characteristics of the links that the LSP wi shes to use at
each hop along its path for achieving a certain reliability.

Security Considerations

The use of a control plane to provision connectivity through a

SONET/ SDH networ k shifts the security burden significantly fromthe
managenent plane to the control plane. Before the introduction of a
control plane, the comunications that had to be secured were between
t he managenent stations (El enment Managenent Systens or Network
Managenment Systens) and each network el ement that participated in the
networ k connection. After the introduction of the control plane, the
only managenent plane comuni cation that needs to be secured is that
to the head-end (ingress) network node as the end-to-end service is
requested. On the other hand, the control plane introduces a new
requi renent to secure signaling and routing conmuni cations between
adj acent nodes in the network plane.
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The security risk frominpersonated nanagenent stations is
significantly reduced by the use of a control plane. In particular
where unsecure versions of network managenent protocols such as SNW
versions 1 and 2 were popul ar configuration tools in transport

networ ks, the use of a control plane may significantly reduce the
security risk of nalicious and fal se assi gnnent of network resources
that could cause the interception or disruption of data traffic.

On the other hand, the control plane may increase the nunber of
security rel ationships that each network node nust maintain. |nstead
of a single security relationship with its nmanagenment el enent, each
networ k node nust now maintain a security relationship with each of
its signaling and routing neighbors in the control plane.

There is a strong requirenent for signaling and control plane
exchanges to be secured, and any protocols proposed for this purpose
must be capabl e of secure nessage exchanges. This is already the
case for the existing GWLS routing and signaling protocols.
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