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Abst r act

Thi s docunent introduces extensions to Mbile IPv6 and | Pv6 Nei ghbour
Di scovery to allow for local nobility handling. Hierarchical

nmobi | ity managenent for Mobile I Pv6 is designed to reduce the anount
of signalling between the Mbile Node, its Correspondent Nodes, and
its Home Agent. The Mobility Anchor Point (MAP) described in this

docunent can al so be used to inprove the performance of Mbile | Pv6
in ternms of handover speed.
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1

I ntroduction

This meno i ntroduces the concept of a Hierarchical Mbile |Pv6
network, utilising a new node called the Mbility Anchor Point (MAP).

Mobile IPv6 [1] allows nodes to nove within the Internet topol ogy
whi | e nai ntai ning reachability and on-goi ng connecti ons between
nobi | e and correspondent nodes. To do this a nobile node sends

Bi ndi ng Updates (BUs) to its Home Agent (HA) and all Correspondent
Nodes (CNs) it communicates with, every tine it noves.

Aut hent i cating bi ndi ng updates requires approximately 1.5 round-trip
ti mres between the nobil e node and each correspondent node (for the
entire return routability procedure in a best case scenario, i.e., no
packet loss). In addition, one round-trip tinme is needed to update
the Home Agent; this can be done sinultaneously while updating
correspondent nodes. The re-use of the honme cookie (i.e.
elimnating HOTI/HOT) will not reduce the number of round trip tinmes
needed to update correspondent nodes. These round trip delays wll
di srupt active connections every tine a handoff to a new AR is
performed. Elinmnating this additional delay element fromthe time-
critical handover period will significantly inprove the perfornance
of Mobile IPv6. Mreover, in the case of wireless links, such a

sol ution reduces the nunber of messages sent over the air interface
to all correspondent nodes and the Hone Agent. A local anchor point
will also allow Mobile IPv6 to benefit fromreduced nobility
signalling with external networks.

For these reasons a new Mbile | Pv6 node, called the Mbility Anchor
Point, is used and can be |ocated at any level in a hierarchica
network of routers, including the Access Router (AR). Unlike Foreign
Agents in | Pv4, a MAP is not required on each subnet. The MAP wil |
limt the anount of Mbbile | Pv6 signalling outside the | ocal donain.
The introduction of the MAP provides a solution to the issues
outlined earlier in the follow ng way:

- The nobil e node sends Binding Updates to the local MAP rather than
the HA (which is typically further away) and CNs

- Only one Binding Update nessage needs to be transnitted by the MN
before traffic fromthe HA and all CNs is re-routed to its new
location. This is independent of the nunber of CNs that the MNis
conmuni cating with

A MAP is essentially a local Home Agent. The aim of introducing the
hi erarchical nobility managenent nodel in Mbile IPv6 is to enhance
the performance of Mbile IPv6 while mnimsing the inpact on Mbile
| Pv6 or other I1Pv6 protocols. It also supports Fast Mdbile | Pv6
Handovers to hel p Mobil e Nodes achi eve seanl ess nobility (see
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Appendix A). Furthernore, HM Pv6 allows nobile nodes to hide their
| ocation from correspondent nodes and Home Agents while using Mbile
| Pv6 route optimsation.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [3].

In addition, new terns are defi ned bel ow

Access Router (AR The AR is the Mobile Node's default router.
The AR aggregates the outbound traffic of
nobi | e nodes.

Mobility Anchor Point A Mbility Anchor Point is a router |ocated

( MAP) in a network visited by the nobile node. The
MAP is used by the MN as a | ocal HA. One or
nmore MAPs can exist within a visited network.

Regi onal Car e- of An RCoA is an address obtained by the
Addr ess (RCoA) nmobi | e node fromthe visited network. An RCoA
is an address on the MAP's subnet. It is

aut o-configured by the nobile node when
receiving the MAP option

HM Pv6- awar e An HM Pv6- aware nobile node is a nobile

Mobi | e Node node that can receive and process the MAP
option received fromits default router. An
HM Pv6- awar e Mobil e Node must al so be able to
send | ocal binding updates (Binding Update
with the Mflag set).

On-1ink Care-of The LCoA is the on-link CoA configured on
Addr ess (LCoA) a nobile node's interface based on the prefix
advertised by its default router. In [1],

this is sinply referred to as the Care-of-
address. However, in this meno LCoA is used
to distinguish it fromthe RCoA

Local Bi ndi ng Update The MN sends a Local Binding Update to the MAP

in order to establish a binding between the
RCoA and LCoA.
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3. Overview of HM Pv6

This Hierarchical Mbile |IPv6 schene introduces a new function, the
MAP, and minor extensions to the nobile node operation. The
correspondent node and Hone Agent operation will not be affected.

Just like Mobile IPv6, this solution is independent of the underlying
access technology, allowing nobility within or between different
types of access networks.

A nobil e node entering a MAP dormain will receive Router
Advertisenents containing information on one or nore |ocal MAPs. The
MN can bind its current location (on-link CoA) with an address on the
MAP' s subnet (RCoA). Acting as a local HA, the MAP will receive al
packets on behal f of the nobile node it is serving and will
encapsul ate and forward themdirectly to the nobile node’s current
address. If the nobile node changes its current address within a

| ocal MAP domain (LCoA), it only needs to register the new address
with the MAP. Hence, only the Regional CoA (RCoA) needs to be

regi stered with correspondent nodes and the HA. The RCoA does not
change as long as the MN noves within a MAP donain (see bel ow for
definition). This makes the nobile node’s nobility transparent to
the correspondent nodes it is conmunicating wth.

A MAP donmi n’s boundaries are defined by the Access Routers (ARs)
advertising the MAP information to the attached Mobile Nodes. The
detail ed extensions to Mobile | Pv6 and operations of the different
nodes will be explained later in this document.

It should be noted that the HM Pv6 concept is sinply an extension to
the Mobile I Pv6 protocol. An HM Pv6-aware nobile node with an

i mpl enentati on of Mobile | Pv6 SHOULD choose to use the MAP when

di scovering such capability in a visited network. However, in sone
cases the nmobil e node may prefer to sinply use the standard Mbile

I Pv6 i mpl enentation. For instance, the nobile node may be located in
a visited network within its home site. In this case, the HAis

| ocated near the visited network and could be used instead of a MAP.
In this scenario, the nobile node would only update the HA whenever
it moves. The nethod to determ ne whether the HAis in the vicinity
of the MN (e.g., sanme site) is outside the scope of this docunent.
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3.1. HMPv6e Qperation

The network architecture shown in Figure 1 illustrates an exanpl e of
the use of the MAP in a visited network

In Figure 1, the MAP can help in providing seam ess nobility for the
nmobi |l e node as it noves from Access Router 1 (ARl) to Access Router 2
(AR2), while conmunicating with the correspondent node. A nulti-

| evel hierarchy is not required for a higher handover performance.
Hence, it is sufficient to | ocate one or nore MAPs (possibly covering
the sane donmin) at any position in the operator’s network.

Fom e e +
| HA |
Fom oo e + +----+
I | ON |
| +--- -+
I I
Fom e e +--m - - +
I
| RCoA
Fommm o +
| MAP |
Fomm oo +
I I
| temmmmm +
I I
I I
F--o - - + F--o - - +
| ARL | | AR2
+--m - - + +--m - - +
LCoAl LCoA2
F--- -+
| MN |
Fomme e eee oo >
Movenent

Figure 1: H erarchical Mbile |Pv6 domain

Upon arrival in a visited network, the nobile node will discover the
gl obal address of the MAP. This address is stored in the Access

Rout ers and conmuni cated to the nobile node via Router Advertisenents
(RAs). A new option for RAs is defined later in this specification
This is needed to informnobil e nodes about the presence of the MAP
(MAP di scovery). The discovery phase will also informthe nobile
node of the distance of the MAP fromthe nobile node. For exanpl e,
the MAP function could be inplenented as shown in Figure 1, and, at
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the sane tine, also be inplenented in ARL and AR2. |In this case the
nobi | e node can choose the first hop MAP or one further up in the

hi erarchy of routers. The details on how to choose a MAP are
provided in section 10.

The process of MAP di scovery continues as the nobile node noves from
one subnet to the next. Every tine the nobile node detects novenent,

it will also detect whether it is still in the sane MAP donmain. The
router advertisenent used to detect novenent will also informthe
nmobi | e node, through the MAP option, whether it is still in the sane

MAP domain. As the nobile node roanms within a MAP domain, it wll
continue to receive the sane MAP option included in router
advertisenents fromits AR |If a change in the advertised MAP' s
address is received, the nobile node MIST act on the change by
sendi ng Binding Updates to its HA and correspondent nodes.

If the nobile node is not HM Pv6-aware, then no MAP Di scovery will be
perforned, resulting in the nobile node using the Mbile I Pv6 [1]
protocol for its nobility nmanagenent. On the other hand, if the
nobi |l e node is HM Pv6-aware it SHOULD choose to use its HM Pv6

i mpl ementation. |If so, the nobile node will first need to register
with a MAP by sending it a BU containing its Hone Address and on-1link
address (LCoA). The Home address used in the BUis the RCoA. The
MAP MUST store this information in its Binding Cache to be able to
forward packets to their final destination when received fromthe

di fferent correspondent nodes or HAs.

The nmobil e node will always need to know the original sender of any
recei ved packets to determine if route optimsation is required.

This information will be available to the nobile node because the MAP
does not nodify the contents of the original packet. Nornal
processing of the received packets (as described in [1]) wll give

t he nobil e node the necessary information

To use the network bandwidth in a nore efficient manner, a nobile
node nmay decide to register with nore than one MAP sinul taneously and
to use each MAP address for a specific group of correspondent nodes.
For exanple, in Fig 1, if the correspondent node happens to exi st on
the sanme link as the nobile node, it would be nore efficient to use
the first hop MAP (in this case assune it is ARl) for conmunication
between them This will avoid sending all packets via the "highest”
MAP in the hierarchy and thus will result in nore efficient usage of
net work bandwi dth. The nobile node can also use its current on-link
address (LCoA) as a CoA, as specified in [1]. Note that the nobile
node MJST NOT present an RCoA froma MAP' s subnet as an LCoA in a

bi ndi ng update sent to another MAP. The LCoA included in the binding
update MUST be the nobile node’s address derived fromthe prefix
advertised on its link.
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If a router advertisenent is used for MAP di scovery, as described in
this docunent, all ARs belonging to the MAP domai n MJUST advertise the
MAP's | P address. The sanme concept (advertising the MAP' s presence
within its domain) should be used if other nethods of MAP di scovery
are introduced in future.

4, Mbbile | Pv6 Extensions

This section outlines the extensions proposed to the binding update
specified in [1].

4.1. Local Binding Update

A new flag is added: the Mflag, which indicates MAP registration.
Wien a nobile node registers with the MAP, the Mand A flags MJST be
set to distinguish this registration froma BU being sent to the HA
or a correspondent node.

0 1 2 3

01234567890123456789012345678901
R e o i Sl T S R SR

| Sequence # |
B T o S i S S il s s i S S S T S S S

AIH LI KM Reserved | Lifetinme |
T e e i i i e e e e s i i S SR e

|

|

B s T T S S S T s sl T ot S o S S S S S e i
Description of extensions to the binding update:
M If set to 1 it indicates a MAP registration.

It should be noted that this is an extension to the Bi nding update
specified in [1].
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Di scovery Extension: The MAP Option Message Fornat

1 2 3

01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| Type

Length | Dist | Pref |R Reserved |

D I T S i T S T i S S . S i S R S S

Valid Lifetine

T S S T I S S T S S e e ot

|

+

|

+

|

+

|

+-

Fi el ds:
Type
Length
D st
Pr ef
R

Sol i man, et al.

|
+
|
+
|
d obal | P Address for MAP +
|
+
|
+

i S T o o S S S e S S S S S e T T

| Pv6 Nei ghbor Discovery option. 23.

8-bit unsigned integer. The length of the option
and MJUST be set to 3.

A 4-bit unsigned integer identifying the Distance
Bet ween MAP and the receiver of the advertisenent.
Its default value SHOULD be set to 1 if Dynamc
MAP di scovery is used. The Distance MJST be set
to1if the MAP is on the sanme link as the nobile
node. This field need not be interpreted as the
nunmber of hops between MAP and the nobil e node.
The only requirenment is that the neaning of the
Di stance field is consistently interpreted within
one Domain. A Distance value of Zero MJST NOT be
used.

The preference of a MAP. A 4-bit unsigned
integer. A decimal value of 15 indicates the
hi ghest availability.

When set to 1, it indicates that the nobile node

MUST form an RCoA based on the prefix in the MAP
option.
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Valid Lifetime The nmininumvalue (in seconds) of both the
preferred and valid lifetimes of the prefix
assigned to the MAP's subnet. This value
indicates the validity of the MAP s address and
consequently the tinme for which the RCoA is valid.

d obal Address One of the MAP's gl obal addresses. The 64-bit
prefix extracted fromthis address MJST be
configured in the MAP to be used for RCoA
construction by the nobile node.

Al t hough not explicitly included in the MAP option, the prefix |ength
of the MAP's d obal |IP address MJST be 64. This prefix is the one
used by the nobile node to forman RCoA, by appending a 64-bit
identifier to the prefix. Thus, it necessitates a static prefix

I ength for the MAP's subnet.

6. Protocol Qperation

This section describes the HM Pv6 protocol. In HMPv6, the nobile
node has two addresses, an RCoA on the MAP's link and an on-Ilink CoA
(LCoA). This RCoAis forned in a statel ess manner by conbining the
mobil e node’s interface identifier and the subnet prefix received in
the MAP option.

As illustrated in this section, this protocol requires updating the
nmobi | e nodes’ inplenentation only. The HA and correspondent node are
unchanged. The MAP perfornms the function of a "local" HA that binds
the nmobil e node’s RCoA to an LCoA.

6.1. Mbbile Node Qperation

Wien a nobil e node noves into a new MAP domain (i.e., its MAP
changes), it needs to configure two CoAs: an RCoA on the MAP' s |ink
and an on-link CoA (LCoA). The RCoAis forned in a statel ess manner.
After form ng the RCoA based on the prefix received in the MAP
option, the nobile node sends a local BUto the MAP with the A and M
flags set. The local BUis a BU defined in [1] and includes the
nmobi |l e node’s RCoA in the Hone Address Option. No alternate-CoA
option is needed in this nessage. The LCoA is used as the source
address of the BU. This BUw Il bind the nobile node’s RCoA (simlar
to a Hone Address) to its LCoA. The MAP (acting as a HA) will then
perform DAD (when a new binding is being created) for the nobile
node’s RCoA on its link and return a Bindi ng Acknow edgenent to the
M\.  This acknow edgenent identifies the binding as successful or
contains the appropriate fault code. No new error codes need to be
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supported by the nobile node for this operation. The nobile node
MUST silently ignore binding acknow edgenents that do not contain a
routi ng header type 2, which includes the nobile node’ s RCoA.

Fol I owi ng a successful registration with the MAP, a bi-directional
tunnel between the nobile node and the MAP is established. All
packets sent by the nobile node are tunnelled to the MAP. The outer
header contains the nobile node’'s LCoA in the source address field
and the MAP's address in the destination address field. The inner
header contains the nobile node’s RCoA in the source address field
and the peer’'s address in the destination address field. Simlarly,
al | packets addressed to the nobile node’s RCoA are intercepted by
the MAP and tunnelled to the nobile node’ s LCoA.

This specification allows a nobile node to use nore than one RCoA if
it received nore than one MAP option. 1In this case, the nobile node
MUST perform the binding update procedure for each RCoA. In
addition, the nobile node MJUST NOT use one RCoA (e.g., RCoAl) derived
froma MAP's prefix (e.g., MAPl) as a care-of address in its binding
update to another MAP (e.g., MAP2). This would force packets to be
encapsul ated several times (twice in this exanple) on their path to
the nmobile node. This formof multi-level hierarchy will reduce the
protocol’s efficiency and performance.

After registering with the MAP, the nobile node MUST register its new
RCoA with its HA by sending a BU that specifies the binding (RCoA,
Home Address) as in Mobile IPv6. The nobile node’s Home Address is
used in the honme address option and the RCoA is used as the care-of
address in the source address field. The nobile node may al so send a
simlar BU (i.e., that specifies the binding between the Hone Address
and the RCoA) to its current correspondent nodes.

The nobil e node SHOULD wait for the binding acknow edgenment from the
MAP before registering with its HA. It should be noted that when

bi nding the RCoA with the HA and correspondent nodes, the binding
lifetinme MJUST NOT be larger than the nobile node’s binding lifetine
with the MAP, which is received in the Binding Acknow edgenent.

In order to speed up the handover between MAPs and reduce packet

| oss, a mobile node SHOULD send a local BUto its previous MAP,
specifying its new LCoA. Packets in transit that reach the previous
MAP are then forwarded to the new LCoA

The MAP will receive packets addressed to the nobile node’s RCoA
(fromthe HA or correspondent nodes). Packets will be tunnelled from
the MAP to the nobile node’s LCoA. The nobile node will de-capsul ate
t he packets and process themin the normal manner.
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When t he nobile node noves within the sane MAP domain, it should only
register its new LCOAwith its MAP. In this case, the RCoA renains
unchanged.

Note that a nobile node may send a BU containing its LCoA (instead of
its RCoA) to correspondent nodes, which are connected to its same
link. Packets will then be routed directly w thout going through the
MAP.

6.1.1. Sending Packets to Correspondent Nodes

The nobil e node can conmunicate with a correspondent node through the
HA, or in a route-optinised manner, as described in [1]. Wen
communi cati ng through the HA, the nessage formats in [1l] can be re-
used.

If the nobile node conmunicates directly with the correspondent node
(i.e., the CN has a binding cache entry for the nobile node), the
nobi | e node MUST use the sane care-of address used to create a

bi ndi ng cache entry in the correspondent node (RCoA) as a source
address. According to [1], the nobile node MJST al so include a Hore
Address option in outgoing packets. The Hone address option MJST
contain the nobile node’s hone address.

6.2. MAP Qperations

The MAP acts like a HA; it intercepts all packets addressed to
regi stered nobil e nodes and tunnels themto the correspondi ng LCoA,
which is stored in its binding cache.

A MAP has no know edge of the nobile node’'s Home address. The nobile
node will send a local BUto the MAP with the Mand A flags set. The
aimof this BUis to informthe MAP that the nobile node has forned
an RCoA (contained in the BU as a Hone address). |f successful, the
MAP MUST return a bindi ng acknow edgenent to the nobil e node,

i ndi cating a successful registration. This is identical to the HA
operation in [1]. No new error codes are introduced for HM Pv6. The
bi ndi ng acknow edgenent MJST include a routing header type 2 that
contains the nobile node’ s RCoA.

The MAP MUST be able to accept packets tunnelled fromthe nobile
node, with the nobile node being the tunnel entry point and the MAP
bei ng the tunnel exit point.

The MAP acts as a HA for the RCoA. Packets addressed to the RCOA are
i ntercepted by the MAP, using proxy Nei ghbour Advertisenment, and then
encapsul ated and routed to the nobile node’s LCoA. This operation is
identical to that of the HA described in [1].
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A MAP MAY be configured with the list of valid on-link prefixes that
nmobi | e nodes can use to derive LCoAs. This is useful for network
operators to stop nobile nodes fromcontinuing to use the MAP after

moving to a different adnministrative domain. |If a nobile node sent a
bi ndi ng update containing an LCoA that is not in the MAP's "valid
on-link prefixes" list, the MAP could reject the binding update using

exi sting error code 129 (adm nistratively prohibited).
6.3. Home Agent Operations

The support of HMPv6 is conpletely transparent to the HA s
operation. Packets addressed to a nobile node’s Hone Address will be
forwarded by the HA to its RCoA, as described in [1].

6.4. Correspondent Node Operations
HM Pv6 is conpletely transparent to correspondent nodes.
6.5. Local Mbility Managenent Optim sation within a MAP Donai n

In [1], it is stated that for short-term comunication, particularly
communi cation that may easily be retried upon failure, the nobile
node MAY choose to directly use one of its care-of addresses as the
source of the packet, thus not requiring the use of a Hone Address
option in the packet. Such use of the CoA will reduce the overhead
of sendi ng each packet due to the absence of additional options. In
addition, it will provide an optinal route between the nobile node
and correspondent node.

In HM Pv6, a nobile node can use its RCoA as the source address

wi t hout using a Honme Address option. |In other words, the RCoA can be
used as a potential source address for upper layers. Using this
feature, the nobile node will be seen by the correspondent node as a
fixed node while nmoving within a MAP domai n.

This usage of the RCoA does not have the cost of Mobile IPv6 (i.e.
no bi ndings or hone address options are sent over the Internet), but
still provides local nobility nanagenent to the nobil e nodes.

Al t hough such use of RCoA does not provide global mobility (i.e.
communi cation i s broken when a nobile host noves to a new MAP), it
woul d be useful for several applications (e.g., web browsing). The
validity of the RCoA as a source address used by applications wll
depend on the size of a MAP donain and the speed of the nobile node.
Furt hernmore, because the support for BU processing in correspondent
nodes is not mandated in [1], this mechanismcan provide a way of
obt ai ning route optimnisation without sending BUs to the correspondent
nodes.
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Enabling this nechani sm can be done by presenting the RCoA as a
tenporary home address for the nobile node. This may require an

i npl enmentation to augnment its source address selection algorithmw th
the know edge of the RCoA in order to use it for the appropriate
applications.

6.6. Location Privacy

In HM Pv6, a nobile node hides its LCoA fromits correspondi ng nodes
and its home agent by using its RCoA in the source field of the
packets that it sends. As a result, the location tracking of a

nobi | e node by its correspondi ng nodes or its hone agent is difficult
because they only know its RCoA and not its LCoA

7. MNAP Discovery

Thi s section describes how a nobil e node obtains the MAP address and
subnet prefix, and how ARs in a donmin discover MAPs. Two different
met hods for MAP di scovery are defined bel ow

Dynani ¢ MAP Di scovery is based on propagating the MAP option in

Rout er Advertisenents fromthe MAP to the nobile node through certain
(configured) router interfaces within the routers in an operator’s
network. This requires nmanual configuration of the MAP and al so that
the routers receiving the MAP option allow themto propagate the
option on certain interfaces. To ensure a secure conmmunication
between routers, router advertisenments that are sent between routers
for Dynam ¢ MAP di scovery SHOULD be authenticated (e.g., using AH,
ESP, or SEND). 1In the case where this authentication is not possible
(e.g., third party routers exist between the MAP and ARs), a network
operator nmay prefer to manually configure all the ARs to send the MAP
option, as described in this docunent.

Manual configuration of the MAP option information in ARs and ot her
MAPs in the same domain is the default nechanism It should al so be
possi ble to configure ARs and MAPs to enabl e dynam ¢ nechani sns for
MAP Di scovery.

7.1. Dynanic MAP Discovery

The process of MAP di scovery can be perforned in different ways.
Rout er advertisenents are used for Dynami ¢ MAP Di scovery by

i ntroducing a new option. The access router is required to send the
MAP option in its router advertisements. This option includes the
di stance vector fromthe nobile node (which may not inply the real

di stance in terns of the nunber of hops), the preference for this
particul ar MAP, the MAP's gl obal | P address and subnet prefix
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7.1.1. Router Qperation for Dynanic MAP Di scovery

The ARs within a MAP dormain nmay be configured dynamically with the
information related to the MAP options. ARs nmay obtain this
information by listening for RAs with MAP options. Each MAP in the
network needs to be configured with a default preference, the right
interfaces to send this option on, and the | P address to be sent.
The initial value of the "Distance" field MAY be set to a default

val ue of 1 and MJUST NOT be set to zero. Routers in the MAP domain
shoul d be configured to re-send the MAP option on certain interfaces.

Upon reception of a router advertisement with the MAP option, the
receiving router MJST copy the option and re-send it after

increnenting the Distance field by one. |If the receiving router was
also a MAP, it MJST send its own option, together with the received
option, in the sane advertisenent. |If a router receives nore than

one MAP option for the sane MAP (i.e., the sane I P address in the MAP
option), fromtwo different interfaces, it MJST choose the option
with the small est distance field.

In this manner, information about one or nore MAPs can be dynanically
passed to a nobile node. Furthernore, by perform ng the discovery
phase in this way, different MAP nodes are able to change their
preferences dynanmically based on the |l ocal policies, node overload or
ot her | oad-sharing protocols being used.

7.1.2. MAP Qperation for Dynanic MAP Di scovery

A MAP will be configured to send its option or relay MAP options

bel onging to other MAPs onto certain interfaces. The choice of
interfaces is done by the network admi nistrator (i.e., manual
configuration) and depends on the network topol ogy. A default
preference value of 10 nay be assigned to each MAP. |t should be
noted that a MAP can change its preference value at any tinme due to
vari ous reasons (e.d., node overload or load sharing). A preference
val ue of zero neans the MAP SHOULD NOT be chosen by new nobil e nodes.
This value could be reached in cases of node overload or partial node
failures.

The MAP option is propagated towards ARs in its domain. Each router
along the path to an AR will increnment the D stance field by one. |If
a router that is also a MAP receives advertisenents from ot her MAPs,
it MUST add its own MAP option and propagate both options to the next
router or to the AR (if it has direct connectivity with the AR).
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7.2. Mbbile Node Qperation

When an HM Pv6- aware nobil e node receives a router advertisenent, it
shoul d search for the MAP option. One or nore options may be found
for different MAP | P addresses.

A nobi |l e node SHOULD regi ster with the MAP havi ng the hi ghest
preference value. A MAP with a preference value of zero SHOULD NOT
be used for new local BUs (i.e., the nobile node can refresh existing
bi ndi ngs but cannot create new ones). However, a nobile node MAY
choose to register with one MAP over another, depending on the val ue
received in the Distance field, provided that the preference value is
above zero.

A MAP option containing a valid lifetinme value of zero nmeans that
this MAP MJUST NOT be selected by the MN.. A wvalid lifetime of zero
indicates a MAP failure. Wen this option is received, a nobile node
MUST choose anot her MAP and create new bi ndings. Any existing

bi ndings with this MAP can be assuned to be lost. |[If no other MAP is
avai l abl e, the nobile node MJST revert to using the Mbile |IPv6
protocol, as specified in [1].

If a nultihonmed nobil e node has access to several ARs simultaneously
(on different interfaces), it SHOULD use an LCoA on the link defined
by the AR that advertises its current NMAP.

A nobil e node MIUST store the received option(s) in order to choose at
| east one MAP to register with. Storing the options is essential, as
they will be conpared to other options received |ater for the purpose
of the novenent detection algorithm

If no MAP options are found in the router advertisenment, the nobile
node MJST use the Mobile | Pv6 protocol, as specified in [1].

If the Rflag is set, the nobile node MIJST use its RCoA as the Hone
Address when perfornming the MAP registration. RCoA is then bound to
the LCoA in the MAP's Bi ndi ng Cache.

A nobi |l e node MAY choose to register with nore than one MAP
si mul t aneously, or use both the RCoA and its LCoA as care- of
addresses sinultaneously with different correspondent nodes.

8. Updating Previous MAPs
When a nobil e node noves into a new MAP donmai n, the nobile node may
send a BUto the previous MAP requesting it to forward packets

addressed to the nobile node’s new CoA. An adm nistrator MAY
restrict the MAP from forwardi ng packets to LCoAs outside the MAP' s
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domain. However, it is RECOMMENDED that MAPs be allowed to forward
packets to LCoAs associated with some of the ARs in nei ghbouring MAP
domai ns, provided that they are located within the sane

adm ni strative domain.

For instance, a MAP could be configured to forward packets to LCoAs
associated with ARs that are geographically adjacent to ARs on the
boundary of its domain. This will allow for a snmooth inter-MAP
handover as it allows the nobile node to continue to receive packets
whi | e updating the new MAP, its HA and, potentially, correspondent
nodes.

9. Notes on MAP Sel ection by the Mobile Node

HM Pv6 provides a flexible mechanismfor local nobility managenent
within a visited network. As explained earlier, a MAP can exi st
anywhere in the operator’s network (including the AR). Several MAPs
can be located within the same donai n i ndependently of each other

I n addition, overlapping MAP donains are also all owed and
recomended. Both static and dynanic hierarchies are supported.

When the nobil e node receives a router advertisenent including a MAP
option, it should performactions according to the foll owi ng novenent
detection nechanisns. 1In a Herarchical Mbile I P network such as
the one described in this docunent, the nobile node should be:

"Eager" to perform new bindings
"Lazy" in releasing existing bindings

The above neans that the nobile node should register with any "new'
MAP advertised by the AR (Eager). The nethod by which the nobile
node determi nes whether the MAP is a "new' MAP is described in
section 9.1. The nobile node should not rel ease existing bindings
until it no longer receives the MAP option (or receives it with a
lifetime of zero) or the lifetime of its existing binding expires
(Lazy). This Eager-Lazy approach, described above, will assist in
providing a fallback nmechanismin case of the failure of one of the
MAP routers, as it will reduce the time it takes for a nobile node to
informits correspondent nodes and HA about its new care-of address.

9.1. MAP Selection in a Distributed-MAP Environnent
The nobil e node needs to consider several factors to optimally sel ect

one or nore MAPs, where several MAPs are available in the sane
domai n.
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There are no benefits foreseen in selecting nore than one MAP and
forcing packets to be sent fromthe higher MAP down through a

hi erarchy of MAPs. This approach may add forwarding del ays and
elimnate the robustness of IP routing between the hi ghest MAP and
the nmobil e node; therefore, it is prohibited by this specification
Al'l owi ng nore than one MAP ("above" the AR) within a network should
not inply that the nobile node forces packets to be routed down the
hi erarchy of MAPs. However, placing nore than one MAP "above" the AR
can be used for redundancy and as an optim sation for the different
mobi lity scenarios experienced by nobil e nodes. The MAPs are used
i ndependently of each other by the MN (e.g., each MAP is used for
conmmuni cation to a certain set of CNs).

In terms of the Distance-based selection in a network with severa
MAPs, a nobile node may choose to register with the furthest MAP to
avoid frequent re-registrations. This is particularly inportant for
fast nobile nodes that will performfrequent handoffs. 1In this
scenario, the choice of a nore distant MAP woul d reduce the
probability of having to change a MAP and informing all correspondent
nodes and the HA. This specification does not provide an algorithm
for the distance-based MAP sel ection. However, such an al gorithm may
be introduced in future extensions utilising information about the
speed of nobility fromlower |ayers

In a scenari o where several MAPs are di scovered by the nobile node in
one donmain, the nobile node may need sone sophisticated algorithns to
be able to select the appropriate MAP. These al gorithns woul d have
the nmobil e node speed as an input (for distance based sel ection)
conbined with the preference field in the MAP option. However, this
specification proposes that the nobil e node uses the foll ow ng
algorithmas a default, where other optimsed algorithns are not

avail able. The following algorithmis sinply based on selecting the
MAP that is nost distant, provided that its preference value did not
reach a value of zero. The nobile node operation is shown bel ow

1. Receive and parse all MAP options

2. Arrange MAPs in a descending order, starting with the furthest
away MAP (i.e., MAP option having largest Dist field)

3. Select first MAP in |ist

4. If either the preference value or the valid lifetinme fields are
set to zero, select the following MAP in the |ist.

5. Repeat step (4) while new MAP options still exist, until a MAP is
found with a non-zero preference value and a non-zero valid
lifetinme.
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9.

10.

So

| mpl enenting the steps above would result in nobile nodes sel ecting,
by default, the nost distant or furthest available MAP. This will
continue until the preference value reduces to zero. Follow ng this,
nmobi |l e nodes will start sel ecting another MAP.

2. MAP Selection in a Flat Mbility Managenent Architecture

Net wor k operators may choose a flat architecture in sonme cases where
a Mobile I Pv6 handover may be considered a rare event. In these
scenari os, operators may choose to include the MAP function in ARs
only. The inclusion of the MAP function in ARs can still be useful
to reduce the tine required to update all correspondent nodes and the
HA. In this scenario, a nobile node nay choose a MAP (in the AR) as
an anchor point when perforning a handoff. This kind of dynamc

hi erarchy (or anchoring) is only recommended for cases where inter-AR
uOnovenent is not frequent.

Det ecti on and Recovery from MAP Fail ures

This specification introduces a MAP that can be seen as a | ocal Hone
Agent in a visited network. A MAP, like a Hone Agent, is a single
point of failure. |If a MAP fails, its binding cache content will be
lost, resulting in |loss of comunication between nobile and
correspondent nodes. This situation may be avoi ded by using nore
than one MAP on the sane Iink and by utilising sone form of context
transfer protocol between them Alternatively, future versions of
the Virtual Router Redundancy Protocol [4] or HA redundancy protocols
may all ow networks to recover from MAP fail ures.

In cases where such protocols are not supported, the nobile node

woul d need to detect MAP failures. The nobile node can detect this
situation when it receives a router advertisement containing a MAP
option with a lifetime of zero. The nobile node should start the MAP
di scovery process and attenpt to register with another MAP. After it
has selected and registered with another MAP, it will also need to

i nform correspondent nodes and the Hone Agent if its RCoA has
changed. Note that in the presence of a protocol that transfers

bi ndi ng cache entries between MAPs for redundancy purposes, a new MAP
may be able to provide the same RCoA to the nobile node (e.g., if
both MAPs advertise the same prefix in the MAP option). This would
save the nobil e node from updating correspondent nodes and the Home
Agent .

Access routers can be triggered to advertise a MAP option with a
lifetime of zero (indicating MAP failure) in different ways:

- By manual intervention.
- I'n a dynam ¢ manner.
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11.

12.

12.

ARs can perform Dynanic detection of MAP failure by sending | CMP Echo
request messages to the MAP regularly (e.g., every ten seconds). |If
no response is received, an AR may try to aggressively send echo
requests to the MAP for a short period of tine (e.g., once every 5
seconds for 15 seconds); if no reply is received, a MAP option may be
sent with a valid lifetinme value of zero.

This specification does not mandate a particul ar recovery nechani sm
However, any simlar nechani smbetween the MAP and an AR SHOULD be
secure to allow for nmessage authentication, integrity protection, and
protection agai nst replay attacks.

I ANA Consi der ati ons

Section 4 introduces a new flag (M to the Binding Update specified
in RFC 3775.

Section 5 introduces a new | Pv6 Nei ghbour Di scovery Option called the
MAP Option. | ANA has assigned the Option Type value 23 for the MAP
Option within the option nunbering space for | Pv6 Nei ghbour Discovery
nessages.

Security Considerations

This specification introduces a new concept to Mbile | Pv6, nanely, a
Mobility Anchor Point that acts as a |local Hone Agent. It is crucial
that the security relationship between the nobile node and the MAP is
strong; it MJST involve nmutual authentication, integrity protection,
and protection against replay attacks. Confidentiality nmay be needed
for payload traffic, but is not required for binding updates to the
MAP. The absence of any of these protections nmay lead to nalicious
nmobi | e nodes i npersonating other legitinmate ones or inpersonating a
MAP. Any of these attacks will undoubtedly cause undesirable inpacts
to the nobile node’s comunication with all correspondent nodes

havi ng knowl edge of the nobil e node’ s RCoA.

Three different relationships (related to securing bindi ng updates)
need to be consi dered:

1) The nobil e node - MAP
2) The nobile node - Home Agent
3) The nobile node - correspondent node

1. Mbbil e Node- MAP Security
In order to allow a nobile node to use the MAP's forwardi ng servi ce,

initial authorisation (specifically for the service, not for the
RCoA) MAY be needed. Authorising a nobile node to use the MAP
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service can be done based on the identity of the nobile node
exchanged during the SA negotiation process. The authorisation nmay
be granted based on the nobile node's identity, or based on the
identity of a Certificate Authority (CA) that the MAP trusts. For
instance, if the nobile node presents a certificate signed by a
trusted entity (e.g., a CAthat belongs to the sane adninistrative
domai n, or another trusted roaning partner), it would be sufficient
for the MAP to authorise the use of its service. Note that this

| evel of authorisation is independent of authorising the use of a
particular RCoA. Simlarly, the nobile node would trust the MAP if
it presents a certificate signed by the same CA or by another CA that
the nobile node is configured to trust (e.g., a roam ng partner).

HM Pv6 uses an additional registration between the nobile node and
its current MAP. As explained in this docunent, when a nobil e node
nmoves into a new dormain (i.e., served by a new MAP), it obtains an
RCoA, an LCoA and registers the binding between these two addresses
with the new MAP. The MAP then verifies whether the RCoA has not
been registered yet and, if so, it creates a binding cache entry with
the RCoA and LCoA. \Whenever the nobile node gets a new LCoA, it
needs to send a new BU that specifies the binding between RCoA and
its new LCoA. This BU needs to be authenticated, otherw se any host
could send a BU for the nobile node’s RCoA and hijack the nobile
node’ s packets. However, because the RCoA is tenporary and is not
bound to a particular node, a nobile node does not have to initially
(before the first binding update) prove that it owns its RCoA (unlike
the requirement on hone addresses in Mbile | Pv6) when it establishes
a Security Association with its MAP. A MAP only needs to ensure that
a BU for a particul ar RCoA was issued by the same nobile node that
established the Security Association for that RCoA

The MAP does not need to have prior know edge of the identity of the
nobi |l e node nor its Home Address. As a result the SA between the
nmobi | e node and the MAP can be established using any key

est abli shnent protocols such as IKE. A return routability test is
not necessary.

The MAP needs to set the SA for the RCoA (not the LCoA). This can be
performed with IKE [2]. The nobile node uses its LCoA as the source
address, but specifies that the RCoA should be used in the SA. This
is achieved by using the RCoA as the identity in | KE Phase 2
negotiation. This step is identical to the use of the hone address

i n | KE phase 2.

If a binding cache entry exists for a given RCoA, the MAP' s | KE
policy check MJUST point to the SA used to install the entry. |If the
nmobi |l e node’ s credentials stored in the existing SA do not match the
ones provided in the current negotiation, the MAP MJST rej ect the new
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12.

12.

13.

SA establishnent request for such RCoA with an | NVALI D-1 D- | NFORMATI ON
notification [2]. This is to prevent two different nobile nodes from
registering (intentionally or not) the sane RCoA.  Upon receiving
this notification, the nobile node SHOULD generate a new RCoA and
restart the IKE negotiation. Alternatively, a MAP may deci de that,

if a binding cache entry already exists for a particular RCoA no new
security association should be established for such RCoA; this is

i ndependent of the nobile node credentials. This prevents the nobile
node frombeing able to re-establish a security association for the
same RCoA (i.e., to change session keys). However, this is not a
maj or probl em because the SA will typically only be used to protect
signalling traffic when a MN noves, and not for the actual data
traffic sent to arbitrary nodes.

Bi ndi ng updat es between the MAP and the nobile node MJST be protected
with either AH or ESP in transport node. Wen ESP is used, a non-
nul | authentication al gorithm MJST be used.

2. Mobil e Node- Correspondent Node Security

Mobile I Pv6 [1] defines a return routability procedure that allows
nmobi | e and correspondent nodes to authenticate binding updates and
acknow edgenents. This specification does not inpact the return
routability test defined in [1]. However, it is inportant to note
that nobil e node inplenenters need to be careful when selecting the
source address of the HOTl and COTl nessages, defined in [1]. The
source address used in HOTl nessages MJUST be the nobile node’ s home
address. The packet containing the HOTl nmessage is encapsul ated
twice. The inner encapsul ati ng header contains the RCoA in the
source address field and the hone agent’s address in the destination
address field. The outer encapsul ati ng header contains the nobile
node’s LCoA in the source address field and the MAP's address in the
destination field.

3. Mbdbil e Node-Home Agent Security

The security relationship between the nobile node and its Hone Agent,
as discussed in [1], is not inpacted by this specification.
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Appendi x A: Fast Mobile | Pv6 Handovers and HM Pv6

Fast Handovers are required to ensure that the layer 3 (Mbile IP)
handover delay is minimsed, thus also ninimsing, and possibly
elimnating, the period of service disruption which normally occurs
when a nobil e node noves between two ARs. This period of service

di sruption usually occurs due to the tine required by the nobile node
to update its HA using Binding Updates after it noves between ARs.
During this tinme period the nobile node cannot resune or continue
communi cati ons. The mechanismto achi eve Fast Handovers with Mbile
IPv6 is described in [5] and is briefly sunmari sed here. This
mechani sm all ows the anticipation of the | ayer 3 handover, such that
data traffic can be redirected to the nobile node’s new | ocation
before it noves there.

Whil e the nobile node is connected to its previous Access Router
(PAR) and is about to nmove to a new Access Router (NAR), the Fast
Handovers in Mbile I Pv6 requires in sequence:

1) The nobile node to obtain a new care-of address at the NAR while
connected to the PAR

2) New CoA to be used at NAR case: the nobile node to send a F-BU
(Fast BU) to its previous anchor point (i.e., PAR) to update its
bi ndi ng cache with the nobile node’s new CoA while still attached
to PAR

3) The previous anchor point (i.e., PAR) to start forwardi ng packets
destined for the nobile node to the nobile node’s new CoA at NAR
(or old CoA tunnelled to NAR, if new CoA is not applicable).

4) A d CoA to be used at NAR case: the nobile node to send a F-BU
(Fast BU) to its previous anchor point (i.e., PAR), after it has
nmoved and attached to NAR, in order to update its binding cache
with the nobile node’s new CoA

The nmobile node or PAR nmay initiate the Fast Handover procedure by
using wireless link-layer information or |ink-layer triggers that
informthat the nobile node will soon be handed off between two

W rel ess access points respectively attached to PAR and NAR If the
"trigger" is received at the nobile node, the nobile node will
initiate the | ayer-3 handover process by sending a Proxy Router
Solicitation nessage to PAR. Instead, if the "trigger" is received
at PAR, then it will transnit a Proxy Router Advertisenent to the
appropriate nobile node, without the need for solicitations. The
basi ¢ Fast Handover nessage exchanges are illustrated in Figure A1
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Figure A 1: Fast Mbile | Pv6 Handover Protoco

The nobil e node obtains a new care-of address while connected to PAR
by neans of router advertisenents containing information fromthe NAR
(Proxy Router Advertisenent, which may be sent due to a Proxy Router
Solicitation). The PARw |l validate the nobile node’s new CoA by
sendi ng a Handover Initiate (H) nessage to the NAR.  The new CoA
sent in the H nessage is formed by appending the nobile node’s
current interface identifier to the NAR s prefix. Based on the
response generated in the Handover Acknow edge (HAck) nessage, the
PAR wi Il either generate a tunnel to the nobile node’'s new CoA (if
the address was valid) or generate a tunnel to the NAR s address (if
the address was already in use on the new subnet). |f the address
was already in use on the new subnet, it is assunmed that there wll
be no time to performanother attenpt to configure the nobile node
with a CoA on the new link. Therefore, the NAR will generate a host
route for the nobile node using its old CoA. Note that nessage la
may precede nessage 2b or occur at the sane tine.

In [5], the ARs act as |local Hone Agents, which hold binding caches
for the nobil e nodes and receive Binding Updates. This makes these
ARs function like the MAP specified in this docunent. Also, it is
quite possible that the ARs are not directly connected, but

communi cate t hrough an aggregation router. Therefore, such an
aggregation router is also an ideal position for the MAP
functionality. These are two ways of integrating the HM Pv6 and Fast
Handover mechani snms. The first involves placing MAPs in place of the
ARs, which is a natural step. The second scenario involves placing
the MAP in an aggregation router "above" the ARs. 1In this case, [5]
specifies forwardi ng of packets between PAR and NAR. This could be
inefficient in terms of delay and bandw dth efficiency because
packets will traverse the MAP-PAR |ink twi ce and packets will arrive
out of order at the nobile node. Using the MAP in the aggregation
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router would inprove the efficiency of Fast Handovers, which could
make use of the MAP to redirect traffic, thus saving delay and
bandwi dt h between the aggregation router and the PAR

[ S — +
| MAP |
S >| |
| tmmmmmmaas +
| | n
| la. H | |
| | |
| | | 1b. HAck
| v |
tmmmmmmaas + | tmmmmmmaas +
| | | | NAR |
| PAR | | | |
[ S — + | [ S — +
|
(2a. Rt Sol Pr) 2b |
Pr | 3. Fast BU (F-BU) from nobile node to

|
|
|
| MAP

| RRAddv | 4. Fast BA (F-BACK) from MAP to
| | nobi | e node

v

%
R +

| VN | Movenent
TR + - - - - - e

Figure A 2: Fast Mbile I Pv6 Handover Protocol using HM Pv6

In Figure A 2, the H/HAck nessages now occur between the MAP and NAR
in order to check the validity of the newy requested care-of address
and to establish a tenporary tunnel should the new care-of address
not be valid. Therefore, the sanme functionality of the Fast Handover
procedure is kept, but the anchor point is noved fromthe PARto the
MAP.

As in the previous Fast Handover procedure, in the network-determ ned
case the layer-2 "triggers" at the PAR will cause the PAR to send a
Proxy Router Advertisenment to the nobile node with the MAP option

In the nobil e-determ ned case, this is preceded by a Proxy Router
Solicitation fromthe nobile node. The sane layer-2 trigger at PAR
in the network-determ ned case could be used to independently
initiate Context Transfer (e.g., QS) between PAR and NAR In the
nobi | e-deterni ned case, the trigger at PAR could be replaced by the
reception of a Proxy Router Solicitation or F-BU  Context Transfer
is being worked on in the | ETF Seanbby W&
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The conbi nati on of Fast Handover and HM Pv6 all ows the anticipation
of the layer 3 handoff, such that data traffic can be efficiently
redirected to the nobile node’'s new | ocation before it noves there.
However, it is not easy to determine the correct tinme to start
forwarding traffic fromthe MAP to the nobile node’s new | ocation

whi ch has an inpact on how snooth the handoff will be. The sane
issues arise in [5] with respect to when to start forwardi ng between
PAR and NAR. Packet loss will occur if this is performed too late or
too early with respect to the tine in which the nobile node detaches
from PAR and attaches to NAR  Such packet loss is likely to occur if
the MAP updates its binding cache upon receiving the anticipated
F-BU, because it is not known exactly when the nobile node will
performor conplete the layer-2 handover to NAR, relative to when the
nobi |l e node transnits the F-BU. Al so, sone nmeasure is needed to
support the case in which the nobile node’s |ayer-2 handover
unexpectedly fails (after Fast Handover has been initiated) or when
the nmobil e node noves quickly back-and-forth between ARs (ping-pong).
Si mul t aneous bi ndings [6] provide a solution to these issues. In
[6], a new Sinultaneous Bindings Flag is added to the Fast Binding
Update (F-BU) nmessage and a new Si nultaneous Bi ndi ngs suboption is
defined for the Fast Binding Acknow edgenment (F-BAck) nessage. Using
thi s enhanced nechani sm upon | ayer-3 handover, traffic for the
mobil e node will be sent fromthe MAP to both PAR and NAR for a
certain period, thus isolating the nobile node fromlayer-2 effects
such as handover tim ng, ping-pong, or handover failure and providing
the nmobile node with uninterrupted |layer-3 connectivity.
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