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1. Introduction

As | EEE 802.11 Wreless LAN (WAN) technol ogy matures, |arge scale
depl oynent of W.LAN networks is highlighting certain technica
chal l enges. As outlined in [2], nanagenent, nonitoring, and contro
of large nunber of Access Points (APs) in the network may prove to be
a significant burden for network adnministration. Distributing and
mai nt ai ni ng a consi stent configuration throughout the entire set of
APs in the WAAN is a difficult task. The shared and dynamic nature
of the wireless nedium al so demands effective coordinati on anong the
APs to nminimze radio interference and maxi m ze network perfornmance
Networ k security issues, which have al ways been a concern in W.ANS,
present even nore challenges in | arge depl oynents and new
architectures.

Recently many vendors have begun offering partially proprietary
solutions to address sonme or all of the above nentioned problens.
Since interoperable systenms allow for a broader choice of solutions,
a standardi zed interoperable solution addressing the aforenentioned
problens is desirable. As the first step toward establishing
interoperability in the market place, this docunent provides a
taxonony of the architectures enployed in existing W.AN products. W
hope to provide a cohesive understanding of the market practices for
t he standard bodi es involved (including the | ETF and | EEE 802. 11).
Thi s docunent nmay be reviewed and utilized by the | EEE 802.11 WrKki ng
Group as input in defining the functional architecture of an AP.
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1.1. | EEE 802.11 W.AN Functi ons

The | EEE 802. 11 specifications are wirel ess standards that specify an
"over-the-air" interface between a wireless client Station (STA) and
an Access Point (AP), and al so anong wireless clients. 802.11 al so
descri bes how nobil e devices can associate into a basic service set
(BSS). A BSSis identified by a basic service set identifier (BSSID)
or name. The W.AN architecture can be considered as a type of ’'cell
architecture, in which each cell is the Basic Service Set (BSS), and
each BSS is controlled by the AP. Wen two or nore APs are connected
via a broadcast |ayer 2 network and all are using the sanme SSID, an
ext ended service set (ESS) is created.

The architectural conponent used to interconnect BSSs is the
distribution system (DS). An AP is an STA that provides access to
the DS by providing DS services, as well as acting as an STA

Anot her | ogical architectural conponent, portal, is introduced to
integrate the | EEE 802. 11 architecture with a traditional w red LAN.
It is possible for one device to offer both the functions of an AP
and a portal.

| EEE 802. 11 does not specify the details of DS inplenentations
explicitly. Instead, the 802.11 standard defines services that
provide functions that the LLC | ayer requires for sending MAC Service
Data Units (MSDUs) between two entities on the network. These
services can be classified into two categories: the station service
(SS) and the distribution systemservice (DSS). Both categories of
service are used by the | EEE 802.11 MAC subl ayer. Station services
consist of the follow ng four services:

0 Authentication: Establishes the identity of one station as a
nenber of the set of stations that are authorized to associate
wi th one anot her.

0 De-authentication: Voids an existing authentication relationship.

0o Confidentiality: Prevents the content of nessages from being read
by ot hers than the intended recipients.

o MSDU Delivery: Delivers the MAC service data unit (MsSDU) for the
stati ons.

Di stribution system services consist of the followi ng five
services

0 Association: Establishes Access Point/Station (AP/ STA) mappi ng and
enabl es STA invocation of the distribution system services.
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o Disassociation: Renoves an exi sting association

0 Reassoci ation: Enables an established associati on (between AP and
STA) to be transferred fromone AP to another or the same AP.

o Distribution: Provides MSDU forwarding by APs for the STAs
associated with them MSDUs can be either forwarded to the
wirel ess destination or to the wired (Ethernet) destination (or
both) using the "Distribution System' concept of 802.11

0 Integration: Translates the MSDU received fromthe Distribution
Systemto a non-802.11 fornmat and vice versa. Any MsDU that is
received fromthe DS i nvokes the 'Integration services of the DSS
before the 'Distribution’ services are invoked. The point of
connection of the DS to the wired LANis ternmed as 'portal’

Apart fromthese services, the | EEE 802. 11 al so defines additiona
MAC services that nust be inplenented by the APs in the W.LAN.  For
exanpl e:

0 Beacon Ceneration

0 Probe Response/ Transm ssi on

0 Processing of Control Frames: RTS/ CTS/ ACK/ PS-Pol |/ CF-End/ CF- ACK
0 Synchroni zation

0 Retransm ssions

0 Transmi ssion Rate Adaptation

0 Privacy: 802.11 Encryption/Decryption

In addition to the services offered by the 802. 11, the | EEE 802.11 W5
is al so devel opi ng technol ogi es to support Quality of Service
(802.11e), Security Al gorithns (802.11i), Inter-AP Protocol (IAPP, or
802. 11F -- recomrended practice) to update APs when a STA roans from
one BSS to another, Radi o Resource Measurenment Enhancenents

(802. 11k), etc.

| EEE 802. 11 does not specify exactly how these functions are

i mpl ement ed, nor does it specify that they be inplenented in one
physical device. It only requires that the APs and the rest of the
DS together inplenent all these services. Typically, vendors

i npl ement not only the services defined in the | EEE 802.11 standard,
but also a variety of val ue-added services or functions, such as |oad
bal anci ng support, QS, station nobility support, and rogue AP
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detection. What becones clear fromthis docunent is that vendors
take advantage of the flexibility in the 802.11 architecture, and
have cone up with many different flavors of architectures and

i mpl enent ati ons of the W.AN services.

Because nany vendors choose to i nplenent these WLAN servi ces across
mul tiple network el enents, we want to nake a clear distinction

bet ween the | ogical W.AN access network functions and the individua
physi cal devices by adopting different term nology. W use "AP" to
refer to the logical entity that provides access to the distribution
services, and "WIP" (Wreless Term nation Point) to the physica
device that allows the RF antenna and 802.11 PHY to transnmit and
receive station traffic in the BSS network. |In the Centralized
Architecture (see section 5), the conbination of WIPs with Access
Controller (AC) inplenments all the logical functions. Each of these
physi cal devices (WP or AC) may inplenent only part of the |ogica
functions. But the DS, including all the physical devices as a
whol e, inplenents all or nost of the functions.

1.2. CAPWAP Functi ons

To address the four problens identified in [2] (nmanagenent,

consi stent configuration, RF control, security) additional functions,
especially in the control and nanagenent plane, are typically offered
by vendors to assist in better coordination and control across the
entire ESS network. Such functions are especially inportant when the
| EEE 802. 11 W.AN functions are inplenented over nultiple entities in
a large scale network, instead of within a single entity. Such
functions include:

o RF nonitoring, such as Radar detection, noise and interference
det ection, and neasurenent.

o RF configuration, e.g., for retransnission, channel selection
transm ssi on power adj ustment.

o WP configuration, e.g., for SSID

o WP firnware | oading, e.g., automatic |oading and upgradi ng of WP
firmvare for network wi de consi stency.

0 Network-wi de STA state information database, including the
i nformati on needed to support val ue-added services, such as
nmobility and | oad bal anci ng.

o Mitual authentication between network entities, e.g., for AC and
WP aut hentication in a Centralized W.AN Architecture.
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1

The services listed are concerned with the configuration and contro
of the radio resource (' RF Monitoring’ and ' RF Configuration'),
managenment and configuration of the WIP device (' WIP Configuration’
"WIP Firmnare upgrade’), and al so security regarding the registration
of the WIP to an AC (' AC/ WIP nut ual authentication’). Moreover, the
device from which other services, such as nobility nanagenent across
subnets and | oad bal ancing, can obtain state infornmation regardi ng
the STA(s) associated with the wireless network, is also reported as
a service (' STA state info database’).

The above list of CAPWAP functions is not an exhaustive enuneration
of all additional services offered by vendors. W included only
those functions that are commonly represented in the survey data, and
are pertinent to understanding the central problem of
interoperability.

Most of these functions are not explicitly specified by | EEE 802. 11,
but sone of the functions are. For exanple, the control and
managenent of the radio-related functions of an AP are descri bed
implicitly in the MB, such as:

0 Channel Assignnent
o Transnmit Power Contro

0 Radio Resource Measurement (work is currently under way in | EEE
802. 11k)

The 802.11h [5] amendnent to the base 802.11 standard specifies the
operation of a MAC managenent protocol to acconplish the requirenents
of sone regulatory bodies (principally in Europe, but expanding to
others) in the foll ow ng areas:

0 RADAR detection
o Transmt Power Contro
o Dynanic Channel Sel ection
WLAN Architecture Proliferation

Thi s docunent provides a taxonony of the WLAN network architectures
devel oped by the vendor community in an attenpt to address sone or
all of the problens outlined in [2]. As the | EEE 802.11 standard
pur posel y avoi ds specifying the details of DS inplenentations,
different architectures have proliferated in the market. \While all
these different architectures conformto the | EEE 802.11 standard as
a whol e, their individual functional conponents are not standardized.
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Interfaces between the network architecture conponents are nostly
proprietary, and there is no guarantee of cross-vendor
interoperability of products, even within the same fanmly of
architectures.

To achieve interoperability in the market place, the | ETF CAPWAP
wor ki ng group is first docunenting both the functions and the network
architectures currently offered by the existing W.AN vendors. The
end result is this taxonony docunent.

After analyzing nore than a dozen different vendors’ architectures,
we believe that the existing 802.11 W.LAN access network architectures
can be broadly categorized into three distinct fanilies, based on the
characteristics of the Distribution Systens that are enployed to
provide the 802.11 functions.

0 Autononpbus WLAN Architecture: The first architecture famly is the
tradi ti onal autononmous W.AN architecture, in which each WIP is a
singl e physical device that inplenents all the 802.11 services,

i ncluding both the distribution and integration services, and the
portal function. Such an AP architecture is called Autononous
W.AN Architecture because each WIP i s autononmous in its
functionality, and no explicit 802.11 support is needed from

devi ces other than the WIP. In such architecture, the WIP is
typically configured and controlled individually, and can be
nmoni t ored and managed via typi cal network managenent protocols
like SNMP. The WIPs are the traditional APs w th which nost
people are famliar. Such WIPs are sonetinmes referred to as "Fat
APs" or "Standal one APs"

0 Centralized WLAN Architecture: The second WLAN architecture fanily
is an energing hierarchical architecture utilizing one or nore
centralized controllers for nmanagi ng a | arge nunber of WP
devices. The centralized controller is cormmonly referred to as an
Access Controller (AC), whose main function is to manage, control
and configure the WIP devices that are present in the network. In
addition to being a centralized entity for the control and
managenent plane, it may al so becone a natural aggregation point
for the data plane since it is typically situated in a centralized
location in the wirel ess access network. The AC is often co-
| ocated with an L2 bridge, a switch, or an L3 router, and may be
referred to as Access Bridge or Access Router in those particular
cases. Therefore, an Access Controller could be either an L3 or
L2 device, and is the generic termwe use throughout this
docunent. It is also possible that multiple ACs are present in a
networ k for purposes of redundancy, |oad bal ancing, etc. This
architecture famly has several distinct characteristics that are
worth noting. First, the hierarchical architecture and the
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centralized AC affords nmuch better nanageability for |arge scale
networks. Second, since the | EEE 802.11 functions and t he CAPWAP
control functions are provided by the WIP devi ces and the AC
toget her, the WP devi ces thensel ves may no |longer fully inplenment
the 802.11 functions as defined in the standards. Therefore, it
can be said that the full 802.11 functions are inplenmented across
mul ti pl e physical network devices, nanely, the WIPs and ACs.

Since the WIP devices only inplenment a portion of the functions
that standal one APs inplenment, WP devices in this architecture
are sonetimes referred to as light weight or thin APs.

0o Distributed WLAN Architecture: The third energi ng W.AN
architecture famly is the distributed architecture in which the
participating wireless nodes are capable of forming a distributed
network anong thenselves, via wired or wireless nmedia. A wireless
mesh network is one exanple within the distributed architecture
famly, where the nodes thenselves forma nesh network and connect
wi t h nei ghboring nesh nodes via 802.11 wireless links. Sone of
t hese nodes al so have wired Ethernet connections acting as
gateways to the external network

1. 4. Taxonony Methodol ogy and Docunent Organization

Bef ore the | ETF CAPWAP wor ki ng group started docunenting the various
WLAN architectures, we conducted an open survey soliciting W.AN
architecture descriptions via the | ETF CAPWAP nmiling list. W
provided the interested parties with a conmon tenplate that included
a nunber of questions about their W.AN architectures. W received 16
contributions in the formof short text descriptions answering those
questions. 15 of themare from W.AN vendors (AireSpace, Aruba,

Avaya, Chantry Networks, Ci sco, Cranite Systens, Extrene Networks

I ntoto, Janusys Networks, Nortel, Panasonic, Trapeze, |nstant802,
Strix Systems, Synmbol) and one fromthe academic research community
(UCLA). CQut of the 16 contributions, one describes an Aut ononmous
WLAN Architecture, three are Distributed Mesh Architectures, and the
remai ning twelve entries represent architectures in the fanmly of the
Centralized WLAN Architecture.

The main objective of this survey was to identify the genera
categories and trends in WLAN architecture evol ution, discover their
common characteristics, and determ ne what is perfornmed differently
anong them and why. |n order to represent the survey data in a
conpact format, a "Functional Distribution Matrix" is used in this
docunent, (nmostly in the Centralized WLAN architecture section), to
tabul ate the various services and functions in the vendors

of ferings. These services and functions are classified into three
mai n cat egori es:
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3.

3.

0 Architecture Considerations: The choice of the connectivity
bet ween the AC and the WIP. The desi gn choi ces regardi ng the
physi cal device on which processing of nmanagenent, control, and
data frames of the 802.11 takes pl ace.

o 802.11 Functions: As described in Section 1.1.
o CAPWAP Functions: As described in Section 1.2.

For each one of these categories, the mapping of each individua
function to network entities inplenmented by each vendor is shown in
tabular form The rows in the Functional Distribution Matrix
represent individual functions that are organized into the above
nmentioned three categories. Each colum of the Matrix represents one
vendor’'s architecture offering in the survey data. See Figure 7 as
an exanple of the Matrix.

This Functional Distribution Matrix is intended for the sol e purpose
of organizing the architecture taxonony data, and represents the
contributors’ views of their architectures from an engi neering
perspective. |t does not necessarily inply that a product exists or
wi |l be shipped, nor an intent by the vendor to build such a product.

The next section provides a list of definitions used in this
docunent. The rest of this docunent is organized around the three
broad WLAN architecture families that were introduced in Section 1.3.
Each architecture family is discussed in a separate section. The
section on Centralized Architecture contains nore in-depth details
than the other two famlies, largely due to the | arge nunber of the
survey data (twelve out of sixteen) collected that fall into the
Centralized Architecture category. Sunmary and concl usions are
provided at the end to highlight the basic findings fromthis

t axonony exerci se

Conventi ons
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [3].
Definitions
1. | EEE 802.11 Definitions
Station (STA): A device that contains an | EEE 802.11 conf or nant

medi um access control (MAC) and physical |ayer (PHY) interface to the
wi rel ess medi um (WM .
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Access Point (AP): An entity that has station functionality and
provi des access to distribution services via the wireless medium (W)
for associated stations.

Basic Service Set (BSS): A set of stations controlled by a single
coordi nation function.

Station Service (SS): The set of services that support transport of
medi um access control (MAC) service data units (MSDUs) between
stations within a basic service set (BSS).

Distribution System (DS): A systemused to interconnect a set of
basi ¢ service sets (BSSs) and integrated | ocal area networks (LANs)
to create an extended service set (ESS).

Ext ended Service Set (ESS): A set of one or nore interconnected basic
service sets (BSSs) with the same SSID and integrated | ocal area
networ ks (LANs), which appears as a single BSS to the logical |ink
control layer at any station associated with one of those BSSs.

Portal: The | ogical point at which medi um access control (MAC)
service data units (MsSDUs) from a non-1EEE 802.11 | ocal area network
(LAN) enter the distribution system (DS) of an extended service set
(ESS) .

Distribution System Service (DSS): The set of services provided by
the distribution system (DS) that enable the nedi um access control
(MAC) layer to transport MAC service data units (MSDUs) between
stations that are not in direct comunication with each other over a
single instance of the wireless nmedium (W . These services include
the transport of MSDUs between the access points (APs) of basic
service sets (BSSs) w thin an extended service set (ESS), transport
of MSDUs between portals and BSSs within an ESS, and transport of
MSDUs between stations in the sane BSS in cases where the MSDU has a
mul ti cast or broadcast destination address, or where the destination
is an individual address, but the station sending the MSDU chooses to
i nvol ve DSS. DSSs are provided between pairs of |EEE 802.11 MACs.

Integration: The service that enables delivery of medi um access
control (MAC) service data units (MSDUs) between the distribution
system (DS) and an existing, non-I|EEE 802.11 |ocal area network (via
a portal).

Di stribution: The service that, by using association information,

delivers nedium access control (MAC) service data units (MSDUs)
within the distribution system (DS).
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3.2. Termnology Used in This Docunent

One of the notivations in defining newternmnology is to clarify
anbi guity and confusion surroundi ng sone conventional terms. One
such termis "Access Point (AP)". Typically, when people talk about
"AP", they refer to the physical entity (box) that has an antenna,

i mpl enents 802. 11 PHY, and receives/transnmts the station (STA)
traffic over the air. However, the 802.11 Standard [1l] describes the
AP nostly as a logical entity that inplenents a set of |ogica
services so that station traffic can be received and transmtted
effectively over the air. Wien people refer to "AP functions", they
usual Iy mean the logical functions the whole W.AN access network
supports, and not just the subset of functions supported by the
physical entity (box) that the STAs comunicate with directly. Such
confusion can be especially acute when |ogical functions are

i mpl ement ed across a network instead of within a single physica
entity. To avoid further confusion, we define the follow ng

t er m nol ogy:

CAPWAP: Control and Provisioning of Wrel ess Access Points

| EEE 802.11 W.LAN Functions: A set of logical functions defined by the
| EEE 802.11 Working Group, including all the MAC services, Station
Services, and Distribution Services. These |logical functions are
required to be inplenented in the | EEE 802. 11 Wrel ess LAN (W.AN)
access networks by the | EEE 802.11 Standard [1].

CAPWAP Functions: A set of WLAN control functions that are not
directly defined by |IEEE 802.11 Standards, but deened essential for
ef fective control, configuration, and nanagenent of 802.11 W.AN
access networKks.

Wrel ess Termi nation Point (WIP): The physical or network entity that
contains an RF antenna and 802.11 PHY to transnit and receive station
traffic for the | EEE 802. 11 W.LAN access networks. Such physica
entities were often called "Access Points" (AP), but "AP" can al so
refer to the logical entity that inplenents 802.11 services. W
recomend "WP' as the generic termthat explicitly refers to the
physical entity with the above property (e.g., featuring an RF
antenna and 802.11 PHY), applicable to network entities of both

Aut ononpbus and Centralized WLAN Architecture (see bel ow).

Aut ononous WLAN Architecture: The W.AN access network architecture
famly in which all the logical functions, including both | EEE 802. 11
and CAPWAP functions (wherever applicable), are inplenmented within
each Wreless Termi nation Point (WIP) in the network. The WIPs in
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such networks are also called standal one APs, or fat APs, because
t hese devices inplenent the full set of functions that enable the
devices to operate wi thout any other support fromthe network.

Centralized WLAN Architecture: The W.AN access network architecture
famly in which the logical functions, including both | EEE 802. 11 and
CAPWAP functions (wherever applicable), are inplenented across a

hi erarchy of network entities. At the |ower |level are the WPs,
while at the higher level are the Access Controllers (ACs), which are
responsi ble for controlling, configuring, and managi ng the entire
WLAN access networ k.

Di stributed W.AN Architecture: The W.LAN access network architecture
famly in which some of the control functions (e.g., CAPWAP
functions) are inplenmented across a distributed network consisting of
peer entities. A wireless mesh network can be consi dered an exanpl e
of such an architecture.

Access Controller (AC): The network entity in the Centralized W.AN
Architecture that provides WIPs access to the centralized

hi erarchi cal network infrastructure in the data plane, control plane,
managenent plane, or a conbination therein.

St andal one WIP: Refers to the WIP i n Aut ononbus W.AN Architecture.
Controlled WIP. Refers to the WIP in Centralized W.AN Architecture

Split MAC Architecture: A subgroup of the Centralized W.AN

Archi tecture whereby WIPs in such W.AN access networks only inpl ement
the delay sensitive MAC services (including all control frames and
sonme nmanagenent franes) for | EEE 802.11, while all the remaining
managenent and data franes are tunnelled to the AC for centralized
processing. The | EEE 802.11 MAC, as defined by |EEE 802.11 Standards
in 1], is effectively split between the WIP and AC

Renmpbte MAC Architecture: A subgroup of the Centralized W.AN
Architecture, where the entire set of 802.11 MAC functions (including
del ay-sensitive functions) is inplenented at the ACC The WP

term nates the 802. 11 PHY functions.

Local MAC Architecture: A subgroup of the Centralized W.AN
Architecture, where the majority or entire set of 802.11 MAC
functions (including nost of the 802.11 nanagenent franme processing)
are inplemented at the WIP. Therefore, the 802.11 MAC stays intact
and local in the WIP, along w th PHY

Yang, et al. I nf or mat i onal [ Page 12]



RFC 4118 CAPWAP Architecture Taxonomny June 2005

3. 3.

4.

4,

Term nol ogy Used Historically but Not Recommended
Whi |l e sone terninol ogy has been used by vendors historically to
descri be "Access Points", we recommend deferring its use, in order to
avoid further confusion. A list of such ternms and the reconmended
new term nol ogy i s provided bel ow

Split WLAN Architecture: Use Centralized W.AN Architecture.

Hi erarchi cal WLAN Architecture: Use Centralized WLAN Architecture.

St andal one Access Point: Use Standal one WIP.

Fat Access Point: Use Standal one WIP.
Thin Access Point: Use Controlled WP.

Li ght wei ght Access Point: Use Controlled WP

Split AP Architecture: Use Local MAC Architecture.

Antenna AP Architecture: Use Renote MAC Architecture.

Aut ononous Architecture

Overvi ew

Figure 1 shows an exanpl e network of the Autononobus W.AN
Architecture. This architecture inplements all the 802.11
functionality in a single physical device, the Wreless Term nation
Point (WIP). An enbodinent of this architecture is a WIP t hat
transl ates between 802.11 franes to/fromits radio interface and
802. 3 franes to/froman Ethernet interface. An 802.3 infrastructure
that interconnects the Ethernet interfaces of different WIPs provi des

the distribution system It can also provide portals for integrated
802. 3 LAN segnents.
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| 802.11 BSS 1 | | 802.11 BSS 2 | | 802.11 BSS 3
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| Et her net | |
- + - +
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| Ethernet |
802.3 LAN ------momoo- + Switch R 802.3 LAN
segnment 1 | | segment 2
Hom oo Hom oo +

Figure 1: Exanpl e of Autonomous W.AN Architecture

A single physical WIP can optionally be provisioned as multiple
virtual WIPs by supporting nultiple SSIDs to which 802.11 clients nmay
associate. In some cases, this will involve putting a correspondi ng
802. 1Q VLAN tag on each packet forwarded to the Ethernet
infrastructure and renmpoving 802.1Q tags prior to forwardi ng the
packets to the wirel ess medi um

The scope of the ESS(s) created by interconnecting the WIPs will be
confined by the constraints inposed by the Ethernet infrastructure.

Aut henti cation of 802.11 clients may be performed locally by the WP
or by using a centralized authentication server

4.2. Security

Since both the 802.11 and CAPWAP functions are tightly integrated
into a single physical device, security issues with this architecture
are confined to the WIP. There are no extra inplications fromthe
client authentication and encryption/decryption perspective, as the
AAA interface and the key generation nechanisns required for 802.11
encryption/decryption are integrated into the WP,

One of the security needs in this architecture is for mutua

aut henti cati on between the WIP and the Ethernet infrastructure. This
can be ensured by existing nechanisns such as 802. 1X between the WP
and the Ethernet switch to which it connects. Another critica
security issue is the fact that the WIP is nost |ikely not under |ock
and key, but contains secret information to conmuni cate with back-end
systenms, such as AAA and SNWP. Because |IT personnel uses the conmon
managenent net hod of pushing a "tenplate" to all devices, theft of
such a device would potentially conpronise the wired network.
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5.

Centralized WLAN Architecture

Centralized WLAN Architecture is an emerging architecture fanily in
the WLAN market. Contrary to the Autononpbus W.AN Architecture, where
the 802.11 functions and network control functions are all

i npl emented within each Wreless Ternination Point (WIP), the
Centralized WLAN Architecture enpl oys one or nore centralized
controllers, called Access Controller(s), to enabl e network-w de
nonitoring, inmprove managenment scalability, and facilitate dynamic
configurability.

The following figure schematically shows the Centralized W.AN
Architecture network diagram where the Access Controller (AC
connects to multiple Wreless Termi nation Points (WIPs) via an

i nterconnection medium This can be a direct connection, an L2-
swi tched, or an L3-routed network as described in Section 5.1. The
AC exchanges configuration and control information with the WP
devi ces, allow ng the managenent of the network froma centralized
point. Designs of the Centralized W.AN Architecture fanily do not
presune (as the diagram ni ght suggest) that the AC necessarily
intercedes in the data plane to/fromthe WIP(s). More details are
provided later in this section.

S + S + S +
| 802.11 BSS 1 | | 802.11 BSS 2 | | 802.11 BSS 3
| .. | | .. | | .. |
R + R + R +
+----1 WP |--+ +----1 WP |--+ +----1 WP |--+
T T T
| | |
o e e e ee e ae e aaaaa + S U +
(I
e S SR SRS +
| Interconnection
Fomm - S +
|
I
+omm - oo+
I AC |
S +

Figure 2: Centralized WLAN Architecture D agram

Yang, et al. I nf or mat i onal [ Page 15]



RFC 4118 CAPWAP Architecture Taxonomny June 2005

In the diagram above, the AC is shown as a single physical entity
that provides all of the CAPWAP functions listed in Section 1.2.
However, this may not always be the case. C oser examination of the
functions reveals that their different resource requirenents (e.g.
CPU, menory, storage) may be distributed across different devices.

For instance, conplex radio control algorithns can be CPU intensive.
Storing and downl oadi ng i nages and configurations can be storage

i ntensive. Therefore, different CAPWAP functions mi ght be

i mpl emented on different physical devices due to the different nature
of their resource requirenents. The network entity marked 'AC in

t he di agram above shoul d be thought of as a multiplicity of |ogica
functions, and not necessarily as a single physical device. The ACs
may al so choose to inplenent sone control functions locally, and
provide interfaces to access other global network managenent
functions, which are typically inplenmented on separate boxes, such as
a SNWVP Networ k Managenent Station and an AAA back-end server (e.g.
Radi us Aut hentication Server).

5.1. Interconnection between WIPs and ACs
There are several connectivity options to consider between the AC(S)

and the WIPs, including direct connection, L2 swtched connection
and L3 routed connection, as shown in Figures 3, 4, and 5.

------- +------ LAN
|
o - o - +
AC |
S oot
| |
+-- -+ +-- -+
| |
-+ - 4 -+ - 4
| WIP | | WIP
-+ - 4+ -+ - 4+

Figure 3: Directly Connected
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| |
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| |
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| WIP | | Swi t ch
oo e+ oo - +- +
| |
O + Ao +
| WIP | | WIP |
Feemo - SO +

Fomm e Fomm e +
AC |
S S +
|
-------- +------ LAN
|
Fomm e Fomm e +
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| |
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Fi gure 5. Routed Connections

5.2. Overview of Three Centralized W.AN Architecture Variants

June 2005

Dynani ¢ and consi stent network nmanagenent is one of the prinary
notivations for the Centralized Architecture. The survey data from
vendors al so shows that different varieties of this architecture
fanm |y have energed to neet a conplex set of different requirenments
for various possible deploynent scenarios. This is also a direct
result of the inherent flexibility in the 802.11 standard [1]
regarding the inplenentation of the logical functions that are

Yang, et al. I nf or mati ona
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broadly descri bed under the term"Access Point (AP)". Because there
is no standard nmappi ng of these AP functions to physical network
entities, several design choices have been made by vendors that offer
rel ated products. Moreover, the increased demand for nonitoring and
consi stent configuration of large wireless networks has resulted in a
set of ’'val ue-added’ services provided by the various vendors, nost

of whi ch share conmmon design properties and service goals.

In the followi ng, we describe the three nmain variants observed from
the survey data within the famly of Centralized W.AN Architecture,
nanely the Local MAC, Split MAC, and Renote MAC approaches. For each
approach, we provide the napping characteristics of the various
functions into the network entities fromeach vendor. The nam ng of
Local MAC, Split MAC, and Renpte MAC reflects how the functions, and
especially the 802.11 MAC functions, are mapped onto the network
entities. Local MAC indicates that the MAC functions stay intact and
|l ocal to WIPs, while Renote MAC denotes that the MAC has noved away
fromthe WIP to a renote ACin the network. Split MAC shows the MAC
being split between the WIPs and ACs, largely along the line of
realtime sensitivity. Typically, Split MAC vendors choose to put
realtime functions on the WIPs whil e | eaving non-realtime functions
to the ACs. 802.11 does not clearly specify what constitutes
realtime functions versus non-realtine functions, and so a clear and
definitive Iine does not exist. As shown in Section 5.4, each vendor
has its own interpretation on this, and there are sone di screpancies
about where to draw the |line between realtime and non-realtine
functions. However, vendors agree on the characterization of the
majority of MAC functions. For exanple, every vendor classifies the
DCF as a realtinme function.

The di fferences anong Local MAC, Split MAC and Renote MAC
architectures are shown graphically in the follow ng figure:

S +- - - Fom e e e e e oo oo +- - - S +- - -
| CAPWAP | | CAPWAP | | CAPWAP |

| functions | AC | functions | AC | functions |

| e R et | EEEREEETEREEES |

| | | non RT MAC | | | AC
| 802.11 MAC | | === | 802.11 MAC |

| | WP | Realtinme MAC | | |
[-------mmmmm - | [ - oo - | WP | ===
| 802.11 PHY | | 802.11 PHY | | 802.11 PHY |WIP
ook +- - - R +- - - ook +- - -

(a) "Local MAC (b) "Split MAC (c) "Renote MAC

Figure 6: Three Architectural Variants within the Centralized
WLAN Architecture Fanmily
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5.3. Local MAC

The main notivation of the Local MAC architecture nodel, as shown in
Figure 6 (a), is to offload network access policies and nmanagenent
functions (CAPWAP functions described in Section 1.2) to the AC

wi thout splitting the 802.11 MAC functionality between WIPs and AC
The whol e 802.11 MAC resides on the WIPs |l ocally, including all the
802. 11 nmanagenent and control frane processing for the STAs. On the
ot her hand, information related to nanagenent and configuration of
the WIP devices is communicated with a centralized ACto facilitate
managenent of the network and maintain a consistent network-w de
configuration for the WIP devi ces.

Figure 7 shows a tabul ar representation of the design choi ces made by
the six vendors in the survey that follow the Local MAC approach

with respect to the above nentioned architecture considerations.
"WIP- AC connectivity" shows the type connectivity between the WPs
and AC that every vendor’s architecture can support. Cearly, all
the vendors can support L3 routed network connectivity between WPs
and the AC, which inplies that direct connections and L2 switched
networ ks are al so supported by all vendors. By ’'802.11 ngnt

term nation’, and '802.11 control term nation’, we denote the

physi cal network device on which processing of the 802.11 nmanagenent
and control frames is done respectively. Al the vendors here choose
to terninate 802.11 nmanagenent and control frames at the WIPs. The

| ast row of the table, '802.11 data aggregation’, refers to the

devi ce on which aggregation and delivery of 802.11 data franmes from
one STA to another (possibly through a DS) is perfornmed. As shown by
the table, vendors nake different choices as to whether all the

802. 11 data traffic is aggregated and routed through the AC. The
survey data shows that sone vendors choose to tunnel or encapsul ate
all the station traffic to or fromthe ACs, inplying that the AC al so
acts as the access router for this WAN access network. O her
vendors choose to separate the control and data plane by letting the
station traffic be bridged or routed locally, while keeping the
centralized control at the AC
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Arch7 Arch8 Arch9 Archl0 Archll
WI'P- AC
connectivity L3 L3 L3 L3 L3
802. 11 ngmt
term nation WP WP WP WP WP
802. 11 control
term nation WP WP WP WP WP
802. 11 data
aggregation AC AC WP AC WP

Figure 7: Architecture Considerations for

Figure 8 reveals that nost of the CAPWAP functions,

Local

MAC Architecture

as described in

Section 1.2, are inplenented at the ACwth help fromWPs to nonitor

RF channel s,
STAs,
which is essenti al

for many of the control,

configuration,

val ue- added servi ces.

Arch7
RF
Moni t ori ng WP
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Confi g. AC

WP config. AC
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Fi r mnvar e AC
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dat abase AC

AC/ WITP
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Fi gure 8: Mappi ng of CAPWAP Functions for
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The matrix in Figure 9 shows that nost of the 802.11 functions are

i npl enented at the WIPs for Local MAC Architecture, with some m nor
di fferences anong the vendors regardi ng distribution service, 802.11le
schedul i ng, and 802. 1X/ EAP aut hentication. The difference in
distribution service is consistent with that described earlier

regardi ng "802. 11 data aggregation” in Figure 7.

Arch7 Arch8 Arch9 Archl0 Archll

Di stribution

Servi ce AC AC WP AC WP
I ntegration

Service WP WP WP WP WP
Beacon

Ceneration WP WP WP WP WP
Pr obe

Response WP WP WP WP WP
Power mgnt

Packet

Buf fering WP WP WP WP WP
Fragnent ati on/

Def ragnent . WP WP WP WP WP
Associ ation

Di sassoc.

Reassoci ati on AC WP WP WP WP
WVE/ 11e

cl assifying AC WP
schedul i ng WP  AC/WIP WP WP WP
gueui ng WP WP WP WP
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Aut henti cation
and Privacy

802. 1X/ EAP AC AC AC/ WI'P AC AC/ WI'P
Keys

Management AC AC WP AC AC
802. 11

Encryption/

Decryption WP WP WP WP WP

Fi gure 9: Mapping of 802.11 Functions for Local MAC Architecture

From Figures 7, 8 and 9, it is clear that differences anong vendors
in the Local MAC Architecture are relatively mnor, and nost of the
functional nmapping appears to be common across vendors.

5.4. Split MAC

As depicted in Figure 6 (b), the main idea behind the Split MAC
architecture is to inplenment part of the 802.11 MAC functionality on
a centralized AC instead of the WIPs, in addition to providing the
required services for managi ng and nonitoring the WIP devi ces.
Usual | y, the decision of which functions of the 802.11 MAC need to be
provided by the ACis based on the time-criticality of the services
consi der ed.

In the Split MAC architecture, the WIP ternminates the infrastructure

side of the wireless physical |ink, provides radio-related
managenent, and al so inplenents tinme-critical functionality of the
802.11 MAC. In addition, the non-realtine nanagenent functions are

handl ed by a centralized AC, along with higher |evel services, such
as configuration, QS, policies for |oad bal ancing, and access
control lists. The key distinction between Local MAC and Split MAC
relates to non-realtime functions: in Split MAC architecture, the AC
term nates 802.11 non realtime functions, whereas in Local MAC
architecture, the WIP terninates the 802.11 non-realtinme functions
and consequently sends appropriate nessages to the AC

There are several notivations for taking the Split MAC approach. The
first is to offload functionality that is specific and relevant only
to the locality of each BSS to the WIP, in order to allowthe ACto
scale to a large nunber of ’'light weight’ WP devices. Mbreover,
realtime functionality is subject to |latency constraints and cannot
tol erate del ays due to transm ssion of 802.11 control frames (or
other realtinme information) over nultiple-hops. The latter would
limt the avail able choices for connectivity between the AC and the
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WIP. Therefore, the realtine criterion is usually enployed to
separate MAC services between the devices. Another consideration is
cost reduction of the WIP to make it as cheap and sinple as possible.
Finally, nmoving functions |like encryption and decryption to the AC
reduces vulnerabilities froma conprom sed WIP, since user encryption
keys no |l onger reside on the WIP. As a result, any advancenents in
security protocol and al gorithm designs do not necessarily obsolete
the WIPs; the ACs inplenment the new security schenes instead, which
sinplifies the managenent and update task. Additionally, the network
is protected agai nst LAN side eavesdroppi ng.

Since there is no clear definition in the 802.11 specification as to
whi ch 802.11 MAC functions are considered "realtine", each vendor
interprets this in their own way. Mst vendors agree that the
followi ng services of 802.11 MAC are exanples of realtinme services,
and are chosen to be inplemented on the WPs.

0 Beacon Generation

0 Probe Response/ Transm ssi on

0 Processing of Control Frames: RTS/ CTS/ ACK/ PS- Pol |/ CF- End/ CF- ACK
0 Synchronization

0 Retransnmni ssions

o Transmi ssion Rate Adaptation

The following list includes exanples of non-realtine MAC functions as
i nterpreted by nost vendors:

0 Authentication/De-authentication

0 Associ ation/Di sassoci ati on/ Reassoci ation/Di stribution

0 Integration Services: Bridging between 802.11 and 802. 3

0 Privacy: 802.11 Encryption/Decryption

o Fragnentati on/ Defragnentation

However, sone vendors may choose to classify sone of the above "non-
realtinme" functions as realtinme functions in order to support
specific applications with strict QS requirenments. For exanple,

Reassociation is sonmetines inplemented as a "realtime" function to
support Vol P applications.
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The non-realtine aspects of the 802.11 MAC are handl ed by the AC

t hrough the processing of raw 802.11 nanagenent frames (Split MAC).
The following matrix in Figure 10 offers a tabular representation of
t he desi gn choices nade by the six vendors that follow the Split MAC
design regarding the architecture considerations. Wile nost vendors
support L3 connectivity between WIPs and ACs, sone can only support
L2 switched connections due to the tighter delay constraint resulting
fromsplitting MAC between two physical entities across a network.

In Figure 7, it is clear that the WIP processes the 802.11 contro
franes in both the Split MAC and Local MAC. The difference between
the two lies in the termnation point for 802.11 nmanagenent franes.
Local MAC term nates 802.11 managenent franes at WIP, while at | east
some of the 802.11 nmanagenent frames are terninated at the AC for the
Split MAC Architecture. Since in nost cases WIP devices are | P-
addressabl e, any of the direct connection, L2-switched, or L3-routed
connections of Section 1.2 can be used. If only Ethernet-

encapsul ation is perfornmed (e.g., as in Architecture 4), then only

di rect connection and L2-sw tched connections are supported.

Archl Arch2 Arch3 Arch4 Arch5 Arché6

WIP- AC

connectivity L3 L3 L3 L2 L3 L3

802. 11 nynt

term nation AC AC AC AC AC/ WP AC

802. 11 contro

term nation WP WP WP WP WP WP
802. 11 data

aggregation AC AC AC AC AC AC

Figure 10: Architecture Considerations for Split MAC Architecture
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the matrix in Figure 11 shows
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Figure 11: Mappi ng of CAPWAP Functions for Split MAC Architecture
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Aut henti cation
and Privacy

802. 1X/ EAP AC AC AC AC AC AC
Keys

Management AC AC AC AC AC AC
802. 11

Encryption/

Decryption WP AC WP AC AC AC

Fi gure 12: Mapping of 802.11 Functions for Split MAC Architecture
5.5. Renote MAC

One of the main notivations for the Renbte MAC Architecture is to
keep the WIPs as |ight weight as possible, by having only the radio
interfaces on the WIPs and of fl oading the entire set of 802.11 MAC
functions (including delay-sensitive ones) to the Access Controller
This leaves all the conplexities of the MAC and ot her CAPWAP contro
functions to the centralized controller

The WIP acts only as a pass-through between the Wreless LAN clients
(STA) and the AC, though they may have an additional feature to
convert the frames fromone format (802.11) to the other (i.e.

Et hernet, TR Fiber). The centralized controller provides network
nmoni t ori ng, managenent and control, an entire set of 802.11 AP
services, security features, resource nanagenent, channel selection
features, and guarantees Quality of Service to the users. Because
the MAC is separated fromthe PHY, we call this the "Renote MAC
Architecture". Typically, such architecture is deployed with speci al
attention to the connectivity between the WIPs and AC so that the
delay is mninmzed. The Radio over Fiber (RoF) fromArchitecture 5
is an exanple of Renote MAC Architecture

5.6. Conparisons of Local MAC, Split MAC, and Renote MAC

Two conmonal ities across all three Centralized Architectures (Loca
MAC, Split MAC, and Renpote MAC) are:

o Mst of the CAPWAP functions related to network control and
configuration reside on the AC

o | EEE 802.11 PHY resides on the WIP
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There is a clear difference between Renote MAC and the other two
Centralized Architectures (nanely, Local MAC and Split MAC), as the
802.11 MAC is conpletely separated fromthe PHY in the former, while
the other two keep sone portion of the MAC functions together with
PHY at the WIPs. The inplication of PHY and MAC separation is that
it severely limts the kind of interconnection between WIPs and ACs,
so that the 802.11 tinming constraints are satisfied. As pointed out
earlier, this usually results in tighter constraint over the

i nterconnection between WIP and AC for the Renmote MAC Architecture.
The advant age of Renbte MAC Architecture is that it offers the

i ghtest possible WIPs for certain depl oynent scenari os.

The conmonal ities and differences between Local MAC and Split MAC are
nost clearly seen by conparing Figure 7 to Figure 10. The

commnal ity is that 802.11 control franmes are ternminated at WIPs in
both cases. The main difference between Local MAC and Split MAC is
that the WIP term nates only the 802.11 control frames in the Split
MAC, while the WIP may terminate all 802.11 franes in the Local MAC
An interesting consequence of this difference is that the Integration
Service, which essentially refers to bridging between 802.11 and
802.3 franes, is inplenented by the ACin the Split MAC and by the
WP in the Local MAC, as shown in Figures 9 and 12, respectively.

As a second note, the Distribution Service, although usually provided
by the AC, can also be inplenented at the WIP in sone Local MAC
architectures. This approach is neant to increase performance in
delivering STAs data traffic by avoiding tunneling it to the AC, and
rel axi ng the dependency of the WIP fromthe AC. Therefore, it is
possi ble for the data and control planes to be separated in the Loca
MAC Architecture

Even though all the 802.11 traffic is aggregated at ACs in the case
of Split MAC Architecture, the data and control planes can still be
separated by enploying multiple ACs. For exanple, one AC can

i npl ement nost of the CAPWAP functions (control plane), while other
ACs can be used for 802.11 frames bridging (data pl ane).

Each of the three architectural variants may be advant ageous for
certain deploynent scenarios. While the Local MAC retains nost of
the STA's state information at the | ocal WIPs, Renote MAC centralizes
nmost of the state into the back-end AC. Split MAC sits sonmewhat in
the mddle of this spectrum keeping sone state information locally
at the WIPs, and the rest centrally at the AC. Many factors should
be taken into account to determi ne the exact bal ance desired between
the centralized and decentralized state. The inpact of such bal ance
on network manageability is currently a matter of dispute within the
techni cal community.
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5.7. Conmuni cation Interface between WIPs and ACs

Bef ore any nessages can be exchanged between an AC and WIP, the WP
needs to discover, authenticate, and register with the AC first, then
downl oad the firmvare and establish a control channel with the AC
Message exchanges between the WIP and AC for control and
configuration can happen after that. The following list outlines the
basi ¢ operations that are typically perfornmed between the WIP and t he
AC in their typical order

1. Discovery: The WIPs di scover the ACwith which they will be bound
to and controlled by. The discovery procedure can enpl oy either
static or dynam c configuration. |In the |latter case, a protoco
is used in order for the WIP to di scover candi date AC(s).

2. Authentication: After discovery, the WIP devi ce aut henti cates
itself with the AC. However, nutual authentication, in which the
WP al so authenticates the AC, is not always supported since sone
vendors strive for zero-configuration on the WIP side. This is
not necessarily secure as it |eaves the possible vulnerability of
the WIP being attached to a rogue AC.

3. WP Association: After successful authentication, a WIP registers
with the ACin order to start receiving managenent and
configuration nessages

4. Firmvare Downl oad: After successful association, the WIP nmay
pull, or the AC may push, the WIPs firmware, which may be
protected in sone manner, such as digital signatures

5. Control Channel Establishnent: The WP establishes either an |P-
tunnel or performs Ethernet encapsulation with the ACin order to
transfer data traffic and managenment franes

6. Configuration Downl oad: Follow ng the control channe
est abl i shnent process, the AC may push configuration paraneters
to the WIPs.

5.8. Security
G ven the varied distribution of functionalities for the Centralized
Architecture, as surveyed in Section 4.3, it is obvious that an extra

network binding is created between the WIP and the AC. This brings
new and uni que security issues and subsequent requirenments.
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5.8.1. dient Data Security

The survey shows clearly that the term nation point for "over the
air" 802.11 encryption [4] can be inplenented either in the WIP or in
the AC. Furthernore, the 802. 1X/EAP [6] functionality is distributed
bet ween the WIP and the AC where, in nost cases, the AC perforns the
necessary functions as the authenticator in the 802. 1X exchange.

If the STA and AC are the parties in the 4-way handshake (defined in
[4]), and 802.11i traffic encryption termnates at the WIP, then the
Pai rwi se Transi ent Key (PTK) has to be transferred fromthe ACto the
WIP. Since the keying material is part of the control and

provi sioning of the WIPs, a secure encrypted tunnel for contro

franes is enployed to transport the keying nateri al

The centralized nodel encourages AC inpl enentations to use one PMWK
for many different WIPs. This practice facilitates speedy transition
by an STA fromone WIP to another that is connected to the same AC

wi t hout establishing a separate PMK. However, this |leaves the STA in
a difficult position, as the STA cannot distinguish between a
conpronmi sed PMK and one that is intentionally being shared. This

i ssue nmust be resolved, but the resolution is beyond the scope of the
CAPWAP wor ki ng group. The venue for this resolution is to be

determ ned by the I EEE 802 and | ETF |i ai sons.

When the 802.11i encryption/decryption is perforned in the AC, the
key exchange and state transitions occur between the AC and the STA.
Therefore, there is no need to transfer any crypto material between
the AC and the WP.

Regar dl ess of where the 802.11i ternination point occurs, the
Centralized WLAN Architecture records two practices for "over the
wire" client data security. 1In sone cases there is an encrypted
tunnel (IPsec or SSL) between the WIP and AC, which assunes that the
security boundary is in the AC. 1In other cases, an end-to-end

nmut ual Iy aut henticated secure VPN tunnel is assumed between the
client and AC, other security gateway, or end host entity.

5.8.2. Security of Control Channel between the WIP and AC
In order for the CAPWAP functions to be inplenented in the

Centralized WLAN Architecture, a control channel is necessary between
the WIP and AC.
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To address potential security threats agai nst the control channel
exi sting inplenentations feature one or nore of the follow ng
security nechani sns:

1. Secure discovery of WIP and AC.

2. Authentication of the WIPs to the ACs (and possibly nutual
aut henti cation).

3. Confidentiality, integrity, and replay protection of contro
channel franes.

4. Secure nmanagenent of WIPs and ACs, including nechanisns for
securely setting and resetting secrets and state.

Di scovery and aut hentication of WIPs are addressed in the subni ssions
by i npl ementing aut henticati on nmechani sns that range from X. 509
certificates, AAA authentication to pre-shared credentia
authentication. In all cases, confidentiality, integrity, and
protection agai nst man-in-the-mddl e attacks of the control franes
are addressed by a secure encrypted tunnel between the WIP and AC(s),
utilizing keys derived fromthe authentication nethods nentioned
previously. Finally, one of the notivations for the Centralized W.AN
Architecture is to ninimze the storage of cryptographic and security
sensitive information, in addition to operational configuration
paraneters within the WIPs. It is for that reason that the mgjority
of the subm ssions under the Centralized Architecture category have
enpl oyed a post WIP aut henticated di scovery phase of configuration
provisioning, which in turn protects against the theft of WPs.

5.8.3. Physical Security of WIPs and ACs

To provi de conprehensive radi o coverage, WIPs are often installed in
|l ocations that are difficult to secure physically; it is relatively
easier to secure the AC physically. [If high-value secrets, such as a
RADI US shared secret, are stored in the AC instead of WIPs, then the
physical |oss of an WIP does not conpromni se these secrets. Hence,
the Centralized Architecture nmay reduce the security consequences of
a stolen WIP. On the other hand, concentrating all the high-val ue
secrets in one place nmakes the AC an attractive target that requires
strict physical, procedural, and technical controls to protect the
secrets.
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6. Distributed Mesh Architecture

Qut of the sixteen architecture survey subnissions, three belong to
the Distributed Mesh Architecture famly. An exanple of the
Distributed Mesh Architecture is shown in Figure 13, and reflects
sone of the common characteristics found in these three subm ssions.

e e e oo + e e e oo +
| 802.11 BSS 1 | | 802.11 BSS 2
| | | |
| + | +
+----| nesh node| --+ +----| nesh node| --+
+- oo - - - -+ F T +
|| ||
| || Ho--ooo--- +
| R e R + | Ethernet | Ethernet
| 802.11 wirel ess links | +-------- + Switch
| Ao + | |
I I to-oooooo-- +
B I +- - - oo - -+
+----| nmesh node| --+ +----| nmesh node| --+
| e + | e +
[ ... . |
| 802.11 BSS 4 | | 802.11 BSS 3
oo + oo +

Figure 13: Exanple of Distributed Mesh Architecture
6.1. Common Characteristics

To provide wi der wirel ess coverage, nmesh nodes in the network nmay act
as APs to client stations in their respective BSS, as well as traffic
rel ays to nei ghboring mesh nodes via 802.11 wireless links. It is

al so possible that some mesh nodes in the network may serve only as
wireless traffic relays for other nesh nodes, but not as APs for any
client stations. |Instead of pulling Ethernet cable connections to
every AP, wireless nesh networks provide an attractive alternative to
rel ayi ng backhaul traffic.

Mesh nodes can al so keep track of the state of their neighboring
nodes, or even nodes beyond their immedi ate nei ghborhood by
exchangi ng informati on periodically anmongst them this way, nesh
nodes can be fully aware of the dynam c network topol ogy and RF
conditions around them Such peer-to-peer comuni cation nodel allows
mesh nodes to actively coordinate anong thensel ves to achi eve sel f-
configuration and self-healing. This is the major distinction
between this Distributed Architecture famly and the Centralized
Architecture -- nuch of the CAPWAP functions can be inpl enent ed
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across the nesh nodes in a distributed fashion, without a centralized
entity nmaking all the control deci sions.

It is worthwhile to point out that mesh networks do not necessarily
preclude the use of centralized control. It is possible that a
conbi nation of centralized and distributed control co-exists in nmesh
networks. Sonme gl obal configuration or policy change may be better
served in a coordinated fashion if some form of Access Controller
(AC) exists in the nmesh network (even if not the full blown version
of the AC, as defined in the Centralized WLAN Architecture). For
exanpl e, a centralized managenent entity can be used to update every
mesh node’s default configuration. 1t nmay also be nore desirable to
| eave certain functions, such as user authentication to a single
centralized end point (such as a RADI US server), but nmesh networks
all ow each mesh AP to directly talk to the RADI US server. This
elimnates the single point of failure and takes advantage of the
client distribution in the network.

The backhaul transport network of the mesh network can be either an
L2 or L3 networking technology. Currently, vendors are using
proprietary mesh technol ogies on top of standard 802.11 wirel ess
links to enabl e peer-to-peer conmuni cati on between the nmesh nodes.
Hence, there is no interoperability anong nesh nodes fromdifferent
vendors. The | EEE 802.11 WG has recently started a new Task G oup
(TGs) to define the nesh standard for 802.11

6.2. Security

Simlar security concerns for client data security, as described in
Section 5.8.1, also apply to the Distributed Mesh Architecture.
Additionally, one inportant security consideration for the nesh
networks is that the mesh nodes nust authenticate each other w thin
the sane administrative domain. To protect user and nanagenent data
that may not be secured at layer 3, data transm ssion anong

nei ghbori ng nodes shoul d be secured by a | ayer 2 nechani sm of
confidentiality, integrity, and replay protection

7. Summary and Concl usi ons

We requested existing WLAN vendors and other interested parties to
submit a short description of existing or desired W.AN access networ k
architectures to define a taxonony of possible WLAN access network
architectures. The information fromthe 16 subni ssions was condensed
and sunmmarized in this docunent.

New t er mi nol ogy has been defined wherever existing term nol ogy was

found to be either insufficient or anbiguous in describing the WAN
architectures and supporting functions listed in the docunent. For
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exanpl e, the broad set of Access Point functions has been divided
into two categories: 802.11 functions, which include those that are
required by the | EEE 802. 11 standards, and CAPWAP functions, which

i nclude those that are not required by the | EEE 802. 11, but are
deened essential for control, configuration, and managenent of 802.11
WLAN access networks. Another termthat has caused consi derabl e
anbiguity is "Access Point", which usually reflected a physical box
that has the antennas, but did not have a uniformset of externally
consi stent behavi or across subnissions. To renove this anbiguity, we
have redefined the AP as the set of 802.11 and CAPWAP functi ons,
whil e the physical box that term nates the 802.11 PHY is called the
Wrel ess Term nation Point.

Based on the subnissions during the architecture survey phase, we
have cl assified the existing WLAN architectures into three broad
cl asses:

1. Autononmous WLAN Architecture: Indicates a famly of architectures
in which all the 802.11 functions and, where applicable, CAPWAP
functions are inplenented in the WIPs.

2. Centralized WLAN Architecture: Indicates a famly of architectures
in which the AP functions are split between the WIPs and the AC
with the AC acting as a centralized control point for multiple
WIPs.

3. Distributed WLAN Architecture: Indicates a famly of architectures
in which part of the control functions is inplenented across a
di stributed network of peer entities.

Wthin the Centralized WLAN Architecture, there are a few visible
sub- cat egori es that depend on how one naps the MAC functions (at a
hi gh-1evel), between the WIP and the AC. Three promi nent sub-
categories energed fromthe information in the subm ssions:

1. Split MAC Architecture: The 802.11 MAC functions are split between
the WIP and the AC. This subgroup includes all architectures that
split the 802.11 MAC functions even though individual subm ssions
differed on the specifics of the split.

2. Local MAC Architecture: The entire set of 802.11 MAC functions is
i mpl enented on the WIP.

3. Renbte MAC Architecture: The entire set of 802.11 MAC functions is
i rpl enented on the AC
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The following tree diagram sumrari zes the architectures docunented in
t hi s taxononmny.

e +

| Aut ononmous |
e >| Architecture |
| | Fami |y |
| - +
| tmmm e me e +
| | Local |
| +---->| MAC |
| | | Architecture |
| | S +
| |
| - + tmmm e me e +
| | Centralized | | Split |
L >| Architecture |--+----> MAC |
| | Fam |y | | Architecture |
| SRS UL + S +
| |
| | tmmm e me e +
| | | Renot e |
| +---->| MAC |
| | Architecture |
| S +
| - +
| | Di stributed Mesh|
R >| Architecture |

| Fami |y |

S +

A majority of the submtted W.AN access network architectures (twelve
out of sixteen) followed the Centralized WLAN Architecture. Al but
one of the Centralized WLAN Architecture subm ssions were grouped
into either a Split MAC Architecture or a Local MAC Architecture.

One subni ssion foll owed the Aut ononpbus WLAN Architecture, and three
foll owed the Distributed W.AN Architecture.

The WLAN access network architectures in the subm ssions indicated
that the connectivity assunptions were:

o Direct connection between the WIP and t he AC.
0 L2 switched connection between the WIP and t he AC.

0 L3 routed connection between the WIP and t he AC.
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0 Wreless connection between the nesh nodes in the distributed nesh
archi tecture.

Interoperability between equi prent fromdifferent vendors is one of
the fundanmental problens in the WLAN narket today. To achieve
interoperability via open standard devel opnent, the foll owi ng steps
are suggested for | ETF and | EEE 802. 11.

Using this taxonony, a functional nodel of an Access Point should be
defined by the new study group recently forned within the | EEE

802. 11. The functional nodel will consist of defining functiona

el ements of an 802.11 Access Point that are considered atomic, i.e.
not subject to further splitting across multiple network el enents.
Such a functional nodel should serve as a conmon foundation to
support the existing W.AN architectures as outlined in this taxonony,
and any further architecture developnent within or outside the | EEE
802. 11 group. It is possible, and even recommended, that work on the
functional nodel definition nmay al so include inpact anal ysis of

i mpl enenting each functional elenent on either the WIP or the AC

As part of the functional nodel definition, interfaces nmust be
defined as primtives between these functional elenments. |If a pair
of functional elenents that have an interface defined between themis
being inplenented on two different network entities, then a protoco
specification definition between such a pair of network elenents is
requi red, and shoul d be devel oped by the | ETF.

8. Security Considerations

Thi s docunent does not intend to provide a conprehensive threat

anal ysis of all of the security issues with the different W.AN
architectures. Nevertheless, in addition to docunmenting the
architectures enployed in the existing | EEE 802.11 products in the
mar ket, this taxononmy docunent al so catal ogues the security issues
that arise and the manner in which vendors address these security
threats. The W.AN architectures are broadly categorized into three
fam lies: Autononous Architecture, Centralized Architecture, and
Distributed Architecture. Wiile Sections 4, 5, and 6 are devoted to
each of these three architecture fanilies, respectively, each section
al so contains a subsection to address the security issues within each
architecture fanmly

In summary, the main security concern in the Autononous Architecture
is the nutual authentication between the WIP and the wired (Ethernet)
i nfrastructure equi pnment. Physical security of the WIPs is also a
network security concern because the WIPs contain secret infornmation
and theft of these devices could potentially conpronise even the

wi red networKk.

Yang, et al. I nf or mat i onal [ Page 36]



RFC 4118 CAPWAP Architecture Taxonomny June 2005

In the Centralized Architecture there are a few new security concerns
due to the new network binding between the WIP and AC. The fol |l ow ng
security concerns are raised for this architecture fanmly: keying
material for nmobile client traffic may need to be securely
transported fromthe AC to WIP; secure discovery of the WIP and AC is
required, as well as mutual authentication between the WIPs and AC
man-in-the-mddle attacks to the control channel between WIP and AC,
confidentiality, integrity and replay protection of control channe
frames, and theft of WIPs for extraction of enbedded secrets within.
Each of the survey results for this broad architecture category has
presented nechani sns to address these security issues.

The new security issue in the Distributed Mesh Architecture is the
need for mesh nodes to authenticate each other before formng a
secure nmesh network. Encrypted comunication between nmesh nodes is
recommended to protect both control and user data.
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