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Abstract

This docunent provides a framework for Layer 3 Provider-Provisioned
Virtual Private Networks (PPVPNs). This framework is intended to aid
in the standardization of protocols and mechani sms for support of
layer 3 PPVPNs. It is the intent of this docunent to produce a
coherent description of the significant technical issues that are
important in the design of layer 3 PPVPN solutions. Selection of
speci fi c approaches, naki ng choi ces regardi ng engi neering tradeoffs,
and detail ed protocol specification, are outside of the scope of this
framewor k docunent .
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Thi s docunent provides a framework for Layer 3 Provider-Provisioned
Virtual Private Networks (PPVPNs). This framework is intended to aid
i n standardi zi ng protocols and nechani sns to support interoperable

| ayer 3 PPVPNs.

Cal | on & Suzuki I nf or mat i onal

[ Page 3]



RFC 4110 A Framewor k for L3 PPVPNs July 2005

The term "provider-provisioned VPNs" refers to Virtual Private

Net wor ks (VPNs) for which the Service Provider (SP) participates in
managenent and provisioning of the VPN, as defined in section 1.3.
There are multiple ways in which a provider can participate in
managi ng and provisioning a VPN, therefore, there are nultiple
different types of PPVPNs. The franmework docunent discusses |ayer 3
VPNs (as defined in section 1.3).

First, this docunent provides a reference nodel for |ayer 3 PPVPNs.
Then techni cal aspects of |layer 3 PPVPN operation are di scussed,
first fromthe customer’s point of view, then fromthe providers
poi nt of view. Specifically, this includes discussion of the

techni cal issues which are inportant in the design of standards and
nmechani sns for the operation and support of |ayer 3 PPVPNs.
Furthernmore, technical aspects of layer 3 PPVPN interworking are
clarified. Finally, security issues as they apply to layer 3 PPVPNs
are addressed.

This docunent takes a "horizontal description" approach. For each
technical issue, it describes nultiple approaches. To specify a
particul ar PPVPN strategy, one nust choose a particular way of

sol ving each problem but this docunent does not nmake choi ces, and
does not select any particul ar approach to support VPNs.

The "vertical description" approach is taken in other docunents,

viz., in the docunments that describe particular PPVPN sol utions.

Note that any specific solution will need to nmake choi ces based on SP
requi renents, custoner needs, inplenmentation cost, and engi neering
tradeoffs. Solutions will need to chose between flexibility
(supporting nultiple options) and conci seness (sel ection of specific
options in order to sinplify inplenentation and deploynent). Wile a
framewor k docunent can di scuss issues and criteria which are used as

i nput to these choices, the specific selection of a solution is

out side of the scope of a framework docunent.

1.2. Overview of Virtual Private Networks

The term"Virtual Private Network" (VPN) refers to a set of

communi cating sites, where (a) conmunication between sites outside
the set and sites inside the set is restricted, but (b) conmunication
between sites in the VPN takes place over a network infrastructure
that is also used by sites which are not in the VPN. The fact that
the network infrastructure is shared by nultiple VPNs (and possibly
al so by non-VPN traffic) is what distinguishes a VPN froma private
network. We will refer to this shared network infrastructure as the
"VPN Backbone"
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The | ogical structure of the VPN, such as addressing, topology,
connectivity, reachability, and access control, is equivalent to part
of or all of a conventional private network using private facilities
[ RFC2764] [ VPN-2547BI S]

In this docunent, we are concerned only with the case where the
shared network infrastructure (VPN backbone) is an IP and/or MPLS
network. Further, we are concerned only with the case where the
Service Provider’s edge devices, whether at the provider edge (PE) or
at the Custoner Edge (CE), determine howto route VPN traffic by

| ooking at the I P and/or MPLS headers of the packets they receive
fromthe custoner’s edge devices; this is the distinguishing feature
of Layer 3 VPNs.

In sone cases, one SP may offer VPN services to another SP. The
former SP is known as a carrier of carriers, and the service it
offers is known as "carrier of carriers" service. |In this docunent,
in cases where the custoner could be either an enterprise or SP
network, we will nmake use of the term"custoner" to refer to the user
of the VPN services. Simlarly we will use the term "custoner
network" to refer to the user’s network.

VPNs may be intranets, in which the nultiple sites are under the
control of a single custoner adninistration, such as nultiple sites
of a single conpany. Alternatively, VPNs may be extranets, in which
the multiple sites are controlled by adm nistrations of different
customers, such as sites corresponding to a conpany, its suppliers,
and its customers.

Figure 1.1. illustrates an exanple network, which will be used in

t he di scussions below. PEl1 and PE2 are Provi der Edge devices within
an SP network. CE1, CE2, and CE3 are Custonmer Edge devices within a
customer network. Routers r3, r4, r5 and r6 are IP routers interna
to the custoner sites.

Cal l on & Suzuki I nf or mat i onal [ Page 5]



RFC 4110 A Framewor k for L3 PPVPNs July 2005

+-- -+ Fomm o - - + Fomm o - - + +-- -+
r3---1 | | | | |----|CE2| ---r5
1 | | | e
| CE1|----| PE1 | | PE2 | :
| | | |
e I B | | |----|CE3|---r6
+-- -+ Fomm o - - + Fomm o - - + +-- -+
Cust oner . . Servi ce . . Custoner
site 1 . . provider(s) . . site 2

Figure 1.1.: VPN interconnecting two sites.

In many cases, Provider Edge (PE) and Custoner Edge (CE) devices may
be either routers or LSRs.

In this docunent, the Service Providers’ network is an IP or MPLS
network. It is desired to interconnect the customer network sites
via the Service Providers’ network. Sonme VPN solutions require that
the VPN service be provided either over a single SP network, or over
a small set of closely cooperating SP networks. O her VPN sol utions
are intended to allow VPN service to be provided over an arbitrary
set of mnimally cooperating SP networks (i.e., over the public

I nternet).

In many cases, customer networks will make use of private IP
addresses [ RFC1918] or other non-unique |IP address (i.e.

unregi stered addresses); there is no guarantee that the | P addresses
used in the custoner network are gl obally unique. The addresses used
in one custoner’s network may overlap the addresses used in others.
However, a single PE device can be used to provide VPN service to
mul ti pl e customer networks, even if those custoner networks have
over | appi ng addresses. In PE-based |ayer 3 VPNs, the PE devices may
route the VPN traffic based on the custoner addresses found in the IP
headers; this inplies that the PE devices need to nmaintain a |evel of
i sol ati on between the packets fromdifferent custonmer networks. In
CE-based | ayer 3 VPNs, the PEs do not nake routing decisions based on
the custoner’s private addresses, so this issue does not arise. For
either PE or CE-based VPNs, the fact that the VPNs do not necessarily
use globally unique address spaces also inplies that | P packets from
a custoner network cannot be transnmitted over the SP network in their
native form |nstead, sone form of encapsul ation/tunneling nust be
used.
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Tunneling is also inportant for other reasons, such as providing

i solation between different custonmer networks, allowi ng a wi de range
of protocols to be carried over an SP network, etc. Different QS
and security characteristics may be associated with different
tunnel s.

1.3. Types of VPNs

This section describes multiple types of VPNs, and sone of the

engi neering tradeoffs between different types. It is not up to this
docunent to decide between different types of VPNs. Different types
of VPNs nmamy be appropriate in different situations.

There is a wi de spectrumof types of possible VPNs, and it is
difficult to split the types of VPNs into clearly distinguished
cat egori es.

As an exanpl e, consider a conpany naking use of a private network
with several sites interconnected via leased lines. Al routing is
done via routers which are internal to the private network.

At some point, the adm nistrator of the private network night decide
to replace the leased Iines by ATMIinks (using an ATM service from
an SP). Here again all IP-level routing is done between custoner
premnmi ses routers, and managed by the private network adm nistrator

In order to reduce the network nmanagenent burden on the private
networ k, the conpany may decide to make use of a provider-provisioned
CE devices [VPN-CE]. Here the operation of the network m ght be
unchanged, except that the CE devices would be provided by and
managed by an SP.

The SP might decide that it is too difficult to manually configure
each CE-CE link. This mght lead the SP to replace the ATMIi nks
with a layer 2 VPN service between CE devices [VPN-L2]. Auto-

di scovery might be used to sinplify configuration of |inks between CE
devi ces, and an MPLS service mght be used between CE devi ces instead
of an ATM service (for exanple, to take advantage of the provider’'s
hi gh speed I P or MPLS backbone).

After a while the SP might decide that it is too nmuch trouble to be
managi ng a | arge nunber of devices at the custoners’ pren ses, and

m ght instead physically nove these routers to be on the provider
premnmi ses. Each edge router at the provider prenises mght
nonet hel ess be dedicated to a single VPN. The operation night remain
unchanged (except that links fromthe edge routers to other routers
in the private network become MAN |Iinks instead of LAN |links, and the
link fromthe edge routers to provider core routers beconme LAN |inks
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instead of MAN |inks). The routers in question can now be consi dered
to be provider edge routers, and the service provided by the SP has
now beconme essentially a |layer 3 VPN service.

In order to mninze the cost of equipnent, the provider m ght decide
to replace several dedicated PE devices with a single physical router
with the capability of running virtual routers (VR [VPN VR].

Prot ocol operation may remai n unchanged. 1In this case the provider
is offering a layer 3 VPN service making use of a VR capability.

Not e that autodi scovery night be used in a manner which is very
simlar to how it had been done in the |layer 2 VPN case descri bed
above (for exanple, BGP might be used between VRs for discovery of
other VRs supporting the sane VPN)

Finally, in order to sinplify operation of routing protocols for the
private network over the SP network, the provider mght decide to
aggregate multiple instances of routing into a single instance of BGP
[ VPN-2547BI S] .

In practice it is highly unlikely that any one network would actually
evol ve through all of these approaches at different points in tine.
However, this exanple illustrates that there is a conti nuum of
possi bl e approaches, and each approach is relatively simlar to at

| east sonme of the other possible approaches for supporting VPN
services. Sone techniques (such as auto-discovery of VPN sites) may
be common between mul ti pl e approaches.

1.3.1. CE- vs PE-based VPNs

The term " CE-based VPN' (or Custoner Edge-based Virtual Private

Net work) refers to an approach in which the PE devices do not know
anyt hi ng about the routing or the addressing of the customner

networks. The PE devices offer a sinple IP service, and expect to
recei ve | P packets whose headers contain only globally unique IP
addresses. \What nmkes a CE-based VPN into a Provider-Provisioned VPN
is that the SP takes on the task of nanagi ng and provisioning the CE
devi ces [ VPN CE].

In CE-based VPNs, the backbone of the customer network is a set of
tunnel s whose endpoints are the CE devices. Various kinds of tunnels
may be used (e.g., GRE, IP-in-IP, IPsec, L2TP, MPLS), the only
overal |l requirenment being that sending a packet through the tunne
requires encapsulating it with a new | P header whose addresses are

gl obal I y uni que.

For customer provisioned CE-based VPNs, provisioning and managenent

of the tunnels is the responsibility of the custoner network
adm nistration. Typically, this nakes use of nmanual configuration of
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the tunnels. 1In this case the custoner is also responsible for
operation of the routing protocol between CE devices. (Note that
di scussi on of custoner provisioned CE-based VPNs is out of scope of
t he docunent).

For provider-provisioned CE-based VPNs, provisioning and nanagenent
of the tunnels is the responsibility of the SP. 1In this case the
provider may al so configure routing protocols on the CE devices.
This inplies that routing in the private network is partially under
the control of the custoner, and partially under the control of the
SP.

For CE-based VPNs (whether custoner or provider-provisioned) routing
in the custoner network treats the tunnels as |ayer 2 |inks.

In a PE-based VPN (or Provider Edge-based Virtual Private Network),
customer packets are carried through the SP networks in tunnels, just
as they are in CE-based VPNs. However, in a PE-based VPN, the tunne
endpoi nts are the PE devices, and the PE devices nmust know how to
route the custoner packets, based on the | P addresses that they
carry. In this case, the CE devices thenselves do not have to have
any special VPN capabilities, and do not even have to know that they
are part of a VPN

In this document we will use the generic term"VPN Edge Device" to
refer to the device, attached to both the custoner network and the
VPN backbone, that perforns the VPN-specific functions. In the case
of CE-based VPNs, the VPN Edge Device is a CE device. |In the case of
PE- based VPNs, the VPN Edge Device is a PE device.

1.3.2. Types of PE-based VPNs

Different types of PE-based VPNs may be di stingui shed by the service
of fered.

o Layer 3 service

When a PE receives a packet froma CE, it determ nes howto forward
t he packet by considering both the packet’s inconing Iink, and the
layer 3 information in the packet’s header.

0 Layer 2 service

Wien a PE receives a frame froma CE, it deternines howto forward
t he packet by considering both the packet’s inconing Iink, and the
layer 2 information in the frame header (such as FR, ATM or MAC
header). (Note that discussion of layer 2 service is out of scope
of the docunent).
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1.3.3. Layer 3 PE-based VPNs

A layer 3 PE-based VPN is one in which the SP takes part in IP |evel
forwardi ng based on the custoner network’s | P address space. In
general, the customer network is likely to nmake use of private and/or
non-uni que | P addresses. This inplies that at | east sone devices in
the provider network needs to understand the | P address space as used
in the customer network. Typically this know edge is limted to the
PE devi ces which are directly attached to the custoner.

In a layer 3 PE-based VPN, the provider will need to participate in
sonme aspects of managenent and provisioning of the VPNs, such as
ensuring that the PE devices are configured to support the correct
VPNs. This inplies that |ayer 3 PE-based VPNs are by definition
provi der-provi si oned VPNs.

Layer 3 PE-based VPNs have the advantage that they of fl oad some
aspects of VPN managenent fromthe custoner network. Fromthe
perspective of the custoner network, it looks as if there is just a
normal network; specific VPN functionality is hidden fromthe
customer network. Scaling of the custoner network’s routing m ght
al so be inproved, since sonme |ayer 3 PE-based VPN approaches avoid
the need for the custonmer’s routing algorithmto see "N squared”
(actually N*(N-1)/2) point to point duplex |links between N custoner
sites.

However, these advantages conme along w th other consequences.
Specifically, the PE devices nmust have sonme know edge of the routing,
addressing, and layer 3 protocols of the custonmer networks to which
they attach. One consequence is that the set of layer 3 protocols
whi ch can be supported by the VPN is limted to those supported by
the PE (which in practice neans, linited to IP). Another consequence
is that the PE devices have nore to do, and the SP has nore

per - cust omer nmanagenent to do

An SP nay offer a range of layer 3 PE-based VPN services. At one end
of the range is a service linmted to sinply providing connectivity
(optionally including QS support) between specific custoner network
sites. This is referred to as "Network Connectivity Service". There
is a spectrum of other possible services, such as firewalls, user or
site of origin authentication, and address assignnent (e.g., using
Radi us or DHCP).

1.4. Scope of the Docunent
This framework docunent will discuss nethods for providing |ayer 3

PE- based VPNs and | ayer 3 provider-provisioned CE-based VPNs. This
may i nclude nechanisns which will can be used to constrain
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connectivity between sites, including the use and placenent of
firewalls, based on administrative requirenents [ PPVPN- REQ
[L3BVPN-REQ. Sinilarly the use and placenent of NAT functionality is
di scussed. However, this framework docunment will not discuss nethods
for additional services such as firewall adm nistration and address
assignnent. A discussion of specific firewall nechani snms and
policies, and detail ed discussion of NAT functionality, are outside
of the scope of this docunent.

Thi s docunent does not discuss those forns of VPNs that are outside
of the scope of the IETF Provider-Provisioned VPN working group
Specifically, this docunment excludes discussion of PPVPNs using VPN
native (non-1P, non-MPLS) protocols as the base technol ogy used to
provide the VPN service (e.g., native ATM service provided using ATM
switches with ATMsignaling). However, this does not nean to exclude
mul ti protocol access to the PPVPN by custoners.

1.5. Term nol ogy

Backdoor Links: Links between CE devices that are provided by the end
customer rather than the SP; may be used to interconnect CE devices
in multiple-hom ng arrangenents.

CE-based VPN:. An approach in which all the VPN specific procedures
are perfornmed in the CE devices, and the PE devices are not aware in
any way that some of the traffic they are processing is VPN traffic.

Customer: A single organization, corporation, or enterprise that
adm nistratively controls a set of sites belonging to a VPN

Custoner Edge (CE) Device: The equi pnent on the custoner side of the
SP- cust onmer boundary (the customer interface).

I P Router: A device which forwards | P packets, and runs associated |IP
routing protocols (such as OSPF, IS IS, RIP, BGP, or sinlar
protocols). An IP router mght optionally also be an LSR  The term
"IP router" is often abbreviated as "router".

Label Switching Router: A device which forwards MPLS packets and runs
associated I P routing and signaling protocols (such as LDP, RSVP-TE,
CR-LDP, OSPF, IS- IS, or simlar protocols). A label swtching router
is also an | P router

PE- Based VPNs: The PE devices know that certain traffic is VPN
traffic. They forward the traffic (through tunnels) based on the
destination |IP address of the packet, and optionally on based on
other information in the I P header of the packet. The PE devices are
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t hensel ves the tunnel endpoints. The tunnels nmay nake use of various
encapsul ations to send traffic over the SP network (such as, but not
restricted to, GRE, IP-in-IP, IPsec, or MPLS tunnels).

Private Network: A network which allows conmunicati on between a
restricted set of sites, over an |IP backbone that is used only to
carry traffic to and fromthose sites.

Provi der Edge (PE) Device: The equi pnent on the SP side of the
SP- cust oer boundary (the customer interface).

Provi der- Provi si oned VPNs (PPVPNs): VPNs, whether CE-based or
PE- based, that are actively managed by the SP rather than by the end
cust oner .

Route Reflectors: An SP-owned network elenent that is used to
distribute BGP routes to the SP's BGP-enabl ed routers.

Virtual Private Network (VPN): Restricted comuni cation between a set
of sites, naking use of an | P backbone which is shared by traffic
that is not going to or conming fromthose sites

Virtual Router (VR): An instance of one of a nunber of |ogica
routers |located within a single physical router. Each |ogical router
enul ates a physical router using existing nmechanisms and tools for
configuration, operation, accounting, and naintenance.

VPN Forwarding I nstance (VFI): A logical entity that resides in a PE
that includes the router information base and forwarding information
base for a VPN

VPN Backbone: | P and/or MPLS network which is used to carry VPN
traffic between the custoner sites of a particular VPN

VPN Edge Devi ce: Device, attached to both the VPN backbone and the
custoner network, which perforns VPN-specific functions. For

PE- based VPNs, this is the PE device; for CE-based VPNs, this is the
CE device

VPN Routing: Routing that is specific to a particular VPN
VPN Tunnel: A logical link between two PE or two CE entities, used to

carry VPN traffic, and inplenented by encapsul ati ng packets that are
transmitted between those two entities.

Cal l on & Suzuki I nf or mat i onal [ Page 12]



RFC 4110

Acr onyns

ATM
BGP

PE
PPVPN
QS

RFC

RIP
RSVP
RSVP- TE

SNWP
SP
VFI
VPN
VR

Cal | on & Suzuki

A Framewor k for

Asynchr onous Transfer

L3 PPVPNs

Mode

Bor der Gat eway Protocol

Cust oner

Edge

Command Line Interface
Constrai nt - based Routing Label
Bor der Gat eway Protocol
Franme Rel ay
Ceneric Routing Encapsul ation
Bor der Gat eway Protocol
I nternet Key Exchange
Interior Gateway Protocol

Ext er nal

I nt er nal

July 2005

Di stribution Protocol

(e.g., RIP, 1S-IS and OSPF are all |GPs)
Internet Protocol (sane as |Pv4)
Internet Protocol Security protocol
Internet Protocol version 4 (sane as |IP)
I nternet Protocol version 6

Internediate Systemto Internediate Systemrouting

pr ot ocol

Layer 2 Tunneling Protocol

Local

Area Net wor k

Li ghtwei ght Directory Access Protocol

Label Distribution Protocol
Label Switched Path

Label Switching Router
Management | nfornmati on Base
Mul ti Protocol Label

Swi t chi ng

Non- Br oadcast Mul ti - Access
Net wor k Managenment System

Open Shortest Path First
Provi der equi pnent

Pr ovi der

Edge

routi

Pr ovi der - Provi si oned VPN

Quality of Service

Request For Comments

Routing I nformation Protocol
Resource Reservation Protocol
Resource Reservation Protocol
Engi neeri ng Extensions

Si mpl e Net wor k Managenent Pr ot ocol

Servi ce

Provi der

VPN Forwar di ng | nstance
Private Network

Vi rtual
Vi rtual

Rout er

I nf or mat i onal

ng protocol

with Traffic

[ Page 13]



RFC 4110 A Framewor k for L3 PPVPNs July 2005

2.

2.

Ref erence Mbdel s

This section describes PPVPN reference nodels. The purpose of

di scussing reference nodels is to clarify the conmon conponents and
pi eces that are needed to build and deploy a PPVPN. Two types of
VPNs, |ayer 3 PE-based VPN and |ayer 3 provider-provisioned CE-based
VPN are covered in separated sections bel ow

1. Reference Mddel for Layer 3 PE-based VPN

Thi s subsection describes functional conponents and their
relationship for inplenenting | ayer 3 PE-based VPN

Figure 2.1 shows the reference nodel for |ayer 3 PE-based VPNs and
Figures 2.2 and 2.3 show rel ati onship between entities in the
ref erence nodel

As shown in Figure 2.1, the custoner interface is defined as the

i nterface which exists between CE and PE devices, and the network
interface is defined as the interface which exists between a pair of
PE devi ces.

Figure 2.2 illustrates a single |ogical tunnel between each pair of
VFls supporting the sanme VPN. Oher options are possible. For
exanpl e, a single tunnel night occur between two PEs, with nultiple
per-VFl tunnels multiplexed over the PE to PE tunnel. Simlarly,
there may be nultiple tunnels between two VFIs, for exanple to
optimze forwarding within the VFI. Qher possibilities will be

di scussed later in this franmework docunent.
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Figure 2.3: Relationship between entities in reference nodel (2).
2.1.1. Entities in the Reference Mdel

The entities in the reference nodel are described bel ow

0 Custoner edge (CE) device

In the context of |ayer 3 provider-provisioned PE-based VPNs, a CE
device may be a router, LSR, or host that has no VPN-specific
functionality. It is attached via an access connection to a PE
devi ce.

o P router

A router within a provider network which is used to interconnect PE
devi ces, but which does not have any VPN state and does not have
any direct attachment to CE devi ces.

o Provider edge (PE) device

In the context of layer 3 provider-provisioned PE-based VPNs, a PE
device inplements one or nore VFIs and maintains per-VPN state for
the support of one or nore VPNs. It nay be a router, LSR or other
device that includes VFIs and provider edge VPN functionality such
as provisioning, nmanagenent, and traffic classification and
separation. (Note that access connections are termnated by VFIs
fromthe functional point of view. A PE device is attached via an
access connection to one or nore CE devices.

Cal l on & Suzuki I nf or mat i onal [ Page 16]



RFC 4110 A Framewor k for L3 PPVPNs July 2005

o Custoner site

A custoner site is a set of users that have rmutual |P reachability
wi t hout use of a VPN backbone that goes beyond the site.

0 SP net wor ks

An SP network is an I P or MPLS network administered by a single
servi ce provider.

0 Access connection

An access connection represents an isolated |layer 2 connectivity
bet ween a CE device and a PE device. Access connections can be,
e.g., dedicated physical circuits, logical circuits (such as FR
ATM and MAC), or IP tunnels (e.g., using |IPsec, L2TP, or MPLS)

0 Access network

An access network provi des access connections between CE and PE
devices. It may be a TDM network, layer 2 network (e.g., FR ATM
and Ethernet), or |IP network over which access is tunneled (e.g.
usi ng L2TP [ RFC2661] or MPLS).

o VPN tunne

A VPN tunnel is a logical Iink between two VPN edge devices. A VPN
packet is carried on a tunnel by encapsulating it before
transmitting it over the VPN backbone.

Multiple VPN tunnels at one level nay be hierarchically multiplexed
into a single tunnel at another level. For exanple, multiple per-
VPN tunnels may be nultiplexed into a single PE to PE tunnel (e.g.
GRE, IP-in-1P, IPsec, or MPLS tunnel). This is illustrated in
Figure 2.3. See section 4.3 for details.

o VPN forwardi ng instance (VFI)

A single PE device is likely to be connected to a nunber of CE
devices. The CE devices are unlikely to all be in the same VPN
The PE device nust therefore maintain a separate forwarding

i nstances for each VPN to which it is connected. A VFl is a

| ogical entity, residing in a PE, that contains the router

i nformation base and forwarding informati on base for a VPN. The

i nteraction between routing and VFIs is discussed in section 4.4.2.
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0 Custoner managenent function

The custoner nanagenment function supports the provisioning of
customer specific attributes, such as custoner |ID, persona
information (e.g., name, address, phone nunber, credit card nunber
and etc.), subscription services and paraneters, access control
policy information, billing and statistical information, and etc.

The custoner managenent function may use a conbi nati on of SNW
manager, directory service (e.g., LDAP [RFC3377]), or proprietary
net wor k managenent system

o Networ k managerent function

The networ k managenent function supports the provisioning and
moni toring of PE or CE device attributes and their relationships.

The networ k managenent function nmay use a conbi nati on of SNWP
manager, directory service (e.g., LDAP [RFC3377]), or proprietary
net wor k nmanagenent system
2.1.2. Relationship Between CE and PE
For robustness, a CE device may be connected to nore than one PE

device, resulting in a multi-honm ng arrangenent. Four distinct types
of multi-hom ng arrangenents, shown in Figure 2.4, nay be supported.
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Figure 2.4: Four types of doubl e-honmi ng arrangenents.
2.1.3. Interworking Model

It is quite natural to assunme that nmultiple different layer 3 VPN
approaches may be inplenmented, particularly if the VPN backbone

i ncl udes nmore than one SP network. For exanple, (1) each SP chooses
one or nore |ayer 3 PE-based VPN approaches out of nultiple vendor’s
i npl ementations, inplying that different SPs nmay choose different
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approaches; and (2) an SP nmay deploy multiple networks of |ayer 3
PE- based VPNs (e.g., an old network and a new network). Thus it is
important to allow interworking of |ayer 3 PE-based VPNs naking use
of multiple different |ayer 3 VPN approaches.

There are three scenarios that enable |ayer 3 PE-based VPN
i nterwor ki ng anong di fferent approaches.

o Interworking function

This scenario enables interworking using a PE that is |ocated at
one or nore points which are logically |ocated between VPNs based
on different layer 3 VPN approaches. For exanple, this PE nay be
| ocated on the boundary between SP networks which nmake use of
different |ayer 3 VPN approaches [VPN-DI SC]. A PE at one of these
points is called an interworking function (I W), and an exanple
configuration is shown in Figure 2.5.

oo e +
I | I
e + VPN tunnel +------ + VPN tunnel +------ +
I I I I I I
I I I I I I
| PE | | PE | | PE
| | | devi ce| |
| devi ce| | (TVWF) | | devi ce
| | VPN tunnel | | VPN tunnel |
I I I I I I
Fomm e + Fomm e + Fomm e +
I [ I
oo e +

| <- VPN approach 1->| |<-VPN approach 2->
Figure 2.5: Interworking function.
o Interworking interface

This scenario enables interworking using tunnels between PEs
supporting by different layer 3 VPN approaches. As shown in Figure
2.6, interworking interface is defined as the interface which

exi sts between a pair of PEs and connects two SP networ ks

i mpl emented with different approaches. This interface is sinlar
to the customer interface |ocated between PE and CE, but the
interface is supported by tunnels to identify VPNs, while the
customer interface is supported by access connections.
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oo + oo +

I I 1 I I
e + VPN tunnel +------ +Tunnel : Fom - + VPN tunnel +------ +
| | ::::::::::::l | | | ::::::::::::l |
I I I I I I I I
| PE | | PE | | PE | | PE
I I I I I I I I
| devi ce| | devi ce| : | devi ce| | devi ce
| | VPN tunnel | | Tunnel : | | VPN tunnel | |
| | ::::::::::::l | : | | ::::::::::::l |
+-- - - + +-- - - + : +-- - - + +-- - - +

I I 2 I I

R L R T + | nt er wor ki ng R L R T +

| <- VPN approach 1->| interface | <- VPN approach 2->

Figure 2.6: Interworking interface.
0 Custoner-based i nterworking

If sonme custoner site has a CE attached to one kind of VPN, and a
CE attached to another kind, communication between the two ki nds of
VPN occurs automatically.

2.2. Reference Mddel for Layer 3 Provider-Provisioned CE-based VPN

Thi s subsection describes functional conponents and their
relationship for inplementing |ayer 3 provider-provisioned CE-based
VPN,

Figure 2.7 shows the reference nodel for |ayer 3 provider-provisioned
CE-based VPN. As shown in Figure 2.7, the custoner interface is
defined as the interface which exists between CE and PE devi ces.

In this nodel, a CE device maintains one or nore VPN tunne

endpoi nts, and a PE device has no VPN-specific functionality. As a
result, the interworking issues of section 2.1.3 do not arise.
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Figure 2.7: Reference nodel for layer 3
provi der - provi si oned CE-based VPN.

2.2.1. Entities in the Reference Mdel

The entities in the reference nodel

Cal | on & Suzuki

are descri bed bel ow

0 Custoner edge (CE) device

In the context of |ayer 3 provider-provisioned CE-based VPNs, a CE
device provides |layer 3 connectivity to the custoner site. It may
be a router, LSR or host that maintains one or nore VPN tunne
endpoints. A CE device is attached via an access connection to a
PE device and usually located at the edge of a custoner site or
co-located on an SP prenises

P router (see section 2.1.1)
Provi der edge (PE) device

In the context of layer 3 provider-provisioned CE-based VPNs, a PE
device may be a router, LSR, or other device that has no
VPN-specific functionality. It is attached via an access

connection to one or nore CE devices.
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0 Custoner Site (see section 2.1.1)
0 SP networks

An SP network is a network adm nistrated by a single service
provider. It is an IP or MPLS network. In the context of |ayer 3
provi der - provi si oned CE-based VPNs, the SP network consists of the
SP's network and the SP's managenent functions that nmanage both its
own network and the custoner’s VPN functions on the CE device.

0 Access connection (see section 2.1.1)
0 Access network (see section 2.1.1)
o VPN tunne
A VPN tunnel is a logical link between two entities which is
created by encapsul ati ng packets within an encapsul ati ng header for
pur pose of transni ssion between those two entities for support of
VPNs. | n the context of |ayer 3 provider-provisioned CE-based
VPNs, a VPN tunnel is an IP tunnel (e.g., using GRE, IP-in-IP
| Psec, or L2TP) or an MPLS tunnel between two CE devices over the
SP’ s networ k.
0 Custoner managenent function (see section 2.1.1)
o Networ k managerent function
The networ k managenent function supports the provisioning and
nmoni toring of PE or CE device attributes and their rel ationships,
covering PE and CE devices that define the VPN connectivity of the
cust omer VPNs.
The networ k managenent function nay use a conbi nati on of SNWP
manager, directory service (e.g., LDAP [RFC3377]), or proprietary
net wor k managenent system
3. Customer Interface
3.1. VPN Establishnent at the Customer Interface
3.1.1. Layer 3 PE-based VPN

It is necessary for each PE device to know which CEs it is attached
to, and what VPNs each CE is associated wth.

VPN menbership refers to the association of VPNs, CEs, and PEs. A
gi ven CE belongs to one or nore VPNs. Each PE is therefore
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associated with a set of VPNs, and a given VPN has a set of

associ ated PEs which are supporting that VPN. |f a PE has at |east
one attached CE belonging to a given VPN, then state information for
that VPN (e.g., the VPN routes) nust exist on that PE. The set of
VPNs that exist on a PE nay change over tine as custoner sites are
added to or renoved fromthe VPNs.

In sone |ayer 3 PE-based PPVPN schenes, VPN nenbership information
(i.e., information about which PEs are attached to which VPNs) is
explicitly distributed. In others, the nmenbership information is
inferred fromother information that is distributed. Different
schenes use the nenbership information in different ways, e.g., sone
to determ ne what set of tunnels to set up, sone to constrain the
distribution of VPN routing information.

A VPN site may be added or deleted as a result of a provisioning
operation carried out by the network adm nistrator, or may be
dynanmical |y added or deleted as a result of a subscriber initiated
operation; thus VPN nenbership informati on nay be either static or
dynami ¢, as di scussed bel ow.

3.1.1.1. Static Binding

Static binding occurs when a provisioning action binds a particul ar
PE- CE access link to a particular VPN. For exanple, a network

adm nistrator may set up a dedicated link |layer connection, such as
an ATM VCC or a FR DLCI, between a PE device and a CE device. In
this case the binding between a PE-CE access connection and a
particular VPN to fixed at provisioning tinme, and remains the sane
until anot her provisioning action changes the binding.

3.1.1.2. Dynanic Binding

Dynami ¢ bi ndi ng occurs when some real -tinme protocol interaction
causes a particular PE-CE access link to be tenporarily bound to a
particular VPN. For exanple, a nobile user may dial up the provider
network and carry out user authentication and VPN sel ection
procedures. Then the PE to which the user is attached is not one
permanent |y associated with the user, but rather one that is
typically geographically close to where the nobile user happens to
be. Another exanmple of dynam c binding is that of a permanent access
connection between a PE and a CE at a public facility such as a hotel
or conference center, where the link my be accessed by nultiple
users in turn, each of which may wish to connect to a different VPN

To support dynamically connected users, PPP and RADI US are conmonly

used, as these protocols provide for user identification
aut hentication and VPN selection. her nechanisns are al so
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possi ble. For exanple a user’'s HITP traffic nmay be initially
intercepted by a PE and diverted to a provider hosted web server
After a dialogue that includes user authentication and VPN sel ection
the user can then be connected to the required VPN. This is
sonmetines referred to as a "captive portal”

I ndependent of the particular nechani sns used for user authentication
and VPN sel ection, an inplication of dynanmic binding is that a user
for a given VPN nay appear at any PE at any tinme. Thus VPN
menbership may change at any tine as a result of user initiated
actions, rather than as a result of network provisioning actions.
This suggests that there needs to be a way to distribute nenbership
information rapidly and reliably when these user-initiated actions

t ake pl ace.

3.1.2. Layer 3 Provider-Provisioned CE-based VPN

In layer 3 provider-provisioned CE-based VPNs, the PE devices have no
know edge of the VPNs. A PE device attached to a particular VPN has
no know edge of the addressing or routing information of that

speci fic VPN

CE devi ces have I P or MPLS connectivity via a connection to a PE

devi ce, which just provides ordinary connectivity to the global IP
address space or to an address space which is unique in a particular
SPs network. The I P connectivity nmay be via a static binding, or via
sone kind of dynami c binding.

The establishment of the VPNs is done at each CE device, making use
of the IP or MPLS connectivity to the others. Therefore, it is
necessary for a given CE device to know whi ch other CE devices bel ong
to the sane VPN. In this context, VPN nmenbership refers to the
associ ati on of VPNs and CE devi ces.

3.2. Data Exchange at the Custoner Interface
3.2.1. Layer 3 PE-based VPN

For layer 3 PE-based VPNs, the exchange is normal |P packets,
transmitted in the same formwhich is available for interconnecting

routers in general. For exanple, |IP packets may be exchanged over
Et hernet, SONET, T1, T3, dial-up lines, and any other link |ayer
available to the router. It is inportant to note that those |ink

| ayers are strictly local to the interface for the purpose of
carrying | P packets, and are terninated at each end of the custoner
interface. The |IP packets may contain addresses which, while unique
within the VPN, are not unique on the VPN backbone. Optionally, the
data exchange may use MPLS to carry the |IP packets.
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3.2.2. Layer 3 Provider-Provisioned CE-based VPN

The data exchanged at the custoner interface are always normal |P
packets that are routable on the VPN backbone, and whose addresses
are uni que on the VPN backbone. Optionally, MPLS franes can be used,
if the appropriate |abel-sw tched paths exist across the VPN
backbone. The PE devi ce does not know whet her these packets are VPN
packets or not. At the current time, MPLS is not conmonly offered as
a custoner-visible service, so that CE-based VPNs nost comonly make
use of I P services.

3.3. Custoner Visible Routing

Once VPN tunnels are set up between pairs of VPN edge devices, it is
necessary to set up nechani sns which ensure that packets fromthe
customer network get sent through the proper tunnels. This routing
function nust be perfornmed by the VPN edge devi ce.

3.3.1. Custoner View of Routing for Layer 3 PE-based VPNs

There is a PE-CE routing interaction which enables a PE to obtain

t hose addresses, fromthe custoner network, that are reachable via
the CE. The PE-CE routing interaction also enables a CE device to
obtai n those addresses, fromthe custoner network, which are
reachabl e via the PE; these will generally be addresses that are at
other sites in the custoner network.

The PE-CE routing interaction can make use of static routing, an | GP
(such as RIP, OSPF, IS 1S, etc.), or BGP

If the PE-CE interaction is done via an IGP, the PE will generally
mai ntain at | east several independent |GP instances; one for the
backbone routing, and one for each VPN. Thus the PE participates in
the 1GP of the customer VPNs, but the CE does not participate in the
backbone’ s |1 GP

If the PE-CE interaction is done via BGP, the PE MAY support one

i nstance of BGP for each VPN, as well as an additional instance of
BGP for the public Internet routes. Alternatively, the PE mnight
support a single instance of BGP, using, e.g., different BGP Address
Fam lies to distinguish the public Internet routes fromthe VPN
routes.

Routing information which a PE learns froma CE in a particular VPN
nust be forwarded to the other PEs that are attached to the sanme VPN
Those other PEs nust then forward the information in turn to the

ot her CEs of that VPN
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The PE-PE routing distribution can be done as part of the sane
routing instance to which the PE-CE interface bel ongs.
Alternatively, it can be done via a different routing instance,
possibly using a different routing algorithm |In this case, the PE
nmust redistribute VPN routes fromone routing instance to anot her.

Note that VPN routing information is never distributed to the P
routers. VPN routing information is known at the edge of the VPN
backbone, but not in the core.

If the VPN s IGP is different than the routing al gorithmrunning on
the CE-PE link, then the CE nust support two routing instances, and
nmust redistribute the VPN s routes fromone instance to the other
(e.g., [VPN-BGP-OSPF]).

In the case of |layer 3 PE-based VPNs a single PE device is likely to
provi de service for several different VPNs. Since different VPNs may
have address spaces which are not nutually unique, a PE devi ce nust
have several forwarding tables, in general one for each VPN to which
it is attached. These will be referred to as VPN Forwardi ng
Instances (VFIs). Each VFI is a logical entity internal to the PE
device. VFIs are defined in section 2.1.1, and discussed in nore
detail in section 4.4.2.

The scaling and nmanagenent of the custoner network (as well as the
operation of the VPN) will depend upon the inplenentation approach
and the manner in which routing is done.

3.3.1.1. Routing for Intranets

In the intranet case all of the sites to be interconnected belong to

the sanme administration (for exanple, the same conpany). The options

for routing within a single custoner network include:

0 Asingle IGP area (using OSPF, 1S-1S, or R P)

o Multiple areas within a single I GP

0 A separate IGP within each site, with routes redistributed from
each site to backbone routing (i.e., to a backbone as seen by the
cust omer network).

Note that these options |ook at routing fromthe perspective of the

overall routing in the customer network. This |ist does not specify

whet her PE device is considered to be in a site or not. This issue
is discussed bel ow.
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A single I1GP area (such as a single OSPF area, a single 1S 1S area
or a single instance of RIP between routers) may be used. One could
have, all routers within the customer network (including the PEs, or
nmore precisely, including a VFI within each PE) appear within a
single area. Tunnels between the PEs could al so appear as nornma

l'i nks.

In sone cases the nulti-level hierarchy of OSPF or |IS-1S may be used
One way to apply this to VPNs woul d be to have each site be a single
OSPF or I1S-1S area. The VFIs will participate in routing within each
site as part of that area. The VFIs may then be interconnected as

t he backbone (OSPF area 0 or IS- 1S level 2). |If OSPF is used, the
VFls therefore appear to the custoner network as area border routers.
If 1S 1Sis used, the VFIs therefore participate in level 1 routing
within the | ocal area, and appear to the custonmer network as if they
are level 2 routers in the backbone.

Where an IGP is used across the entire network, it is straightforward
for VPN tunnels, access connections, and backdoor |inks to be nixed
in a network. Gven that OSPF or 1S 1S netrics will be assigned to

all links, paths via alternate |inks can be conpared and the shortest
cost path will be used regardl ess of whether it is via VPN tunnels,
access connections, or backdoor links. If nultiple sites of a VPN do

not use a comon IGP, or if the backbone does not use the sanme conmon
IGP as the sites, then special procedures nay be needed to ensure
that routes to/fromother sites are treated as intra-area routes,
rather than as external routes (dependi ng upon the VPN approach

t aken).

Anot her option is to operate each site as a separate routing donmain.
For exanple each site could operate as a single OSPF area, a single
|S-1S area, or a RIP domain. In this case the per-site routing
domains will need to redistribute routes into a backbone routing
domain (Note: in this context the "backbone routing domain" refers to

a backbone as viewed by the customer network). In this case it is
optional whether or not the VFIs participate in the routing within
each site.

3.3.1.2. Routing for Extranets

In the extranet case the sites to be interconnected belong to
multiple different adm nistrations. 1In this case | GPs (such as OSPF,
IS-1S, or RIP) are nornally not used across the interface between
organi zations. Either static routes or BGP nmay be used between
sites. |If the customer network administration wishes to maintain
control of routing between its site and ot her networks, then either
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static routing or BGP nay be used across the custoner interface. |If
the custoner wants to outsource all such control to the provider
then an IGP or static routes may be used at this interface.

The use of BGP between sites allows for policy based routing between
sites. This is particularly useful in the extranet case. Note that
private | P addresses or non-unique |P address (e.g., unregistered
addresses) should not be used for extranet comuni cation.

3.3.1.3. CE and PE Devices for Layer 3 PE-based VPNs

When using a single |GP area across an intranet, the entire customner
network participates in a single area of an IGP. 1In this case, for
| ayer 3 PE-based VPNs both CE and PE devices participate as nornal
routers within the area.

The ot her options make a distinction between routing within a site,
and routing between sites. 1In this case, a CE device would nornmally
be considered as part of the site where it is |ocated. However,
there is an option regarding how the PE devices shoul d be consi dered.

In sone cases, fromthe perspective of routing within the custoner
network, a PE device (or nore precisely a VFI within a PE device) may
be considered to be internal to the sane area or routing domain as
the site to which it is attached. This sinplifies the nmanagenent
responsibilities of the customer network administration, since
inter-area routing would be handl ed by the provider

For exanple, fromthe perspective of routing within the customner
network, the CE devices nmay be the area border or AS boundary routers

of the IGP area. |In this case, static routing, BGP, or whatever
routing is used in the backbone, may be used across the custoner
i nterface.

3.3.2. Custoner View of Routing for Layer 3 Provider-Provisioned
CE- based VPNs

For |ayer 3 provider-provisioned CE-based VPNs, the PE devices are
not aware of the set of addresses which are reachable at particul ar
customer sites. The CE and PE devices do not exchange the custoner’s
routing information

Custoner sites that belong to the same VPN nay exchange routing

i nformati on through the CE-CE VPN tunnels that appear, to the
customers | GP, as router adjacencies. Alternatively, instead of
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exchangi ng routing information through the VPN tunnels, the SP's
management system may take care of the configuration of the static
route information of one site towards the other sites in the VPN

Routing within the customer site may be done in any possible way,
using any kind of routing protocols (see section 3.3.3).

As the CE device receives an IP or MPLS service fromthe SP, the CE
and PE devi ces may exchange routing information that is meaningfu
within the SP routing realm

Moreover, as the forwarding of tunnel ed custonmer packets in the SP
network will be based on global IP forwarding, the routes to the
various CE devices nust be known in the entire SP's network.

This means that a CE device may need to participate in two different
routing processes:

orouting inits own private network (VPN routing), within its own
site and with the other VPN sites through the VPN tunnels, possibly
using private addresses.

orouting in the SP network (global routing), as such peering with
its PE.

However, in many scenarios, the use of static/default routes at the
CE-PE interface nmight be all the global routing that is required.

3.3.3. Options for Custoner Visible Routing

The follow ng technol ogies are available for the exchange of routing
i nformation.

o Static routing
Routing tables may be configured through a nmanagenent system
0 RIP (Routing Information Protocol) [RFC2453]

RIP is an interior gateway protocol and is used within an

aut ononous system It sends out routing updates at regul ar

i nterval s and whenever the network topol ogy changes. Routing
information is then propagated by the adjacent routers to their

nei ghbors and thus to the entire network. A route froma source to
a destination is the path with the | east nunber of routers. This
nunber is called the "hop count"” and its nmaxi mumvalue is 15. This
inplies that RIP is suitable for a small- or nmedi um sized networKks.
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0 OSPF (Qpen Shortest Path First) [RFC2328]

OSPF is an interior gateway protocol and is applied to a single
aut ononous system Each router distributes the state of its

i nterfaces and nei ghboring routers as a link state adverti senent,
and nai ntai ns a database describing the autononous systenis
topology. A link state is advertised every 30 mnutes or when the
topol ogy i s reconfigured.

Each router maintains an identical topological database, from which
it constructs a tree of shortest paths with itself as the root.

The algorithmis known as the Shortest Path First or SPF. The
router generates a routing table fromthe tree of shortest paths.
OSPF supports a variable | ength subnet mask, which enables

ef fective use of the | P address space.

OSPF al | ows sets of networks to be grouped together into an area.
Each area has its own topol ogi cal database. The topol ogy of the
area is invisible fromoutside its area. The areas are

i nterconnected via a "backbone" network. The backbone network
distributes routing informati on between the areas. The area
routi ng schene can reduce the routing traffic and conpute the
shortest path trees and is indispensable for |arger scal e networks.

Each nulti-access network with nultiple routers attached has a
designated router. The designated router generates a link state
advertisement for the nulti-access network and synchroni zes the

t opol ogi cal database with ot her adjacent routers in the area. The
concept of designated router can thus reduce the routing traffic
and conpute shortest path trees. To achieve high availability, a
backup designated router is used.

0 1S 1S (internediate systemto internediate systen) [RFC1195]

IS 1Sis arouting protocol designed for the OSI (Open Systens

I nterconnection) protocol suites. Integrated IS-1Sis derived from
IS-1Sin order to support the IP protocol. |In the Internet
community, IS-1S neans integrated IS-IS. In this, alink state is
advertised over a connectionless network service. 1S-1S has the
same basic features as OSPF. They include: link state

adverti senent and mai ntenance of a topol ogi cal database within an
area, calculation of a tree of shortest paths, generation of a
routing table froma tree of shortest paths, the area routing
scheme, a designated router, and a variable | ength subnet nask.
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0 BGP-4 (Border Gateway Protocol version 4) [RFCL771]

BGP-4 is an exterior gateway protocol and is applied to the routing
of inter-autononmous systens. A BGP speaker establishes a session
wi th other BGP speakers and advertises routing information to them
A session may be an External BGP (EBGP) that connects two BGP
speakers within different autononous systens, or an internal BGP

(1 BGP) that connects two BGP speakers within a single autononous
system Routing information is qualified with path attributes,
which differentiate routes for the purpose of selecting an
appropriate one from possible routes. Al so, routes are grouped by
the conmmunity attribute [ RFC1997] [ BGP-COM.

The I BGP nesh size tends to increase dramatically with the nunber
of BGP speakers in an autononous system BGP can reduce the nunber
of |1 BGP sessions by dividing the autononous systeminto smaller

aut ononous systens and grouping theminto a single confederation

[ RFC3065]. Route reflection is another way to reduce the nunber of
| BGP sessions [ RFC1966]. BGP divides the autononpbus systeminto
clusters. Each cluster establishes the IBG full nesh within
itself, and designates one or nore BGP speakers as "route
reflectors,” which communi cate with other clusters via their route
reflectors. Route reflectors in each cluster nmaintain path and
attribute informati on across the autononous system The aut ononous
systemstill functions like a fully nmeshed autononpbus system On

t he other hand, confederations provide finer control of routing

wi thin the autononous system by allowi ng for policy changes across
conf ederati on boundaries, while route reflection requires the use
of identical policies.

BGP-4 has been extended to support |1Pv6, |IPX, and others as well as
| Pv4 [ RFC2858]. Multiprotocol BGP-4 carries routes frommultiple
"address fanilies"
Network Interface and SP Support of VPNs
Functi onal Conponents of a VPN
The basic functional conponents of an inplenmentation of a VPN are:
0 A nechanismto acquire VPN nmenbership/capability information
0o A nechanismto tunnel traffic between VPN sites
o For layer 3 PE-based VPNs, a nmeans to |earn custoner routes,

distribute them between the PEs, and to advertise reachabl e
destinations to custoner sites.
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Based on the actual inplenentation, these functions could be

i mpl enented on a per-VPN basis or could be acconplished via a comon
mechani sm shared by all VPNs. For instance, a single process could
handl e the routing information for all the VPNs or a separate process
may be created for each VPN

Logically, the establishnment of a VPN can be thought of as conposed
of the following three stages. |In the first stage, the VPN edge
devices learn of each other. In the second stage, they establish
tunnels to each other. In the third stage, they exchange routing
informati on with each other. However, not all VPN solutions need be
deconposed into these three stages. For exanple, in sone VPN
solutions, tunnels are not established after |earni ng nenbership
information; rather, pre-existing tunnels are selected and used.

Al so, in sone VPN solutions, the nmenbership information and the
routing information are conbi ned.

In the menbership/capability discovery stage, nenbership and
capability information needs to be acquired to determ ne whether two
particul ar VPN edge devices support any VPNs in common. This can be
acconpl i shed, for instance, by exchanging VPN identifiers of the
configured VPNs at each VPN edge device. The capabilities of the VPN
edge devices need to be determined, in order to be able to agree on a
common nechani sm for tunneling and/or routing. For instance, if site
A supports both I Psec and MPLS as tunneling mechanisns and site B
supports only MPLS, they can both agree to use MPLS for tunneling.

In sone cases the capability informati on may be deterni ned
implicitly, for exanple some SPs may inplenment a single VPN solution
Li kewi se, the routing information for VPNs can be distributed using

t he met hods di scussed in section 4.4,

In the tunnel establishnent stage, nmechani sns nmay need to be invoked
to actually set up the tunnels. Wth IPsec, for instance, this could
i nvol ve the use of I KE to exchange keys and policies for securing the
data traffic. However, if IP tunneling, e.g., is used, there may not
be any need to explicitly set up tunnels; if MPLS tunnels are used,
they may be pre-established as part of normal MPLS functi oni ng.

In the VPN routing stage, routing information for the VPN sites nust
be exchanged before data transfer between the sites can take pl ace.
Based on the VPN nodel, this could involve the use of static routes,
| GPs such as OSPF/I1SIS/RIP, or an EGP such as BGP.

VPN menbership and capability information can be distributed froma
central managenent system using protocols such as, e.g., LDAP
Alternatively, it can be distributed manually. However, as manua
configuration does not scale and is error prone, its use is

di scouraged. As a third alternative, VPN infornmation can be
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distributed via protocols that ensure automatic and consi stent
distribution of information in a tinmely manner, nuch as routing
protocols do for routing information. This may suggest that the

i nformation be carried in routing protocols thensel ves, though only
if this can be done wi thout negatively inpacting the essenti al
routing functions.

It can be seen that quite a lot of information needs to be exchanged
in order to establish and maintain a VPN. The scaling and stability
consequences need to be anal yzed for any VPN approach

Whil e every VPN sol ution nust address the functionality of all three
conmponents, the conbinations of nechanisns used to provide the needed
functionality, and the order in which different pieces of
functionality are carried out, may differ

For layer 3 provider-provisioned CE-based VPNs, the VPN service is

of fering tunnels between CE devices. [P routing for the VPN is done
by the custoner network. Wth these solutions, the SP is involved in
the operation of the nenbership/capability discovery stage and the
tunnel establishnent stage. The IP routing functional conponent may
be entirely up to the customer network, or alternatively, the SP's
managenent system may be responsible for the distribution of the
reachability information of the VPN sites to the other sites of the
same VPN

4.2. VPN Establishment and Mai nt enance

For a layer 3 provider-provisioned VPN the SP is responsible for the

est abl i shnent and nmi nt enance of the VPNs. Many different approaches
and schenes are possible in order to provide |layer 3 PPVPNs, however

there are sonme generic problens that any VPN sol ution nust address,

i ncl udi ng:

o For PE-based VPNs, when a new site is added to a PE, how do the
other PEs find out about it? Wen a PE first gets attached to a
gi ven VPN, how does it determ ne which other PEs are attached to
the sane VPN. For CE-based VPNs, when a new site is added, how
does its CE find out about all the other CEs at other sites of the
sane VPN?

o In order for layer 3 PE-based VPNs to scale, all routes for al
VPNs cannot reside on all PEs. Howis the distribution of VPN
routing information constrained so that it is distributed to only
t hose devices that need it?
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0 An adnministrator may wi sh to provision different topol ogies for
different VPNs (e.g., a full nmesh or a hub & spoke topol ogy). How
is this achi eved?

This section | ooks at sone of these generic problens and at some of
the nechani sns that can be used to solve them

4.2.1. VPN Discovery

Mechani sns are needed to acquire information that allows the

est abl i shnent and mai nt enance of VPNs. This may include, for
exanpl e, informati on on VPN nenbership, topol ogy, and VPN device
capabilities. This infornmation may be statically configured, or
distributed by an autonated protocol. As a result of the operation
of these nechani sns and protocols, a device is able to determne
where to set up tunnels, and where to advertise the VPN routes for
each VPN

Wth a physical network, the equival ent problemcan by solved by the
control of the physical interconnection of |inks, and by having a
router run a discovery/hello protocol over its locally connected
links. Wth VPNs both the routers and the links (tunnels) may be

| ogical entities, and thus some other nechani sns are needed.

A nunber of different approaches are possible for VPN di scovery. One
scheme uses the network managenent systemto configure and provision
the VPN edge devices. This approach can also be used to distribute
VPN di scovery information, either using proprietary protocols or
usi ng standard nanagenment protocols and M Bs. Another approach is
where the VPN edge devices act as clients of a centralized directory
or database server that contains VPN discovery information. Another
possibility is where VPN discovery information is piggybacked onto a
routing protocol running between the VPN edge devices [ VPN DI SC|

4.2.1.1. Network Managenent for Menbership I nformation

SPs use network managenent extensively to configure and nonitor the
various devices that are spread throughout their networks. This
approach could be al so used for distributing VPN related information.
A networ k managenent system (either centralized or distributed) could
be used by the SP to configure and provision VPNs on the VPN edge
devices at various locations. VPN configuration information could be
entered into a network managenent application and distributed to the
renmote sites via the sane nmeans used to distribute other network
managenent information. This approach is nost natural when all the
devi ces that nust be provisioned are within a single SP's network
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since the SP has access to all VPN edge devices in its donain.
Security and access control are inportant, and could be achieved for
exanpl e using SNWPv3, SSH, or |Psec tunnels.

4.2.1.2. Directory Servers

An SP typically needs to nmaintain a database of VPN

configuration/ nenbership information, regardl ess of the mechani snms
used to distribute it. LDAPv3 [RFC3377] is a standard directory
prot ocol which nakes it possible to use a common nechani smfor both
storing such information and distributing it.

To facilitate interoperability between different inplenentations, as
wel |l as between the managenment systens of different SPs, a standard

schema for representing VPN nenbership and configuration information
woul d have to be devel oped.

LDAPv3 supports authentication of nessages and associ ated access
control, which can be used to linmt access to VPN information to
aut hori zed entities.

4.2.1.3. Augnented Routing for Menbership Information

Extensions to the use of existing BG nechanisns, for distribution of
VPN menbership information, are proposed in [VPN-2547BIS]. |In that
scheme, BGP is used to distribute VPN routes, and each route carries
a set of attributes which indicate the VPN (or VPNs) to which the
route belongs. This allows the VPN discovery information and routing
information to be conbined in a single protocol. |Information needed
to establish per-VPN tunnels can also be carried as attributes of the
routes. This makes use of the BGP protocol’s ability to effectively
carry large anounts of routing information.

It is also possible to use BGP to distribute just the
menber shi p/ capability information, while using a different technique
to distribute the routing. BGP s update nessage woul d be used to
indicate that a PE is attached to a particular VPN, BGP' s w thdraw
message woul d be used to indicate that a PE has ceased to be attached
to a particular VPN. This nakes use of the BGP protocol’s ability to
dynamically distribute real-tine changes in a reliable and fairly
rapid manner. In addition, if a BGP route reflector is used, PEs
never have to be provisioned with each other’'s |IP addresses at all
Bot h cases make use of BGP' s nechani sns, such as route filters, for
constraining the distribution of infornmation.

Augnented routing may be done in conbination with aggregated routing,

as discussed in section 4.4.4. O course, when using BGP for
di stributing any kind of VPN-specific information, one nust ensure
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that one is not disrupting the classical use of BGP for distributing
public Internet routing information. For further discussion of this,
see the discussion of aggregated routing, section 4.4.4.

4.2.1.4. VPN Discovery for Inter-SP VPNs

Wien two sites of a VPN are connected to different SP networks, the
SPs must support a comon nechani sm for exchangi ng
nmenber shi p/ capability information. This night nmake use of nanua
configuration or automated exchange of information between the SPs.
Aut omat ed exchange may be facilitated if one or nore nechani sns for
VPN di scovery are standardi zed and supported across the nmultiple SPs.
Inter-SP trust relationships will need to be established, for exanple
to determine which informati on and how nuch i nformati on about the
VPNs may be exchanged between SPs.

In sone cases different service providers nmay deploy different
approaches for VPN discovery. Wiere this occurs, this inplies that
for multi-SP VPNs, sone nanual coordination and configuration nmay be
necessary.

The amount of information which needs to be shared between SPs may
vary greatly dependi ng upon the nunmber of size of the multi-SP VPNs.
The SPs will therefore need to deternine and agree upon the expected
anount of menbership information to be exchanged, and the dynanic
nature of this information. Mechanisns may al so be needed to

aut henticate the VPN nmenbership information.

VPN i nformation should be distributed only to places where it needs
to go, whether that is intra-provider or inter-provider. 1In this
way, the distribution of VPN information is unlike the distribution
of inter-provider routing information, as the latter needs to be
distributed throughout the Internet. In addition, the joint support
of a VPN by two SPs should not require any third SP to maintain state
for that VPN. Again, notice the difference with respect to
inter-provider routing; in inter-provider routing: sending traffic
fromone SP to another nmay indeed require routing state in a third
SP.

As one possibl e exanpl e: Suppose that there are two SPs A and C,

whi ch want to support a conmon VPN. Suppose that A and C are
interconnected via SP B. |In this case Bwll need to know how to
route traffic between A and C, and therefore will need to know
sonet hi ng about A and C (such as enough routing information to
forward IP traffic and/or connect MPLS LSPs between PEs or route
reflectors in A and C). However, for scaling purposes it is
desirable that B not need to know VPN-specific information about the
VPNs whi ch are supported by A and C
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4.2.2. Constraining Distribution of VPN Routing Information

In layer 3 provider-provisioned CE-based VPNs, the VPN tunnels
connect CE devices. |In this case, distribution of IP routing

i nformati on occurs between CE devices on the customer sites. No
additional constraints on the distribution of VPN routing information
are necessary.

In layer 3 PE-based VPNs, however, the PE devices nust be aware of
VPN routing information (for the VPNs to which they are attached).
For scalability reasons, one does not want a schenme in which all PEs
contain all routes for all VPNs. Rather, only the PEs that are
attached to sites in a given VPN should contain the routing
information for that VPN. This neans that the distribution of VPN
routing information between PE devi ces nust be constrai ned.

As VPN nmenbership may change dynamically, it is necessary to have a
mechani smthat allows VPN route infornmation to be distributed to any
PE where there is an attached user for that VPN, and allows for the
renoval of this information when it is no | onger needed.

In the Virtual Router schene, per-VPN tunnels nmust be established
before any routes for a VPN are distributed, and the routes are then
di stributed through those tunnels. Thus by establishing the proper
set of tunnels, one inplicitly constrains and controls the
distribution of per-VPN routing information. In this schene, the

di stribution of menbership information consists of the set of VPNs
that exists on each PE, as well as information about the desired
topol ogy. This enables a PE to determ ne the set of renote PEs to
which it nust establish tunnels for a particular VPN

In the aggregated routing scheme (see section 4.4.4), the
distribution of VPN routing information is constrained by neans of
route filtering. As VPN nenbership changes on a PE, the route
filters in use between the PE and its peers can be adjusted. Each
peer may then adjust the filters in use with each of its peers in
turn, and thus the changes propagate across the network. Wen BGP is
used, this filtering may take place at route reflectors as discussed
in section 4.4.4.

4.2.3. Controlling VPN Topol ogy

The topology for a VPN consists of a set of nodes interconnected via
tunnels. The topology nmay be a full nesh, a hub and spoke topol ogy,
or an arbitrary topology. For a VPN the set of nodes will include
all VPN edge devices that have attached sites for that VPN
Natural |y, whatever the topology, all VPN sites are reachable from
each other; the topology sinply constrains the way traffic is routed
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anong the sites. For exanple, in one topology traffic between site A
and site B goes fromone to the other directly over the VPN backbone;
i n anot her topology, traffic fromsite Ato site B nust traverse site
C before reaching site B

The sinplest topology is a full nesh, where a tunnel exists between
every pair of VPN edge devices. |If we assune the use of point-to-
point tunnels (rather than multipoint-to-point), then with a ful

mesh topology there are N*(N-1)/2 duplex tunnels or N*(N 1) sinplex
tunnels for N VPN edge devices. Each tunnel consunes some resources
at a VPN edge device, and depending on the type of tunnel, may or may
not consume resources in intermediate routers or LSRs. One reason
for using a partial nesh topology is to reduce the nunber of tunnels
a VPN edge device, and/or the network, needs to support. Another
reason is to support the scenario where an adninistrator requires al
traffic fromcertain sites to traverse some particular site for
policy or control reasons, such as to force traffic through a
firewall, or for nonitoring or accounting purposes. Note that the
topol ogi es used for each VPN are separate, and thus the sane VPN edge
device nmay be part of a full nmesh topology for one VPN, and of a
partial mesh topol ogy for another VPN

An exanpl e of where a partial nmesh topol ogy could be suitable is for
a VPN that supports a | arge nunber of telecomuters and a snal

nunber of corporate sites. Mst traffic will be between

tel econmuters and the corporate sites, not between pairs of

tel econmuters. A hub and spoke topol ogy for the VPN would thus map
onto the underlying traffic flow, with the teleconuters attached to
spoke VPN edge devices and the corporate sites attached to hub VPN
edge devices. Traffic between telecomuters is still supported, but
this traffic traverses a hub VPN edge devi ce.

The selection of a topology for a VPN is an adninistrative choice,
but it is useful to exam ne protocol mechani snms that can be used to
aut omate the construction of the desired topol ogy, and thus reduce
the amount of configuration needed. To this end it is useful for a
VPN edge device to be able to advertise per-VPN topol ogy information
to other VPN edge devices. It nmay be sinplest to advertise this at
the same tinme as the nenbership information is advertised, using the
same mechani sns.

A sinmple schene is where a VPN edge device advertises itself either
as a hub or as a spoke, for each VPN that it has. Wen received by
ot her VPN edge devices this information can be used when determ ning
whet her to establish a tunnel. A nore conprehensive schene allows a
VPN edge device to advertise a set of topology groups, with tunnels
est abl i shed between a pair of VPN edge devices if they have a group
i n conmon.
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4.3. VPN Tunneling

VPN sol utions use tunneling in order to transport VPN packets across
t he VPN backbone, from one VPN edge device to another. There are
different types of tunneling protocols, different ways of
establ i shing and nai ntai ning tunnels, and different ways to associate
tunnels with VPNs (e.g., shared versus dedi cated per-VPN tunnels).
Sections 4.3.1 through 4.3.5 discusses some conmon characteristics
shared by all forns of tunneling, and sone common probl ens to which
tunnel s provide a solution. Section 4.3.6 provides a survey of
avai l abl e tunneling techniques. Note that tunneling protocol issues
are generally independent of the nechani sns used for VPN nenbership
and VPN routing.

One notivation for the use of tunneling is that the packet addressing
used in a VPN may have no relation to the packet addressing used

bet ween the VPN edge devices. For exanple the custonmer VPN traffic
coul d use non-unique or private |P addressing [ RFC1918]. Also an

| Pv6 VPN could be inplenented across an | Pv4 provider backbone. As
such the packet forwardi ng between the VPN edge devices nust use

i nformati on other than that contained in the VPN packets thensel ves.
A tunneling protocol adds additional information, such an extra
header or label, to a VPN packet, and this additional information is
then used for forwardi ng the packet between the VPN edge devices.

Anot her capability optionally provided by tunneling is that of

i solation between different VPN traffic flows. The QoS and security
requirenents for these traffic flows may differ, and can be nmet by
using different tunnels with the appropriate characteristics. This
allows a provider to offer different service characteristics for
traffic in different VPNs, or to subsets of traffic flows within a
singl e VPN

The specific tunneling protocols considered in this section are GRE
IP-in-1P, IPsec, and MPLS, as these are the nost suitable for
carrying VPN traffic across the VPN backbone. Oher tunneling
protocol s, such as L2TP [ RFC2661], nmmy be used as access tunnels,
carrying traffic between a PE and a CE. As backbone tunneling is

i ndependent of and orthogonal to access tunneling, protocols for the
latter are not discussed here.

4.3.1. Tunnel Encapsul ations
Al'l tunneling protocols use an encapsul ation that adds additiona
informati on to the encapsul ated packet; this information is used for

forwardi ng across the VPN backbone. Exanples are provided in section
4.3.6.
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One characteristic of a tunneling protocol is whether per-tunne
state is needed in the SP network in order to forward the

encapsul ated packets. For |IP tunneling schemes (CGRE, IP-in-I1P, and
| Psec) per-tunnel state is conpletely confined to the VPN edge
devices. Oher routers are unaware of the tunnels, and forward
according to the I P header. For MPLS, per-tunnel state is needed,
since the top label in the | abel stack nust be exam ned and swapped
by intermediate LSRs. The anount of state required can be m ninized
by hierarchical nultiplexing, and by use of nulti-point to point
tunnel s, as discussed bel ow.

Anot her characteristic is the tunneling overhead introduced. Wth

| Psec the overhead may be considerable as it may include, for

exanpl e, an ESP header, ESP trailer and an additional |IP header. The
ot her nechanisns |isted use | ess overhead, with MPLS bei ng the nost

i ghtweight. The overhead inherent in any tunneling mechani sm may
result in additional IP packet fragnmentation, if the resulting packet
is too large to be carried by the underlying link layer. As such it
is inportant to report any reduced MIU sizes via nechani sns such as
path MIU discovery in order to avoid fragnentation wherever possible.

Yet anot her characteristic is sonething we night call "transparency
to the Internet”. |P-based encapsulation can carry be used to carry
a packet anywhere in the Internet. MPLS encapsulation can only be
used to carry a packet on |IP networks that support MPLS. |f an
MPLS- encapsul at ed packet nust cross the networks of nultiple SPs, the
adj acent SPs nust bilateral agreenents to accept MPLS packets from
each other. |If only a portion of the path across the backbone | acks
MPLS support, then an MPLS-in-1P encapsul ation can be used to nove
the MPLS packets across that part of the backbone. However, this
does add conplexity. On the other hand, MPLS has efficiency

advant ages, particularly in environnents where encapsul ati ons nay
need to be nested.

Transparency to the Internet is sonmetinmes a requirenent, but
sonetinmes not. This depends on the sort of service which a SP is
offering to its customer

4.3.2. Tunnel Miltiplexing

When a tunnel ed packet arrives at the tunnel egress, it nust be

possible to infer the packet’s VPN fromits encapsul ation header. In
MPLS encapsul ations, this nust be inferred fromthe packet’'s |abe
stack. In |P-based encapsul ations, this can be inferred from sone

conbi nation of the |IP source address, the | P destination address, and
a "multiplexing field" in the encapsul ation header. The multi pl exing

Cal l on & Suzuki I nf or mat i onal [ Page 41]



RFC 4110 A Framewor k for L3 PPVPNs July 2005

field m ght be one which was explicitly designed for nultiplexing, or
one that wasn't originally designed for this but can be pushed into
service as a multiplexing field. For exanple:

0 GRE: Packets associated to VPN by source | P address, destination IP
address, and Key field, although the key field was originally
i ntended for authentication

o IP-in-1P: Packets associated to VPN by I P destination address in
out er header.

0 | Psec: Packets associated to VPN by I P source address, IP
destination address, and SPI field.

0 MPLS: Packets associated to VPN by | abel stack

Note that IP-in-1P tunneling does not have a real nultiplexing field,
so a different | P destination address nust be used for every VPN
supported by a given PE. | n the other |P-based encapsul ations, a

gi ven PE need have only a single |IP address, and the multi pl exing
field is used to distinguish the different VPNs supported by a PE
Thus the IP-in-1P solution has the significant disadvantage that it
requires the allocation and assignment of a potentially |arge nunber
of I P addresses, all of which have to be reachabl e via backbone
routing.

In the following, we will use the term"nmultiplexing field" to refer
to whichever field in the encapsul ati on header nmust is used to

di stinguish different VPNs at a given PE. In the IP-in-IP

encapsul ation, this is the destination |IP address field, in the other
encapsul ations it is a true multiplexing field.

4.3.3. Tunnel Establishnment

When tunnels are established, the tunnel endpoints nust agree on the
multiplexing field values which are to be used to indicate that
particul ar packets are in particular VPNs. The use of "well known"
or explicitly provisioned values would not scale well as the number
of VPNs increases. So it is necessary to have sone sort of protoco
interaction in which the tunnel endpoints agree on the multipl exing
field val ues.

For some tunneling protocols, setting up a tunnel requires an
explicit exchange of signaling messages. GCenerally the nultiplexing
field val ues woul d be agreed upon as part of this exchange. For
exanple, if an |IPsec encapsulation is used, the SPI field plays the
role of the nultiplexing field, and IKE signaling is used to
distribute the SPI values; if an MPLS encapsul ation is used, LDP
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CR-LDP or RSVP-TE can be used to distribute the MPLS | abel val ue used
as the nultiplexing field. Information about the identity of the VPN
with which the tunnel is to be associated needs to be exchanged as
part of the signaling protocol (e.g., a VPN-ID can be carried in the
signaling protocol). An advantage of this approach is that

per-tunnel security, QS and other characteristics may al so be

negoti abl e via the signaling protocol. A disadvantage is that the
signaling i nposes overhead, which may then lead to scalability

consi derations, discussed further bel ow

For some tunneling protocols, there is no explicit protoco
interaction that sets up the tunnel, and the nultiplexing field

val ues nust be exchanged in sone other way. For exanple, for MPLS
tunnel s, MPLS | abel s can be piggybacked on the protocols used to
distribute VPN routes or VPN nmenbership information. GRE and

I P-in-1P have no associ ated signaling protocol, and thus by necessity
the multiplexing values are distributed via some other nechani sm
such as via configuration, control protocol, or piggybacked in sonme
manner on a VPN nmenbership protocol

The resources used by the different tunneling establishnent
mechani sms may vary. Wth a full nmesh VPN topol ogy, and explicit
signaling, each VPN edge device has to establish a tunnel to all the
ot her VPN edge devices for in each VPN. The resources needed for
this on a VPN edge device may be significant, and issues such as the
time needed to recover following a device failure nay need to be
taken into account, as the tine to recovery includes the tinme needed
to reestablish a | arge nunber of tunnels.

4.3.4. Scaling and Hi erarchical Tunnels

If tunnels require state to be maintained in the core of the network,
it my not be feasible to set up per-VPN tunnels between all adjacent
devices that are adjacent in some VPN topology. This would violate
the principle that there is no per-VPN state in the core of the
networ k, and woul d nake the core scale poorly as the nunber of VPNs

i ncreases. For exanple, MPLS tunnels require that core network
devices nmaintain state for the topnost label in the |abel stack. |If
every core router had to maintain one or nore |abels for every VPN,
scaling woul d be very poor.

There are also scaling considerations related to the use of explicit
signaling for tunnel establishnent. Even if the tunneling protoco
does not nmintain per tunnel state in the core, the nunber of tunnels
that a single VPN edge device needs to handle nmay be large, as this
grows according to the nunber of VPNs and the nunber of neighbors per
VPN. One way to reduce the nunber of tunnels in a network is to use
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a VPN topol ogy other than a full mesh. However this may not al ways
be desirable, and even with hub and spoke topol ogi es the hubs VPN
edge devices may still need to handl e | arge nunbers of tunnels.

If the core routers need to maintain any per-tunnel state at all
scaling can be greatly inproved by using hierarchical tunnels. One
tunnel can be established between each pair of VPN edge devices, and
nmul ti ple VPN-specific tunnels can then be carried through the single
"outer" tunnel. Now the anount of state is dependent only on the
nunber of VPN edge devices, not on the nunber of VPNs. Scaling can
be further inproved by having the outer tunnels be

mul ti point-to-point "merging" tunnels. Now the anbunt of state to be
mai ntained in the core is on the order of the nunmber of VPN edge
devices, not on the order of the square of that nunber. That is, the
anmount of tunnel state is roughly equivalent to the ambunt of state
needed to maintain I P routes to the VPN edge devices. This is al nost
(if not quite) as good as using tunnels which do not require any
state to be maintained in the core.

Using hierarchical tunnels may al so reduce the anobunt of state to be
mai ntai ned in the VPN edge devices, particularly if maintaining the
outer tunnels requires nore state than maintaining the per-VPN
tunnel s that run inside the outer tunnels.

There are other factors relevant to determining the nunber of VPN
edge to VPN edge "outer" tunnels to use. Wile using a single such
tunnel has the best scaling properties, using nore than one may all ow
different QoS capabilities or different security characteristics to
be used for different traffic flows (fromthe same or fromdifferent
VPNs) .

Wien tunnels are used hierarchically, the tunnels in the hierarchy
may all be of the sane type (e.g., an MPLS | abel stack) or they may
be of different types (e.g., a GRE tunnel carried inside an |IPsec
tunnel ).

One exanpl e using hierarchical tunnels is the establishnment of a
number of different |Psec security associations, providing different

| evel s of security between a given pair of VPN edge devices. Per-VPN
GRE tunnel s can then be grouped together and then carried over the
appropriate I Psec tunnel, rather than having a separate | Psec tunne
per-VPN. Another exanple is the use of an MPLS | abel stack. A
single PE-PE LSP is used to carry all the per-VPN LSPs. The
nmechani sns used for |abel establishnent are typically different. The
PE- PE LSP coul d be established using LDP, as part or nornal backbone
operation, with the per-VPN LSP | abel s established by piggybacki ng on
VPN routing (e.g., using BGP) discussed in sections 3.3.1.3 and 4. 1.
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4,.3.5. Tunnel WMuintenance

Once a tunnel is established it is necessary to know that the tunne
is operational. Mechanisns are needed to detect tunnel failures, and
to respond appropriately to restore service.

There is a potential issue regardi ng propagation of failures when
mul tiple tunnels are multiplexed hierarchically. Suppose that
mul ti ple VPN-specific tunnels are nmultiplexed inside a single PE to
PE tunnel. |In this case, suppose that routing for the VPN is done
over the VPN-specific tunnels (as nmay be the case for CE-based and VR
approaches). Suppose that the PE to PE tunnel fails. |In this case
mul tiple VPN-specific tunnels may fail, and layer 3 routing nay

si mul taneously respond for each VPN using the failed tunnel. If the
PE to PE tunnel is subsequently restored, there may then be nultiple
VPN-speci fic tunnels and multiple routing protocol instances which
al so need to recover. Each of these could potentially require some
exchange of control traffic.

Wien a tunnel fails, if the tunnel can be restored quickly, it mnight
therefore be preferable to restore the tunnel w thout any response by
hi gh | evel s (such as other tunnels which were nultiplexed inside the
failed tunnels). By having high |levels delay response to a | ower
level failed tunnel, this may limt the anbunt of control traffic
needed to conpletely restore correct service. However, if the failed
tunnel cannot be quickly restored, then it is necessary for the
tunnel s or routing instances nultiplexed over the failed tunnel to
respond, and preferable for themto respond quickly and w thout
explicit action by network operators.

Wth nost |layer 3 provider-provisioned CE-based VPNs and the VR
scheme, a per-VPN instance of routing is running over the tunnel

thus any | oss of connectivity between the tunnel endpoints will be
detected by the VPN routing instance. This allows rapid detection of
tunnel failure. Careful adjustment of tinmers m ght be needed to
avoid failure propagation as discussed the above. Wth the
aggregated routing schenme, there isn't a per-VPN instance of routing
runni ng over the tunnel, and therefore sonme other schene to detect

| oss of connectivity is needed in the event that the tunnel cannot be
rapi dly restored.

Failure of connectivity in a tunnel can be very difficult to detect
reliably. Anong the nmechani snms that can be used to detect failure
are loss of the underlying connectivity to the renote endpoint (as

i ndicated, e.g., by "no IP route to host" or no MPLS | abel), tineout
of higher layer "hello" mechanisms (e.g., |1GP hellos, when the tunne
is an adjacency in some 1GP), and tineout of keep alive mechanisns in
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the tunnel establishnment protocols (if any). However, none of these
techni ques provides conpletely reliable detection of all failure
nodes. Additional nonitoring techniques may al so be necessary.

Wth hierarchical tunnels it may suffice to only nonitor the

out ernost tunnel for |loss of connectivity. However there may be
failure nodes in a device where the outernost tunnel is up but one of
the inner tunnels is down.

4.3.6. Survey of Tunneling Techni ques

Tunnel i ng nechani sns provi de i sol ated conmuni cati on between two CE- PE
devices. Available tunneling nechanisns include (but are not linited
to): GRE [ RFC2784] [RFC2890], IP-in-1P encapsul ation [ RFC2003]

[ RFC2473], |Psec [RFC2401] [RFC2402], and MPLS [ RFC3031] [ RFC3035].

Note that the follow ng subsecti ons address tunnel overhead to
clarify the risk of fragnentation. Sone SP networks contain | ayer 2
switches that enforce the standard/default MU of 1500 bytes. In
this case, any encapsul ati on what soever creates a significant risk of
fragmentation. However, layer 2 switch vendors are in general aware
of I P tunneling as well as stacked VLAN overhead, thus many swi tches
practically allow an MIU of approximately 1512 bytes now. In this
case, up to 12 bytes of encapsul ation can be used before there is any
risk of fragnentation. Furthernore, to inprove TCP and NFS
performance, switches that support 9K bytes "junmbo franes" are al so
on the market. In this case, there is no risk of fragnentation

4.3.6.1. GRE [RFC2784] [RFC2890]

CGeneric Routing Encapsul ation (GRE) specifies a protocol for
encapsul ating an arbitrary payl oad protocol over an arbitrary
delivery protocol [RFC2784]. In particular, it can be used where
both the payl oad and the delivery protocol are IP as is the case in
layer 3 VPNs. A GRE tunnel is a tunnel whose packets are

encapsul ated by CGRE

o Ml tiplexing
The GRE specification [RFC2784] does not explicitly support

mul tiplexing. But the key field extension to GRE is specified in
[ RFC2890] and it may be used as a nultiplexing field.
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0 QS/SLA

CRE itself does not have intrinsic QoS/ SLA capabilities, but it

i nherits whatever capabilities exist in the delivery protocol (IP)
Addi tional nechani sns, such as Diffserv or RSVP extensions

[ RFC2746], can be applied.

0 Tunnel setup and nai nt enance

There is no standard signaling protocol for setting up and
mai nt ai ni ng GRE tunnel s.

0 Large MIUs and ninim zation of tunnel overhead

When GRE encapsul ation is used, the resulting packet consists of a
delivery protocol header, followed by a GRE header, followed by the
payl oad packet. \When the delivery protocol is IPv4, and if the key
field is not present, GRE encapsul ati on adds at |east 28 bytes of
overhead (36 bytes if key field extension is used.)

0 Security

CGRE encapsul ati on does not provide any significant security. The
optional key field can be used as a clear text password to aid in
the detection of msconfigurations, but it does not provide
integrity or authentication. An SP network which supports VPNs
nmust do extensive |P address filtering at its borders to prevent
spoof ed packets from penetrating the VPNs. |If rulti-provider VPNs
are being supported, it may be difficult to set up these filters.

4.3.6.2. |P-in-1P Encapsul ati on [ RFC2003] [ RFC2473]

I P-in-1P specifies the format and procedures for IP-in-IP

encapsul ation. This allows an | P datagramto be encapsul ated wthin
another | P datagram That is, the resulting packet consists of an
outer | P header, followed i mediately by the payl oad packet. There
is no internediate header as in GRE. [RFC2003] and [ RFC2473] specify
I Pv4 and | Pv6 encapsul ati ons respectively. Once the encapsul ated
datagram arrives at the intermedi ate destination (as specified in the
outer I P header), it is decapsulated, yielding the original IP

dat agram which is then delivered to the destination indicated by the
original destination address field.
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o Multiplexing

The IP-in-1P specifications don't explicitly support nultiplexing.
But if a different I P address is used for every VPN then the IP
address field can be used for this purpose. (See section 4.3.2 for
detail).

0 QS/SLA

IP-in-1P itself does not have intrinsic QS/ SLA capabilities, but
of course it inherits whatever capabilities exist for IP

Addi tional nechani sns, such as RSVP extensions [ RFC2764] or

D ffServ extensions [ RFC2983], nay be used with it.

0 Tunnel setup and nai nt enance
There is no standard setup and mai nt enance protocol for IP-in-1P
0 Large MIUs and ninim zation of tunnel overhead

Wien the delivery protocol is IPv4, IP-in-1P adds at |east 20 bytes
of over head.

0 Security

| P-in-1P encapsul ati on does not provide any significant security.
An SP network which supports VPNs nust do extensive |P address
filtering at its borders to prevent spoofed packets from
penetrating the VPNs. If multi-provider VPNs are being supported,
it my be difficult to set up these filters.

4.3.6.3. |Psec [RFC2401] [RFC2402] [RFC2406] [RFC2409]

I P Security (I Psec) provides security services at the IP |ayer

[ RFC2401]. It conprises authentication header (AH) protoco

[ RFC2402], encapsul ating security payl oad (ESP) protocol [RFC2406],
and I nternet key exchange (I KE) protocol [RFC2409]. AH protocol
provides data integrity, data origin authentication, and an
anti-replay service. ESP protocol provides data confidentiality and
limted traffic flow confidentiality. 1t may also provide data
integrity, data origin authentication, and an anti-replay service.
AH and ESP nay be used in conbination.

| Psec may be enployed in either transport or tunnel node. In
transport node, either an AH or ESP header is inserted i mediately
after the payl oad packet’s I P header. |In tunnel node, an |IP packet

is encapsulated with an outer |IP packet header. Either an AH or ESP
header is inserted between them AH and ESP establish a
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uni di rectional secure conmmunication path between two endpoints, which
is called a security association. In tunnel node, PE-PE tunnel (or a
CE- CE tunnel) consists of a pair of unidirectional security

associ ations. The IPsec and | KE protocols are used for setting up

| Psec tunnels.

o Multiplexing

The SPI field of AH and ESP is used to multiplex security
associ ations (or tunnels) between two peer devices.

0 QoS/ SLA
| Psec itself does not have intrinsic QoS/ SLA capabilities, but it
i nherits whatever mechani sms exist for IP. Oher nechani sns such
as "RSVP Extensions for |Psec Data Fl ows" [RFC2207] or DiffServ
ext ensi ons [ RFC2983] may be used with it.

0 Tunnel setup and nai ntenance

The | Psec and | KE protocols are used for the setup and mnai ntenance
of tunnels.

0 Large MIUs and ninim zation of tunnel overhead

| Psec transport node adds at |east 8 bytes of overhead. |Psec
tunnel node adds at |east 28 bytes of overhead. |Psec transport
node adds nini mal overhead. |In PE-based PPVPNs, the processing

overhead of IPsec (due to its cryptography) may limt the PE s
performance, especially if privacy is being provided; this is not
generally an issue in CE-based PPVPNs.

0 Security

When | Psec tunneling is used in conjunction with | Psec’s
cryptographic capabilities, excellent authentication and integrity
functions can be provided. Privacy can also be optionally

provi ded.

4.3.6.4. MPLS [RFC3031] [RFC3032] [RFC3035]

Mul ti protocol Label Switching (MPLS) is a nethod for forwarding
packets through a network. Routers at the edge of a network apply
sinple labels to packets. A label may be inserted between the data
link and network headers, or may be carried in the data |ink header
(e.g., the VPI/VCl field in an ATM header). Routers in the network
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swi tch packets according to the labels, with mnimal |ookup overhead.
A path, or a tunnel in the PPVPN, is called a "label swtched path
(LSP)".

o Multiplexing
LSPs may be multiplexed within other LSPs.
0 S/ SLA

MPLS does not have intrinsic QS or SLA managenent mnechani sns, but
bandwi dth nay be allocated to LSPs, and their routing may be
explicitly controlled. Additional techniques such as DiffServ and
DiffServ aware traffic engineering may be used with it [ RFC3270]

[ MPLS-DI FF-TE]. QoS capabilities fromIP may be inherited.

0 Tunnel setup and nai nt enance

LSPs are set up and nmintained by LDP (Label Distribution
Protocol ), RSVP (Resource Reservation Protocol) [RFC3209], or BGP

0 Large MIUs and minim zation of tunnel overhead.

MPLS encapsul ati on adds four bytes per |abel. VPN 2547BIS' s
[ VPN-2547BI S] approach uses at |east two | abels for encapsul ation
and adds m ni mal over head.

0 Encapsul ati on

MPLS packets nmay optionally be encapsulated in IP or GRE, for cases
where it is desirable to carry MPLS packets over an | P-only
i nfrastructure

0 Security

MPLS encapsul ati on does not provide any significant security. An
SP which is providing VPN service can refuse to accept MPLS packets
fromoutside its borders. This provides the sane | evel of
assurance as woul d be obtained via I P address filtering when

| P-based encapsul ations are used. If a VPNis jointly provided by
multiple SPs, care should be taken to ensure that a | abel ed packet
is accepted froma neighboring router in another SP only if its top
| abel is one which was actually distributed to that router
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4.4,

Cal

0 Applicability

MPLS is the only one of the encapsul ation techniques that cannot be
guaranteed to run over any |IP network. Hence it would not be
appl i cabl e when transparency to the Internet is a requirenent.

If the VPN backbone consists of several cooperating SP networks
whi ch support MPLS, then the adjacent networks may support MPLS at
their interconnects. |If two cooperating SP networks which support
MPLS are separated by a third which does not support MPLS, then
MPLS-in-1P or MPLS-in-1Psec tunneling nmay be done between them

PE-PE Distribution of VPN Routing Infornation

In layer 3 PE-based VPNs, PE devices exanine the |IP headers of
packets they receive fromthe customer networks. Forwarding is based
on routing information received fromthe custoner network. This
inmplies that the PE devices need to participate in sone nmanner in
routing for the customer network. Section 3.3 discussed how routing
woul d be done in the custonmer network, including the customer
interface. In this section, we discuss ways in which the routing
information froma particular VPN may be passed, over the shared VPN
backbone, anong the set of PEs attaching to that VPN

The PEs needs to distribute two types of routing information to each
other: (i) Public Routing: routing information which specifies howto
reach addresses on the VPN backbone (i.e., "public addresses"); cal
this "public routing information" (ii) VPN Routing: routing

i nformati on obtained fromthe CEs, which specifies howto reach
addresses ("private addresses") that are in the VPNs.

The way in which routing information in the first category is
distributed is outside the scope of this document; we discuss only
the distribution of routing information in the second category. O
course, one of the requirements for distributing VPN routing
information is that it be kept separate and distinct fromthe public
information. Another requirenment is that the distribution of VPN
routing information not destabilize or otherwise interfere with the
di stribution of public routing information

Simlarly, distribution of VPN routing information associated wth
one VPN shoul d not destabilize or otherwise interfere with the
operation of other VPNs. These requirenents are, for exanple,
relevant in the case that a private network night be suffering from
instability or other problens with its internal routing, which m ght
be propagated to the VPN used to support that private network
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Note that this issue does not arise in CE-based VPNs, as in CE-based
VPNs, the PE devices do not see packets fromthe VPN until after the
packets haven been encapsul ated in an outer header that has only
publ i c addresses.

4.4,1. Options for VPN Routing in the SP

The followi ng technol ogi es can be used for exchangi ng VPN routing
i nformati on discussed in sections 3.3.1.3 and 4. 1.

o Static routing
0o RIP [ RFC2453]
o OSPF [ RFC2328]
0o BGP-4 [RFC1771]
4.4.2. VPN Forwarding | nstances (VFIs)

In layer 3 PE-based VPNs, the PE devices receive unencapsul ated IP
packets fromthe CE devices, and the PE devices use the IP
destination addresses in these packets to help nmake their forwarding
decisions. In order to do this properly, the PE devices nust obtain
routing informati on fromthe customer networks. This inplies that
the PE device participates in sone manner in the custonmer network’s
routing.

In ayer 3 PE-based VPNs, a single PE device connected to several CE
devices that are in the sane VPN, and it nay al so be connected to CE
devices of different VPNs. The route which the PE chooses for a
given I P destination address in a given packet wll depend on the VPN
fromwhi ch the packet was received. A PE device nust therefore have
a separate forwarding table for each VPN to which it is attached. W
refer to these forwardi ng tables as "VPN Forwardi ng | nstances”

(VFIs), as defined in section 2.1.

A VFI contains routes to locally attached VPN sites, as well as
routes to renote VPN sites. Section 4.4 discusses the way in which
routes to renote sites are obtained.

Routes to local sites nmay be obtained in several ways. One way is to
explicitly configure static routes into the VFI. This can be usefu
in sinple deploynments, but it requires that one or nore devices in
the custoner’s network be configured with static routes (perhaps just
a default route), so that traffic will be directed fromthe site to
the PE device
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Another way is to have the PE device be a routing peer of the CE
device, in a routing algorithmsuch as RIP, OSPF, or BGP. Depending
on the deployment scenario, the PE night need to advertise a |arge
nunber of routes to each CE (e.g., all the routes which the PE
obtained fromrenote sites in the CEs VPN, or it might just need to
advertise a single default route to the CE

A PE device uses sone resources in proportion to the nunber of VFIs
that it has, particularly if a distinct dynanic routing protoco

i nstance is associated with each VFI. A PE device al so uses sone
resources in proportion to the total nunmber of routes it supports,
where the total nunber of routes includes all the routes in all its
VFls, and all the public routes. These scaling factors will limt
t he nunber of VPNs which a single PE device can support.

When dynanmic routing is used between a PE and a CE, it is not
necessarily the case that each VFI is associated with a single
routing protocol instance. A single routing protocol instance nay
provide routing information for multiple VFls, and/or nultiple
routing protocol instances might provide information for a single
VFI. See sections 4.4.3, 4.4.4, 3.3.1, and 3.3.1.3 for details.

There are several options for how VPN routes are carried between the
PEs, as discussed bel ow

4.4.3. Per-VPN Routing

One option is to operate separate instances of routing protocols
bet ween the PEs, one instance for each VPN. Wen this is done,
routing protocol packets for each custonmer network need to be
tunnel ed between PEs. This uses the sane tunneling nethod, and
optionally the same tunnels, as is used for transporting VPN user
data traffic between PEs.

Wth per-VPN routing, a distinct routing instance corresponding to
each VPN exists within the correspondi ng PE device. VPN-specific
tunnel s are set up between PE devices (using the control nechanisns
that were discussed in sections 3 and 4). Logically these tunnels
are between the VFIs which are within the PE devices. The tunnels
then used as if they were nornal |inks between nornmal routers.
Routing protocols for each VPN operate between VFIs and the routers
wi thin the custoner network

Thi s approach establishes, for each VPN, a distinct "control plane"

operating across the VPN backbone. There is no sharing of contro
pl ane by any two VPNs, nor is there any sharing of control plane by
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the VPN routing and the public routing. Wth this approach each PE
device can logically be thought of as consisting of multiple
i ndependent routers.

The multiple routing instances within the PE device may be separate
processes, or may be in the sane process with different data
structures. Simlarly, there nay be mechanisnms internal to the PE
devices to partition nenory and ot her resources between routing

i nstances. The mechani sns for inplenenting nultiple routing
instances within a single physical PE are outside of the scope of
this framework docunent, and are al so outside of the scope of other
st andards docunents.

Thi s approach tends to minimze the explicit interactions between
different VPNs, as well as between VPN routing and public routing.
However, as long as the independent |ogical routers share the sane
hardware, there is some sharing of resources, and interactions are
still possible. Also, each independent control plane has its
associ ated overheads, and this can raise issues of scale. For
exanpl e, the PE device nmust run a potentially |arge nunber of

i ndependent routing "decision processes,"” and nust also maintain a
potentially very |arge nunber of routing adjacencies.

4.4.4. Aggregated Routing Mdel

Anot her option is to use one single instance of a routing protoco
for carrying VPN routing information between the PEs. In this
met hod, the routing information for nultiple different VPNs is
aggregated into a single routing protocol.

Thi s approach greatly reduces the nunmber of routing adjacenci es which
the PEs nmust nmmintain, since there is no |onger any need to maintain
nore than one such adjacency between a given pair of PEs. |If the
single routing protocol supports a hierarchical route distribution
mechani sm (such as BGP's "route reflectors”), the PE-PE adjacencies
can be conpletely elimnated, and the nunber of backbone adjacencies
can be nade into a snall constant which is independent of the nunber
of PE devices. This inproves the scaling properties.

Additional routing instances may still be needed to support the
exchange of routing information between the PE and its locally
attached CEs. These can be elinmnated, with a consequent further

i mprovenent in scalability, by using static routing on the PE-CE

i nterfaces, or possibly by having the PE-CE routing interaction use
the same protocol instance that is used to distribute VPN routes
across the VPN backbone (see section 4.4.4.2 for a way to do this).
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Wth this approach, the nunmber of routing protocol instances in a PE
devi ce does not depend on the nunber of CEs supported by the PE
device, if the routing between PE and CE devices is static or BGP-4.
However, CE and PE devices in a VPN exchange route information inside
a VPN using a routing protocol except for BGP-4, the nunber of
routing protocol entities in a PE device depends on the nunber of CEs
supported by the PE devi ce.

In principle it is possible for routing to be aggregated using either
BGP or on an | GP.

4.4.4.1. Aggregated Routing with OSPF or IS-IS

When supporting VPNs, it is likely that there can be a | arge nunber
of VPNs supported within any given SP network. |In general only a
smal | nunber of PE devices will be interested in the operation of any
one VPN. Thus while the total anount of routing information rel ated
to the various custoner networks will be very large, any one PE needs
to know about only a small nunber of such networks.

Generally SP networks use OSPF or IS-IS for interior routing within
the SP network. There are very good reasons for this choice, which
are outside of the scope of this docunent.

Both OSPF and I1S-1S are link state routing protocols. In link state
routing, routing information is distributed via a flooding protocol
The set of routing peers is in general not fully nmeshed, but there is
a path fromany router in the set to any other. Flooding ensures
that routing information fromany one router reaches all the others.
This requires all routers in the set to naintain the sane routing
information. One couldn’'t withhold any routing information froma
particul ar peer unless it is known that none of the peers further
downstreamwi Il need that information, and in general this cannot be
known.

As a result, if one tried to do aggregated routing by using OSPF,
with all the PEs in the set of routing peers, all the PEs would end
up with the exact sane routing infornation; there is no way to
constrain the distribution of routing information to a subset of the
PEs. G ven the potential nagnitude of the total routing information
required for supporting a | arge nunmber of VPNs, this would have
unfortunate scaling inplications.

In sone cases VPNs may span multiple areas within a provider, or span
mul tiple providers. |If VPN routing information were aggregated into
the 1GP used within the provider, then sonme nmethod woul d need to be
used to extend the reach of IGP routing information between areas and
bet ween SPs.
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4.4.4.2. Aggregated Routing with BGP

In order to use BGP for aggregated routing, the VPN routing

i nformati on nust be clearly distinguished fromthe public |Internet
routing information. This is typically done by maki ng use of BGP s
capability of handling nmultiple address fanmilies, and treating the
VPN routes as being in a different address fanmly than the public
Internet routes. Typically a VPN route also carries attributes which
depend on the particular VPN or VPNs to which that route bel ongs.

When BGP is used for carrying VPN information, the total anount of
information carried in BGP (including the Internet routes and VPN
routes) may be quite large. As noted above, there may be a large
nunber of VPNs which are supported by any particular provider, and
the total anbunt of routing information associated with all VPNs may
be quite large. However, any one PE will in general only need to be
aware of a small nunber of VPNs. This inplies that where VPN routing
information is aggregated into BGP, it is desirable to be able to
l[imt which VPN information is distributed to which PEs.

In "Interior BG” (IBGP), routing information is not flooded; it is
sent directly, over a TCP connection, to the peer routers (or to a
route reflector). These peer routers (unless they are route
reflectors) are then not even allowed to redistribute the information
to each other. BGP also has a conprehensive set of nmechanisns for
constraining the routing informati on that any one peer sends to

anot her, based on policies established by the network adm nistration.
Thus | BGP satisfies one of the requirenments for aggregated routing
within a single SP network - it makes it possible to ensure that
routing information relevant to a particular VPN is processed only by
the PE devices that attach to that VPN. Al that is necessary is
that each VPN route be distributed with one or nore attributes which
identify the distribution policies. Then distribution can be
constrained by filtering against these attributes.

In "Exterior BG" (EBGP), routing peers do redistribute routing
information to each other. However, it is very common to constrain
the distribution of particular items of routing information so that
they only go to those exterior peers who have a "need to know, "

al t hough this does require a priori know edge of which paths may
validly lead to which addresses. In the case of VPN routing, if a
VPN i s provided by a small set of cooperating SPs, such constraints
can be applied to ensure that the routing information relevant to
that VPN does not get distributed anywhere it doesn’'t need to be. To
the extent that a particular VPN is supported by a small nunber of
cooperating SPs with private peering arrangenents, this is
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particularly straightforward, as the set of EBGP nei ghbors which need
to know the routing information froma particular VPN is easier to
det er mi ne.

BGP al so has nechani sns (such as "Qutbound Route Filtering," ORF)

whi ch enabl e the proper set of VPN routing distribution constraints
to be dynamically distributed. This reduces the managenent burden of
setting up the constraints, and hence inproves scalability.

Wthin a single routing domain (in the layer 3 VPN context, this
typically means within a single SPs network), it is comon to have
the IBGP routers peer directly with one or two route reflectors,

rat her than having them peer directly with each other. This greatly
reduces the nunber of |BGP adjacenci es which any one router nust
support. Further, a route reflector does not nerely redistribute
routing information, it "digests" the information first, by running
its own decision processes. Only routes which survive the decision
process are redistributed.

As a result, when route reflectors are used, the amount of routing

i nformati on carried around the network, and in particular, the amunt
of routing information which any given router nust receive and
process, is greatly reduced. This greatly increases the scalability
of the routing distribution system

It has already been stated that a given PE has VPN routing
information only for those PEs to which it is directly attached. It
is simlarly inportant, for scalability, to ensure that no single
route reflector should have to have all the routing information for
all VPNs. It is after all possible for the total nunber of VPN
routes (across all VPNs supported by an SP) to exceed the nunber

whi ch can be supported by a single route reflector. Therefore, the
VPN routes may thensel ves be partitioned, with sone route reflectors
carrying one subset of the VPN routes and other route reflectors
carrying a different subset. The route reflectors which carry the
public Internet routes can also be conpletely separate fromthe route
reflectors that carry the VPN routes.

The use of outbound route filters allows any one PE and any one route
reflector to exchange information about only those VPNs which the PE
and route reflector are both interested in. This in turn ensures
that each PE and each route reflector receives routing information
only about the VPNs which it is directly supporting. Large SPs which
support a |l arge nunber of VPNs therefore can partition the

i nformati on which is required for support of those VPNs.
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Cenerally a PE device will be restricted in the total nunber of
routes it can support, whether those are public Internet routes or
VPN routes. As a result, a PE device may be able to be attached to a
| arger number of VPNs if it does not al so need to support |nternet
routes.

The way in which VPN routes are partitioned anong PEs and/or route
reflectors is a deploynment issue. Wth suitable depl oynent
procedures, the linted capacity of these devices will not limt the
nunber of VPNs that can be supported.

Simlarly, whether a given PE and/or route reflector contains
Internet routes as well as VPN routes is a deploynent issue. |If the
customer networks served by a particular PE do not need the |nternet
access, then that PE does not need to be aware of the Internet
routes. |If some or all of the VPNs served by a particul ar PE do need
the Internet access, but the PE does not contain Internet routes,
then the PE can maintain a default route that routes all the Internet
traffic fromthat PE to a different router within the SP network,
where that other router holds the full the Internet routing table.
Wth this approach the PE device needs only a single default route
for all the Internet routes.

For the reasons given above, the BGP protocol seens to be a
reasonabl e protocol to use for distributing VPN routing information.
Addi tional reasons for the use of BGP are:

0 BGP has been proven to be useful for distributing very |arge
anounts of routing information; there isn’t any routing
di stribution protocol which is known to scale any better

0 The same BGP instance that is used for PE-PE distribution of VPN
routes can be used for PE-CE route distribution, if CE-PE routing
is static or BGP. PEs and CEs are really parts of distinct
Aut ononobus Systens, and BGP is particularly well-suited for
carrying routing information between Autononobus Systens.

On the other hand, BGP is also used for distributing public Internet
routes, and it is crucially inmportant that VPN route distributing not
conprom se the distribution of public Internet routes in any way.
This issue is discussed in the follow ng section
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4.4.5. Scalability and Stability of Routing with Layer 3 PE-based VPNs

For layer 3 PE-based VPNs, there are likely to be cases where a
service provider supports Internet access over the sane link that is
used for VPN service. Thus, a particular CEto PE link may carry
both private network I P packets (for transni ssion between sites of
the private network using VPN services) as well as public Internet
traffic (for transmission fromthe private site to the Internet, and
for transmission to the private site fromthe Internet). This
section |l ooks at the scalability and stability of routing in this

case. It is worth noting that this sort of issue nmay be applicable
where per-VPN routing is used, as well as where aggregated routing is
used.

For layer 3 PE-based VPNs, it is necessary for the PE devices to be
able to forward | P packets using the addresses spaces of the
supported private networks, as well as using the full Internet
address space. This inplies that PE devices might in sone cases
participate in routing for the private networks, as well as for the
public Internet.

In sone cases the routing demand on the PE might be | ow enough, and
the capabilities of the PE, m ght be great enough, that it is
reasonable for the PE to participate fully in routing for both
private networks and the public Internet. For exanple, the PE device
m ght participate in nornmal operation of BGP as part of the gl oba
Internet. The PE device nmight also operate routing protocols (or in
some cases use static routing) to exchange routes with CE devices.

For large installations, or where PE capabilities are nore linited,

it may be undesirable for the PE to fully participate in routing for
both VPNs as well as the public Internet. For exanple, suppose that
the total volume of routes and routing instances supported by one PE
across nmultiple VPNs is very large. Suppose furthernore that one or
nmore of the private networks suffers fromrouting instabilities, for
exanple resulting in a | arge nunber of routing updates being
transmitted to the PE device. |In this case it is inportant to
prevent such routing fromcausing any instability in the routing used
in the global Internet.

In these cases it may be necessary to partition routing, so that the
PE does not need to maintain as large a collection of routes, and so
that the PE is not able to adversely effect Internet routing. Also,
given that the total nunmber of route prefixes and the total nunber of
routing i nstances which the PE needs to naintain nmight be very |arge,
it my be desirable to limt the participation in Internet routing
for those PEs which are supporting a | arge nunber of VPNs or which
are supporting | arge VPNs.

Cal l on & Suzuki I nf or mat i onal [ Page 59]



RFC 4110 A Framewor k for L3 PPVPNs July 2005

Consi der a case where a PE is supporting a very |arge nunber of VPNs,
sone of which have a | arge nunmber of sites. To pick a VERY |arge
exanple, let’s suppose 1000 VPNs, with an average of 100 sites each
plus 10 prefixes per site on average. Consider that the PE al so
needs to be able to route traffic to the Internet in general. In
this exanple the PE nmight need to support approxinmtely 1,000, 000
prefixes for the VPNs, plus nore than 100,000 prefixes for the
Internet. |f augnented and aggregated routing is used, then this
inmplies a large nunber of routes which may be advertised in a single
routing protocol (nost likely BGP). |If the VR approach is used, then
there are al so 100, 000 nei ghbor adjacencies in the various per-VPN
routing protocol instances. |In sone cases this nunber of routing
prefixes and/or this nunber of adjacencies mght be difficult to
support in one device.

In this case, an alternate approach is to limt the PE s
participation in Internet routing to the absolute m ni num required:
Specifically the PE will need to know which Internet address prefixes
are reachable via directly attached CE devices. Al other Internet
routes may be sunmarized into a single default route pointing to one
or more P routers. 1In many cases the P routers to which the default
routes are directed may be the P routers to which the PE device is
directly attached (which are the ones which it needs to use for
forwardi ng nost Internet traffic). Thus if there are M CE devices
directly connected to the PE, and if these M CE devices are the next
hop for a total of N globally addressable Internet address prefixes,
then the PE device would maintain N+1 routes corresponding to

gl obally routable Internet addresses.

In this exanpl e, those PE devices which provide VPN service run
routing to conpute routes for the VPNs, but don't operate |nternet
routing, and instead use only a default route to route traffic to al

I nternet destinations (not counting the addresses which are reachabl e
via directly attached CE devices). The P routers need to naintain
Internet routes, and therefore take part in Internet routing
protocols. However, the P routers don’t know anythi ng about the VPN
routes.

In sone cases the maxi mum nunber of routes and/or routing instances
supportable via a single PE device may limt the nunber of VPNs which
can be supported by that PE. For exanple, in sone cases this mght
require that two different PE devices be used to support VPN services
for a set of multiple CEs, even if one PE m ght have had sufficient

t hroughput to handle the data traffic fromthe full set of CEs.
Simlarly, the anmount of resources which any one VPN is pernmitted to
use in a single PE might be restricted.
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There will be cases where it is not necessary to partition the
routing, since the PEs will be able to maintain all VPN routes and
all Internet routes without a problem However, it is inportant that
VPN approaches all ow partitioning to be used where needed in order to
prevent future scaling problenms. Again, naking the system scal abl e
is a matter of proper depl oynent.

It may be wondered whether it is ever desirable to have both Internet
routing and VPN routing running in a single PE device or route
reflector. In fact, if there is even a single systemrunning both
Internet routing and VPN routing, doesn’t that raise the possibility
that a disruption within the VPN routing systemw || cause a

di sruption within the Internet routing systenf

Certainly this possibility exists in theory. To mininize that
possibility, BGP inplenmentations which support nultiple address
famlies should be organized so as to mnim ze the degree to which
the processing and distribution of one address fanmly affects the
processing and distribution of another. This could be done, for
exanpl e, by suitable partitioning of resources. This partitioning
may be hel pful both to protect Internet routing from VPN routing, and
to protect well behaved VPN customers from "m s-behaving® VPNs. O
one could try to protect the Internet routing systemfromthe VPN
routing systemby giving preference to the Internet routing. Such

i mpl enentation issues are outside the scope of this docunent. |f one
has i nadequate confidence in an inplenentation, deploynent procedures
can be used, as expl ained above, to separate the Internet routing
fromthe VPN routing.

4.5, Quality of Service, SLAs, and |P Differentiated Services
The follow ng technol ogies for QS/ SLA may be applicable to PPVPNs.
4.5.1. IntServ/RSVP [ RFC2205] [RFC2208] [RFC2210] [RFC2211] [RFC2212]
Integrated services, or IntServ for short, is a nechanismfor
provi ding QoS/ SLA by adnission control. RSVP is used to reserve
network resources. The network needs to naintain a state for each
reservation. The nunber of states in the network increases in

proportion to the nunber of concurrent reservations.

In sone cases, IntServ on the edge of a network (e.g., over the
custoner interface) nay be mapped to DiffServ in the SP network.
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4.5.2. DiffServ [ RFC2474] [RFC2475]

IP differentiated service, or DiffServ for short, is a nechanismfor
providing QoS/SLA by differentiating traffic. Traffic entering a
network is classified into several behavior aggregates at the network
edge and each is assigned a corresponding DiffServ codepoint. Wthin
the network, traffic is treated according to its DiffServ codepoint.
Some behavi or aggregates have al ready been defined. Expedited
forwardi ng behavi or [ RFC3246] guarantees the QoS, whereas assured
forwardi ng behavi or [ RFC2597] differentiates traffic packet

pr ecedence val ues.

When DiffServ is used, network provisioning is done on a
per-traffic-class basis. This ensures a specific class of service
can be achieved for a class (assuning that the traffic load is
controlled). Al packets within a class are then treated equally
within an SP network. Policing is done at input to prevent any one
user from exceeding their allocation and therefore defeating the

provisioning for the class as a whole. |f a user exceeds their
traffic contract, then the excess packets nmay optionally be
di scarded, or nmay be marked as "over contract". Routers throughout

the network can then preferentially discard over contract packets in
response to congestion, in order to ensure that such packets do not
defeat the service guarantees intended for in contract traffic.

4.6. Concurrent Access to VPNs and the | nternet

In sone scenarios, custoners will need to concurrently have access to
their VPN network and to the public Internet.

Two potential problens are identified in this scenario: the use of
private addresses and the potential security threads.

0 The use of private addresses

The I P addresses used in the custoner’s sites will possibly bel ong
to a private routing realm and as such be unusable in the public

Internet. This neans that a network address translation function

(e.g., NAT) will need to be inplemented to allow VPN custoners to

access the Public Internet.

In the case of layer 3 PE-based VPNs, this translation function
will be inplenmented in the PE to which the CE device is connected
In the case of layer 3 provider-provisioned CE-based VPNs, this
translation function will be inplenented on the CE device itself.
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o Potential security threat

As portions of the traffic that flowto and fromthe public
Internet are not necessarily under the SP's nor the customer’s
control, sonme traffic analyzing function (e.g., a firewal
function) will be inplenented to control the traffic entering and
| eavi ng the VPN

In the case of layer 3 PE-based VPNs, this traffic analyzing
function will be inplenented in the PE device (or in the VFI
supporting a specific VPN), while in the case of |ayer 3 provider
provi si oned CE-based VPNs, this function will be inplenented in the
CE device

0o Handling of a customer |P packet destined for the Internet

In the case of |ayer 3 PE-based VPNs, an |P packet comng froma
custoner site will be handled in the corresponding VFI. |If the IP
destination address in the packet’'s | P header belongs to the
Internet, nultiple scenarios are possible, based on the adapted
policy. As a first possibility, when Internet access is not

al l oned, the packet will be dropped. As a second possibility, when
(controlled) Internet access is allowed, the I P packet will go
through the translation function and eventually through the traffic
anal yzing function before further processing in the PE s gl oba

I nternet forwarding table.

Note that different inplenmentation choices are possible. One can
choose to inplement the translation and/or the traffic anal yzing
function in every VFI (or CE device in the context of layer 3

provi der - provi si oned CE-based VPNs), or alternatively in a subset or
even in only one VPN network elenment. This would nean that the
traffic to/fromthe Internet fromto any VPN site needs to be routed
through that single network element (this is what happens in a hub
and spoke topol ogy for exanple).

4.7. Network and Custoner Managenent of VPNs

4.7.1. Network and Custoner Managenent
Net wor k and custoner nanagenment systens responsible for managi ng VPN
net wor ks have several chall enges depending on the type of VPN network
or networks they are required to nmanage.
For any type of provider-provisioned VPN it is useful to have one
pl ace where the VPN can be viewed and optionally nanaged as a whol e.

The NVS may therefore be a place where the collective instances of a
VPN are brought together into a cohesive picture to forma VPN. To
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be nore precise, the instances of a VPN on their own do not formthe
VPN; rather, the collection of disparate VPN sites together forns the
VPN. This is inportant because VPNs are typically configured at the
edges of the network (i.e., PES) either through nanual configuration
or auto-configuration. This results in no state information being
kept in within the "core" of the network. Sonetines little or no

i nformati on about other PEs is configured at any particul ar PE

Support of any one VPN may span a w de range of network equipnent,
potentially including equiprment frommultiple inplenmentors. Allow ng
a unified network managenent view of the VPN therefore is sinplified
t hrough use of standard nanagenent interfaces and nodels. This wll
al so facilitate custoner self-nanaged (nonitored) network devices or
syst emns.

In cases where significant configuration is required whenever a new
service is provisioned, it is inmportant for scalability reasons that
the NVB provide a largely automated nechanismfor this operation
Manual configuration of VPN services (i.e., new sites, or
re-provisioning existing ones), could lead to scalability issues, and
shoul d be avoided. It is thus inportant for network operators to
mai ntain visibility of the conplete picture of the VPN through the
NMS system This nust be achieved using standard protocols such as
SNWP, XM., or LDAP. Use of proprietary comand-line interfaces has
the di sadvantage that proprietary interfaces do not |end thensel ves
to standard representati ons of nmanaged objects.

To achieve the goals outlined above for network and customer
managenent, device inplenentors should enpl oy standard nmanagenent
interfaces to expose the information required to nanage VPNs. To
this end, devices should utilize standards-based nechani sns such as
SNMP, XM., or LDAP to achieve this goal

4.7.2. Segregated Access of VPN I nformation

Segregat ed access of VPNs infornmation is inportant in that custoners
sometines require access to information in several ways. First, it
is inportant for sonme customers (or operators) to access PEs, CEs or
P devices within the context of a particular VPN on a per-VPN basis
in order to access statistics, configuration or status information
This can either be under the guise of general managenent,
operator-initiated provisioning, or SLA verification (SP, custoner or
operator).
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Wiere users outside of the SP have access to information fromPE or P
devi ces, nmanaged objects within the nmanaged devi ces nust be

accessi ble on a per-VPN basis in order to provide the customer, the
SP or the third party SLA verification agent with a high degree of
security and conveni ence.

Security may require authentication or encryption of network
managenent conmands and information. Information hiding nay use
encryption or may isolate information through a nmechani smt hat
provi des per-VPN access. Authentication or encryption of both
requests and responses for nmanaged objects within a device may be
enpl oyed. Exanples of how this can be achieved include | Psec
tunnel s, SNMPv3 encryption for SNMP-based nanagenent, or encrypted
tel net sessions for CLI-based nanagenent.

In the case of information isolation, any one customer should only be
able to view information pertaining to its own VPN or VPNs.
Information isolation can al so be used to partition the space of
managed objects on a device in such a way as to nake it nore
convenient for the SP to nanage the device. In certain deploynents,
it is also inportant for the SP to have access to information
pertaining to all VPNs, thus it may be inportant for the SP to create
virtual VPNs within the nanagenent donmai n which overlap across

exi sting VPNs.

If the user is allowed to change the configuration of their VPN, then
in sone cases custoners may nake unantici pated changes or even

m st akes, thereby causing their VPN to mis-behave. This in turn may
require an audit trail to allow determ nati on of what went w ong and
some way to informthe carrier of the cause

The segregation and security access of information on a per-VPN basis
is also inmportant when the carrier of carrier’s paradigmis enpl oyed.
In this case it may be desirable for custoners (i.e., sub-carriers or
VPN whol esal ers) to nmanage and provi sion services within their VPNs
on their respective devices in order to reduce the nanagenent
overhead cost to the carrier of carrier’s SP. In this case, it is

i mportant to observe the guidelines detailed above with regard to

i nformati on hiding, isolation and encryption. It should be noted
that there may be many flavors of information hiding and isolation
enpl oyed by the carrier of carrier’s SP. |If the carrier of carriers
SP does not want to grant the sub-carrier open access to all of the
managed objects within their PEs or P routers, it is necessary for
devices to provide network operators with secure and scal abl e per- VPN
net wor k managenment access to their devices. For the reasons outlined
above, it therefore is desirable to provide standard nmechani sns for
achi eving these goal s.
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5. Interworking Interface

This section describes interworking between different |layer 3 VPN
approaches. This may occur either within a single SP network, or at
an interface between SP networKks.

5.1. Interworking Function

Figure 2.5 (see section 2.1.3) illustrates a case where one or nore
PE devices sits at the logical interface between two different |ayer
3 VPN approaches. Wth this approach the interworking function
occurs at a PE device which participates in two or nore |ayer 3 VPN
approaches. This nmight be physically located at the boundary between
service providers, or mght occur at the logical interface between

di fferent approaches within a service provider

Wth layer 3 VPNs, the PE devices are in general |ayer 3 routers, and
are able to forward | ayer 3 packets on behalf of one or nore private
networks. For exanple, it may be conmon for a PE device supporting
layer 3 VPNs to contain nultiple logical VFIs (sections 1, 2, 3.3.1,
4.4.2) each of which supports forwarding and routing for a private
net wor k.

The PE which inplenments an interworking function needs to participate
in the normal manner in the operation of nultiple approaches for
supporting layer 3 VPNs. This involves the functions di scussed

el sewhere in this docunent, such as VPN establishnment and

mai nt enance, VPN tunneling, routing for the VPNs, and QoS

mai nt enance.

VPN est abl i shnent and nai ntenance i nformation, as well as VPN routing
information will need to be passed between VPN approaches. This

nm ght invol ve passing of information between approaches as part of
the interworking function. Optionally this mght involve nanua
configuration so that, for exanple, all of the participants in the
VPN on one side of the interworking function considers the PE
performng the interworking function to be the point to use to
contact a |l arge nunber of systens (conprising all systems supported
by the VPN | ocated on the other side of the interworking function).

5.2. Interworking Interface
Figure 2.6 (see section 2.1.3) illustrates a case where interworking
is performed by use of tunnels between PE devices. 1In this case each

PE device participates in the operation of one |layer 3 VPN approach.
I nt erwor ki ng bet ween approaches makes use of per-VPN tunnels set up
between PE. Each PEs operates as if it is a normal PEs, and
consi ders each tunnel to be associated with a particular VPN
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Information can then be transnitted over the interworking interface
in the same manner that it is transmitted over a CE to PE interface.

In sone cases establishnment of the interworking interfaces may
requi re manual configuration, for exanple to allow each PE to

det erm ne which tunnels should be set up, and which private network
is associated with each tunnel

5.2.1. Tunnels at the Interworking Interface

In order to inplenment an interworking interface between two SP

net wor ks for supporting one or nore PPVPN spanni ng both SP networks,
a mechani sm for exchangi ng custoner data as well as associ ated
control data (e.g., routing data) should be provided.

Since PEs of SP networks to be interworked may only conmuni cate over
a network cloud, an appropriate tunnel established through the
network cloud will be used for exchangi ng data associated with the
PPVPN realized by interworked SP networKks.

In this way, each interworking tunnel is assigned to an associ ated

| ayer 3 PE-based VPN, in other words, a tunnel is termnated by a VFI
(associated with the PPVPN) in a PE device. This scenario results in
i mpl ementation of traffic isolation for PPVPNs supported by an
Interworking Interface and spanning nultiple SP networks (in each SP
network, there is no restriction in applied technol ogy for providing
PPVPN so that both sides may adopt different technologies). The way
of the assignment of each tunnel for a PE-based VPN is specific to

i npl enent ati on technol ogy used by the SP network that is
inter-connected to the tunnel at the PE device.

The identifier of layer 3 PE-based VPN at each end is neaningful only
in the context of the specific technology of an SP network and need
not be understood by another SP network interworking through the
tunnel

The follow ng tunneling nechani sns nay be used at the interworking
interface. Available tunneling nmechanisns include (but are not
limted to): GRE, IP-in-1P, IP over ATM IP over FR, |Psec, and MPLS
o CGRE

The tunnels at interworking interface may be provided by GRE
[ RFC2784] with key and sequence number extensions [ RFC2890].
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olP-in-IP

The tunnels at interworking interface may be provided by IP-in-I1P
[ RFC2003] [ RFC2473].

o | P over ATM AALS

The tunnels at interworking interface nmay be provided by I P over
ATM AAL5 [ RFC2684] [ RFC2685].

o|lP over FR

The tunnels at interworking interface may be provided by |IP over
FR.

o | Psec

The tunnels at interworking interface nmay be provided by | Psec
[ RFC2401] [RFC2402].

o MPLS

The tunnels at interworking interface may be provided by MPLS
[ RFC3031] [ RFC3035].

5.3. Support of Additional Services

Thi s subsection describes additional usages for supporting QS/ SLA,
customer visible routing, and custoner visible nmulticast routing, as
services of layer 3 PE-based VPNs spanning nultiple SP networks.

0 QS/SLA

QS/ SLA managenent nechanisns for GRE, IP-in-1P, |IPsec, and MPLS
tunnel s were discussed in sections 4.3.6 and 4.5. See these
sections for details. FR and ATM are capabl e of QoS guar ant ee.
Thus, QoS/ SLA nay al so be supported at the interworking interface.

0 Custoner visible routing

As described in section 3.3, custoner visible routing enables the
exchange of unicast routing information between custoner sites
using a routing protocol such as OSPF, 1S-1S, RIP, and BGP-4. (On
the interworking interface, routing packets, such as OSPF packets
are transmtted through a tunnel associated with a |ayer 3 PE-based
VPN in the same manner as that for user data packets within the
VPN.
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5. 4.

6.

Cal

0 Custoner visible nulticast routing

Customer visible multicast routing enables the exchange of

mul ticast routing informati on between customer sites using a
routing protocol such as DVMRP and PIM On the interworking
interface, nulticast routing packets are transnmitted through a
tunnel associated with a |layer 3 PE-based VPN in the sane nanner as
that for user data packets within the VPN. This enables a

nmul ticast tree construction within the layer 3 PE-based VPN

Scal ability Di scussion

Thi s subsection discusses scalability aspect of the interworking
scenari o.

o Nunber of routing protocol instances

In the interworking scenario discussed in this section, the nunber
of routing protocol instances and that of |ayer 3 PE-based VPNs are
the sane. However, the nunber of |ayer 3 PE-based VPNs in a PE
device is linted due to resource anount and perfornmance of the PE
device. Furthernore, each tunnel is expected to require sone
bandwi dth, but total of the bandwidth is limted by the capacity of
a PE device; thus, the nunber of the tunnels is limted by the
capabilities of the PE. This limt is not a critical drawback

o Performance of packet transm ssion

The interworking scenario discussed in this section does not place
any additional burden on tunneling technol ogi es used at
interworking interface. Since performance of packet transm ssion
depends on a tunneling technology applied, it should be carefully
sel ected when provisioning interworking. For exanple, |Psec places
conmput ati onal requirenments for encryption/decryption

Security Considerations

Security is one of the key requirenents concerning VPNs. In network
environnents, the termsecurity currently covers many different
aspects of which the nost inportant froma networking perspective are
shortly discussed hereafter.

Not e that the Provider-Provisioned VPN requirenments docunent explains

the different security requirenents for Provider-Provisioned VPNs in
nore detail.
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6.1. System Security

Li ke in every network environnent, system security is the nost

i mportant security aspect that nust be enforced. Care nmust be taken
that no unaut horized party can gain access to the network el enents
that control the VPN functionality (e.g., PE and CE devices).

As the VPN custoners are maki ng use of the shared SP' s backbone, the
SP nmust ensure the systemsecurity of its network el enents and
nmanagenent systens.

6.2. Access Contro

Wien a network or parts of a network are private, one of the
requirenents is that access to that network (part) nust be restricted
to a limted nunber of well-defined customers. To acconplish this
requi renent, the responsible authority nust control every possible
access to the network.

In the context of PE-based VPNs, the access points to a VPN nust be
limted to the interfaces that are known by the SP

6.3. Endpoint Authentication

When one receives data froma certain entity, one would Iike to be
sure of the identity of the sending party. One would like to be sure
that the sending entity is indeed whom he or she clains to be, and
that the sending entity is authorized to reach a particul ar
destinati on.

In the context of |ayer 3 PE-based VPNs, both the data received by
the PEs fromthe custoner sites via the SP network and destined for a
custoner site should be authenticated.

Note that different nmethods for authentication exist. 1In certain
circunstances, identifying incom ng packets with specific custoner
interfaces nmight be sufficient. In other circunstances, (e.g., in

tenporary access (dial-in) scenarios), a prelimnary authentication
phase mi ght be requested. For exanple, when PPP is used. O
alternatively, an authentication process mght need to be present in
every data packet transmtted (e.g., in renote access via |Psec).

For layer 3 PE-based VPNs, VPN traffic is tunneled fromPE to PE and

the VPN tunnel endpoint will check the origin of the transntted
packet. Wen MPLS is used for VPN tunneling, the tunnel endpoint
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checks whether the correct |abels are used. When I Psec is used for
VPN tunneling, the tunnel endpoint can nmake use of the | Psec
aut henti cati on nmechani sns.

In the context of |ayer 3 provider-provisioned CE-based VPNs, the
endpoi nt authentication is enforced by the CE devices.

6.4. Data Integrity

When information is exchanged over a certain part of a network, one
would like to be sure that the information that is received by the
receiving party of the exchange is identical to the infornmation that
was sent by the sending party of the exchange.

In the context of |ayer 3 PE-based VPNs, the SP assures the data
integrity by ensuring the system security of every network el enent.
Alternatively, explicit nechani sns may be inplenented in the used
tunneling technique (e.g., |Psec).

In the context of layer 3 provider-provisioned CE-based VPNs, the
underlying network that will tunnel the encapsul ated packets w Il not
al ways be of a trusted nature, and the CE devices that are
responsible for the tunneling will also ensure the data integrity,
e.g., by nmaking use of the IPsec architecture.

6.5. Confidentiality

One would like that the information that is being sent fromone party
to another is not received and not readable by other parties. Wth
traffic flow confidentiality one would |ike that even the
characteristics of the information sent is hidden fromthird parties.
Data privacy is the confidentiality of the user data.

In the context of PPVPNs, confidentiality is often seen as the basic
service offered, as the functionalities of a private network are
of fered over a shared infrastructure.

In the context of |ayer 3 PE-based VPNs, as the SP network (and nore
preci sely the PE devices) participates in the routing and forwarding
of the custoner VPN data, it is the SP's responsibility to ensure
confidentiality. The technique used in PE-based VPN solutions is the
ensuring of PE to PE data separation. By inplenenting VFI's in the
PE devi ces and by tunneling VPN packets through the shared network

i nfrastructure between PE devices, the VPN data is always kept in a
separate context and thus separated fromthe other data.
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In sone situations, this data separation m ght not be sufficient.
Circunst ances where the VPN tunnel traverses other than only trusted
and SP controlled network parts require stronger confidentiality
nmeasures such as cryptographic data encryption. This is the case in
certain inter-SP VPN scenarios or when the considered SP is on itself
aclient of athird party network provider.

For layer 3 provider-provisioned CE-based VPNs, the SP network does
not bare responsibility for confidentiality assurance, as the SP just
offers I P connectivity. The confidentiality will then be enforced at
the CE and will lie in the tunneling (data separation) or in the
cryptographic encryption (e.g., using |IPsec) by the CE device.

Note that for very sensitive user data (e.g., used in banking
operations) the VPN custoner may not outsource his data privacy
enforcenment to a trusted SP. In those situations, PE-to-PE
confidentiality will not be sufficient and end-to-end cryptographic
encryption will be inplenented by the VPN custoner on its own private
equi pnent (e.g., using CE-based VPN technol ogi es or cryptographic
encryption over the provided VPN connectivity).

6. 6. User Data and Control Data

An inportant remark is the fact that both the user data and the VPN
control data nust be protected.

Previ ous subsections were focused on the protection of the user data,
but all the control data (e.g., used to set up the VPN tunnels, used
to configure the VFI's or the CE devices (in the context of |ayer 3
provi der - provi si oned CE-based VPNs)) will also be secured by the SP
to prevent deliberate nisconfiguration of provider-provisioned VPNs.

6.7. Security Considerations for Inter-SP VPNs
In certain scenarios, a single VPN will need to cross multiple SPs.
The fact that the edge-to-edge part of the data path does not fal
under the control of the sane entity can have security inplications,
for exanple with regards to endpoi nt authentication
Anot her point is that the SPs involved nust closely interact to avoid

conflicting configuration infornmation on VPN network el enents (such
as VFls, PEs, CE devices) connected to the different SPs.
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Appendi x A Optim zations for Tunnel Forwarding
A.1. Header Lookups in the VFIs

If layer 3 PE-based VPNs are inplenented in the nost straightforward
manner, then it nmay be necessary for PE devices to performnultiple
header | ookups in order to forward a single data packet. This
section discusses an exanple of how nmultiple | ookups m ght be needed
with the nost straightforward inplenmentation. Optinizations which
m ght optionally be used to reduce the nunber of |ookups are

di scussed in the foll owi ng sections.

As an exanple, in many cases a tunnel may be set up between VFIs
within PEs for support of a given VPN. Wen a packet arrives at the
egress PE, the PE may need to do a | ookup on the outer header to

det erm ne which VFI the packet belongs to. The PE nay then need to
do a second | ookup on the packet that was encapsul ated across the VPN
tunnel, using the forwarding table specific to that VPN, before
forwardi ng the packet.

For scaling reasons it may be desired in sonme cases to set up VPN
tunnels, and then multiplex multiple VPN-specific tunnels within the
VPN tunnel s.

This inplies that in the nost straightforward inplenmentation three
header | ookups ni ght be necessary in a single PE device: One | ookup
may identify that this is the end of the VPN tunnel (inplying the
need to strip off the associated header). A second | ookup may
identify that this is the end of the VPN-specific tunnel. This

| ookup will result in stripping off the second encapsul ati ng header
and will identify the VFI context for the final |ookup. The |ast

| ookup will nmake use of the | P address space associated with the VPN,
and will result in the packet being forwarded to the correct CE
within the correct VPN

A. 2. Penultimte Hop Popping for MPLS

Penul ti mate hop popping is an optinization which is described in the
MPLS architecture document [RFC3031].

Consi der the egress node of any MPLS LSP. The node | ooks at the

| abel , and di scovers that it is the last node. It then strips off
the | abel header, and | ooks at the next header in the packet (which
may be an | P header, or which may have another MPLS header in the
case that hierarchical nesting of LSPs is used). For the |last node
on the LSP, the outer MPLS header doesn’'t actually convey any usefu
i nformati on (except for one situation discussed bel ow).
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For this reason, the MPLS standards allow the egress node to request
that the penultinmate node strip the MPLS header. |If requested, this
implies that the penultinmate node does not have a valid | abel for the
LSP, and nust strip the MPLS header. |In this case, the egress node
recei ves the packet with the correspondi ng MPLS header al ready
stripped, and can forward the packet properly w thout needing to
strip the header for the LSP which ends at that egress node.

There is one case in which the MPLS header conveys usefu

information: This is in the case of a VPN-specific LSP term nating at
a PE device. |In this case, the value of the label tells the PE which
LSP the packet is arriving on, which in turn is used to determn ne
which VFI is used for the packet (i.e., which VPN-specific forwarding
table needs to be used to forward the packet).

However, consider the case where multiple VPN-specific LSPs are

mul ti pl exed i nside one PE-to-PE LSP. Also, let’s suppose that in
this case the egress PE has chosen all incomng |abels (for all LSPs)
to be unique in the context of that PE. This inplies that the | abe
associated with the PE-to-PE LSP is not needed by the egress node.
Rather, it can determ ne which VFI to use based on the VPN-specific
LSP. In this case, the egress PE can request that the penultimte
LSR perforns penultimte |abel popping for the PE-to-PE LSP. This

el i mi nates one header |ookup in the egress LSR

Note that penultimte node | abel popping is only applicable for VPN
standards which use nultiple levels of LSPs. Even in this case
penul ti mate node | abel popping is only done when the egress node
specifically requests it fromthe penulti mate node.

A. 3. Demultiplexing to Elininate the Tunnel Egress VFI Lookup

Consi der a VPN standard which nakes use of MPLS as the tunneling
mechani sm Any standard for encapsulating VPN traffic inside LSPs
needs to specify what degree of granularity is available in ternms of
the manner in which user data traffic is assigned to LSPs. [In other
words, for any given LSP, the ingress or egress PE device needs to
know whi ch LSPs need to be set up, and the ingress PE needs to know
whi ch set of VPN packets are allowed to be mapped to any particul ar
LSP.

Suppose that a VPN standard allows sone flexibility in terms of the
mappi ng of packets to LSPs, and suppose that the standard all ows the

egress node to deternmine the granularity. In this case the egress
node woul d need to have some way to indicate the granularity to the
i ngress node, so that the ingress node will know which packets can be

mapped to each LSP.
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In this case, the egress node night decide to have packets mapped to
LSPs in a manner which sinplifies the header |ookup function at the
egress node. For exanple, the egress node coul d determn ne which set
of packets it will forward to a particul ar nei ghbor CE device. The
egress node can then specify that the set of |IP packets which are to
use a particular LSP correspond to that specific set of packets. For
packets which arrive on the specified LSP, the egress node does not
need to do a header |ookup on the VPN s custoner address space: It
can just pop the MPLS header and forward the packet to the
appropriate CE device. |If all LSPs are set up accordingly, then the
egress node does not need to do any | ookup for VPN traffic which
arrives on LSPs fromother PEs (in other words, the PE device wll
not need to do a second lookup in its role as an egress node).

Note that PE devices will nost likely also be an ingress routers for

traffic going in the other direction. The PE device will need to do
an address | ookup in the custoner network’s address space in its role
as an ingress node. However, in this direction the PE still needs to

do only a single header | ookup

When used with MPLS tunnels, this optional optimzation reduces the
need for header |ookups, at the cost of possibly increasing the
nunber of | abel val ues which need to be assigned (since one |abe
woul d need to be assigned for each next-hop CE device, rather than
just one |abel for every VFI).

The same approach is al so possible when other encapsul ations are
used, such as GRE [ RFC2784] [RFC2890], IP-in-1P [RFC2003] [RFC2473],
or | Psec [ RFC2401] [RFC2402]. This requires that distinct values are
used for the nultiplexing field in the tunneling protocol. See
section 4.3.2 for detail.
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