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Abstract

Thi s docunent establishes term nol ogy to standardi ze the description
of benchmrar ki ng met hodol ogy for neasuring eBGP convergence in the
control plane of a single BGP device. Future docunents w |l address
i BGP convergence, the initiation of forwardi ng based on converged
control plane information and nultiple interacting BGP devices. This
termnology is applicable to both IPv4 and IPv6. Illustrative
exanpl es of each version are included where rel evant.
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1. Introduction

Thi s docunent defines term nology for use in characterizing the
convergence performance of BGP processes in routers or other devices
that instantiate BGP functionality. (See 'A Border Gateway Protoco
4 (BGP-4)' [RFC1771], referred to as RFC 1771 in the remai nder of the
docunent.) It is the first part of a two-docunent series, of which

t he subsequent docunent will contain the associated tests and

met hodol ogy. This terminology is applicable to both | Pv4 and | Pv6.
Illustrative exanpl es of each version are included where rel evant.
However, this docunment is primarily targeted for BGP-4 in | Pv4
networks. |1Pv6 will require the use of MP-BGP [ RFC2858], as
described in RFC 2545 [ RFC2545], but this docunment will not address
term nol ogy or issues specific to these extensions of BGP-4. Also
term nol ogy and issues specific to the extensions of BGP that support
VPNs as described in RFC 2547 [ RFC2547] are out of scope for this
docunent .
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The foll owi ng observations underlie the approach adopted in this
docunent, and in the conpani on docunent:

o The principal objective is to derive nethodol ogi es that
standardi ze conducting and reporting convergence-rel ated
neasurenents for BGP.

0o It is necessary to renove anbiguity frommany frequently used
terns that arise in the context of these measurenents.

0 As convergence characterization is a conplex process, it is
desirable to restrict the initial focus in this set of docunents
to specifying how to take basic control -plane neasurenents as a
first step in characterizing BGP convergence

For path-vector protocols, such as BGP, the primary initial focus
will therefore be on network and system control -pl ane [ RFC3654]
activity consisting of the arrival, processing, and propagation of
routing information.

We note that for testing purposes, all optional paranmeters SHOULD be
turned off. Al variable paranmeters SHOULD be at their default
setting unless the test specifies otherw se.

Subsequent docunments will explore the nore intricate aspects of
conver gence neasurenent, such as the inpacts of the presence of

Mul ti protocol Extensions for BGP-4, policy processing, sinmultaneous
traffic on the control and data paths within the Device Under Test
(DUT), and other realistic perfornmance nodifiers. Convergence of
Interior Gateway Protocols (IGPs) will also be considered in separate
docunent s.

1.1. COverview and Road Map
Characterizations of the BGP convergence performance of a device
nmust-take into account all distinct stages and aspects of BGP
functionality. This requires that the relevant terns and netrics be
as specifically defined as possible. Such definition is the goal of
thi s docunent.
The necessary definitions are classified into separate categories:
0 Conponents and characteristics of routing information
0 Routing data structures and route categories

0 Descriptions of the constituent elenents of a network or a router
that is undergoi ng convergence
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o Characterization of sets of update nessages, types of route-change
events, as well as sonme events specific to BGP operation

0o Descriptions of factors that inpact the performance of convergence
processes

1.2. Definition Format

The definition format is equivalent to that defined in ' Requirenents
for IP Version 4 Routers’ [RFC1812], and is repeated here for
conveni ence:

X.x Termto be defined (e.g., Latency).

Definition:
One or nore sentences fornming the body of the definition

Di scussi on
A brief discussion of the term its application, and any
restrictions that there night be on neasurenent procedures.

Measurenent units:

The units used to report measurenents of this term This item may
not be applicable (N A).

| ssues:
Li st of issues or conditions that could affect this term

See al so:

List of related terns that are relevant to the definition or
di scussion of this term

2. Conponents and Characteristics of Routing Information
2.1. (Network) Prefix

Definition:
"A network prefix is a contiguous set of bits at the nore
significant end of the address that collectively designates the
set of systenms within a network; host nunbers sel ect anpbng those
systens."” (This definition is taken directly fromsection 2.2.5. 2,
"Classless Inter Domain Routing (CIDR)", of RFC 1812.)

Di scussi on
In the CIDR context, the network prefix is the network conponent

of an IP address. In IPv4 systens, the network conmponent of a
compl ete address is known as the 'network part’, and the renaining
part of the address is known as the 'host part’. |In |Pv6 systens,

Berkowitz, et al. I nf or mat i onal [ Page 5]



RFC 4098 Term nol ogy for Benchmarki ng BGP June 2005

the network conponent of a conplete address is known as the
"subnet prefix’, and the renmining part is known as the "interface
identifier’.

Measurenment units: N A
| ssues:
See al so:
2.2. Network Prefix Length

Definition:
The network prefix length is the nunber of bits, out of the tota

constituting the address field, that define the network prefix
portion of the address.

Di scussi on
A conmmon alternative to using a bit-wise mask to conmunicate this
conmponent is the use of slash (/) notation. This binds the notion
of network prefix length in bits to an I P address. For exanpl e,
141.184.128.0/17 indicates that the network conponent of this |IPv4
address is 17 bits wide. Simlar notation is used for |Pv6
network prefixes; e.g., 2001:db8:719f::/48. Wen referring to
groups of addresses, the network prefix length is often used as a
means of describing groups of addresses as an equi val ence cl ass.
For exanple, ’'one hundred /16 addresses’ refers to 100 addresses
whose network prefix length is 16 bits.

Measurenment units:
Bits.

| ssues:

See al so:
Net wor k Prefi x.

2. 3. Rout e

Definition
In general, a 'route’ is the n-tuple <prefix, nexthop [, other
routing or non-routing protocol attributes]> A route is not
end-to-end, but is defined with respect to a specific next hop
that shoul d take packets on the next step toward their destination
as defined by the prefix. In this usage, a route is the basic
unit of information about a target destination distilled from
routing protocols.
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Di scussi on
This termrefers to the concept of a route conmon to all routing
protocols. Wth reference to the definition above, typical non-
routing-protocol attributes would be associated with diffserv or
traffic engi neering.

Measurenment units: N A

| ssues:
None.

See al so:
BGP Rout e.

2. 4. BGP Rout e

Definition:
A BGP route is an n-tuple <prefix, nexthop, ASpath [, other BGP
attributes]>

Di scussi on
BGP Attributes, such as Nexthop or AS path, are defined in RFC
1771, where they are known as Path Attributes, and they are the
qualifying data that define the route. From RFC 1771: "For
purposes of this protocol a route is defined as a unit of
information that pairs a destination with the attributes of a path
to that destination.”

Measurenent units: N A
| ssues:

See al so:
Route, Prefix, Adj-RIB-In, Network Level Reachability Information

(NLRI)
2.5. Network Level Reachability Information (NLRI)

Definition:
The NLRI consists of one or nore network prefixes with the sane
set of path attributes.

Di scussi on
Each prefix in the NLRI is conbined with the (comon) path
attributes to forma BGP route. The NLRI encapsul ates a set of
destinations to which packets can be routed (fromthis point in
the network) along a common route described by the path
attributes
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Measurenment units: N A
| ssues:

See al so:
Rout e Packi ng, Network Prefix, BGP Route, NLRI.

2.6. BGP UPDATE Message

Definition
An UPDATE nessage contains an advertisenent of a single NLR
field, possibly containing nultiple prefixes, and nultiple
wi t hdrawal s of unfeasible routes. See RFC 1771 for details.

Di scussi on
From RFC 1771: "A variable |l ength sequence of path attributes is
present in every UPDATE. Each path attribute is a triple
<attribute type, attribute length, attribute value> of variable
| ength. "

Measurement units: N A

See al so:
3. Routing Data Structures and Route Categories
3.1. Routing Information Base (Rl B)

The RIB collectively consists of a set of logically (not necessarily
physical l y) distinct databases, each of which is enunerated bel ow.
The RIB contains all destination prefixes to which the router may
forward, and one or nore currently reachabl e next hop addresses for
t hem

Routes included in this set potentially have been selected from
several sources of information, including hardware status, interior
routing protocols, and exterior routing protocols. RFC 1812 contains
a basic set of route selection criteria relevant in an all-source
context. Many inplenentations inpose additional criteria. A conmon
i npl enent ati on-specific criterion is the preference given to
different routing information sources.

3.1.1. Adj-RIB-In and Adj-Rl B-CQut
Definition:
Adj-RIB-In and Adj-RIB-Qut are "views" of routing information from

t he perspective of individual peer routers. The Adj-RIB-In
contains information advertised to the DUT by a specific peer
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The Adj-RIB-Qut contains the information the DUT will advertise to
the peer. See RFC 1771.

D scussi on
| ssues:

Measurenment units:
Nunmber of route instances.

See al so:
Rout e, BGP Route, Route |Instance, Loc-R B, FIB

3.1. 2. Loc-RI B

Definition:
The Loc-RIB contains the set of best routes selected fromthe
various Adj-RIBs, after applying local policies and the BGP route
sel ection al gorithm

Di scussi on
The separation inplied anong the various RIBs is logical. It does
not necessarily follow that these RIBs are distinct and separate
entities in any given inplenentation. Types of routes that need
to be considered include internal BGP, external BGP, interface
static, and | GP routes.

| ssues:

Measurenment units:
Nunmber of routes.

See al so:
Rout e, BGP Route, Route Instance, Adj-RIB-In, Adj-R B-CQut, FIB.

3.2. Prefix Filtering

Definition:
Prefix Filtering is a technique for eliminating routes from
consi deration as candidates for entry into a RIB by matching the
network prefix in a BGP Route against a |list of network prefixes.

Di scussi on
A BGP Route is elinmnated if, for any filter prefix fromthe list,
the Route prefix length is equal to or longer than the filter
prefix length and the nost significant bits of the two prefixes
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mat ch over the length of the filter prefix. See 'Cooperative
Route Filtering Capability for BGP-4" [BGP-4] for exanples of
usage.

Measurement units:
Nunmber of filter prefixes; |engths of prefixes.

| ssues:

See al so:
BGP Route, Network Prefix, Network Prefix Length, Routing Policy,
Routing Policy Information Base.

3.3. Routing Policy

Definition:
Routing Policy is "the ability to define conditions for accepting,
rejecting, and nodifying routes received in advertisenents"”
[ GLSSRY] .

Di scussi on

RFC 1771 further constrains policy to be within the hop-by-hop
routing paradigm Policy is inplenmented using filters and
associ ated policy actions such as Prefix Filtering. WMany ASes
formul ate and docunent their policies using the Routing Policy
Speci ficati on Language (RPSL) [ RFC2622] and then autonmatically
generate configurations for the BGP processes in their routers
fromthe RPSL specifications.

Measurenment units:
Nunmber of policies; length of policies.

| ssues:

See al so:
Routing Policy Information Base, Prefix Filtering.

3.4. Routing Policy Information Base

Definition:
A routing policy information base is the set of incomng and
out goi ng policies.

Di scussi on
Al'l references to the phase of the BGP sel ection process bel ow are
made with respect to RFC 1771 definition of these phases.
Incomng policies are applied in Phase 1 of the BGP sel ection
process to the Adj-RIB-1n routes to set the netric for the Phase 2
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deci sion process. Qutgoing Policies are applied in Phase 3 of the
BGP process to the Adj-RIB-Qut routes preceding route (prefix and
path attribute tuple) announcenents to a specific peer. Policies
in the Policy Informati on Base have matching and action
conditions. Common information to match includes route prefixes,
AS paths, conmmunities, etc. The action on natch nmay be to drop
the update and not to pass it to the Loc-RIB, or to nodify the
update in sone way, such as changing | ocal preference (on input)
or MED (on output), adding or deleting conmunities, prepending the
current ASin the AS path, etc. The anpbunt of policy processing
(both in terns of route maps and filter/access lists) will inpact
the convergence tinme and properties of the distributed BGP
algorithm The anount of policy processing may vary froma sinple
policy that accepts all routes and sends them according to a
conmplex policy with a substantial fraction of the prefixes being
filtered by filter/access lists.

Measurenment units:
Nunmber and | ength of policies.

| ssues:
See al so:
3.5. Forwarding Information Base (FIB)

Definition:
According to the definition in Appendix B of RIPE-37 [R PE37]:
"The table containing the informati on necessary to forward I P
Datagranms is called the Forwarding Informati on Base. At m ni num
this contains the interface identifier and next hop information
for each reachabl e destination network prefix."

Di scussi on
The forwarding i nformati on base descri bes a dat abase i ndexi ng
networ k prefixes versus router port identifiers. The forwarding
informati on base is distinct fromthe "routing table" (the Routing
I nformati on Base or RIB), which holds all routing information
received fromrouting peers. It is a data plane construct and is
used for the forwarding of each packet. The Forwarding
Informati on Base is generated fromthe RIB. For the purposes of
this docunent, the FIBis effectively the subset of the RI B used
by the forwardi ng plane to nake per-packet forwarding decisions.
Most current inplenmentations have full, non-cached FIBs per router
interface. Al the route conputation and convergence occurs
before entries are downl oaded into a FIB

Berkowitz, et al. I nf or mat i onal [ Page 11]



RFC 4098 Term nol ogy for Benchmarki ng BGP June 2005

Measurenment units: N A
| ssues:

See al so:
Rout e, RIB.

3. 6. BGP | nstance

Definition:
A BGP instance is a process with a single Loc-RIB.

Di scussi on
For exanple, a BGP instance would run in routers or test
equi prent. A test generator acting as nmultiple peers will
typically run nore than one instance of BGP. A router would
typically run a single instance.

Measurement units: N A
| ssues:
See al so:

3.7. BGP Device

Definition:
A BGP device is a systemthat has one or nore BGP instances

running on it, each of which is responsible for executing the BGP
state nmachi ne.

Di scussi on
We have chosen to use "device" as the general case, to deal with
t he understood (e.g., [GLSSRY]) and yet-to-be-invented cases where
the control processing nmay be separate from forwardi ng [ RFC2918].
A BGP device may be a traditional router, a route server, a BGP-
aware traffic steering device, or a non-forwarding route
reflector. BGP instances such as route reflectors or servers, for
exanpl e, never forward traffic, so forwarding-based neasurenents
woul d be mneaningl ess for them

Measurenment units: N A
| ssues:

See al so:
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3. 8.

3.9.

3. 10.

BGP Sessi on

Definition:

A BGP session is a session between two BGP instances.

Di scussi on
Measurenent units: N A
| ssues:

See al so:

Active BGP Session

Definition

An active BGP session is one that is in the established state.
(See RFC 1771.)

Di scussi on
Measurenent units: N A
| ssues:

See al so:

BGP Peer

Definition:

A BGP peer is another BGP instance to which the DUT is in the
Establ i shed state. (See RFC 1771.)

D scussi on

In the test scenarios for the nethodol ogy di scussion that wll
follow this docunent, peers send BGP advertisenents to the DUT and
recei ve DUT-origi nated advertisenents. W recommend that the
peering relation be established before tests begin. It might also
be interesting to neasure the tinme required to reach the
established state. This is a protocol-specific definition, not to
be confused with another frequent usage, which refers to the

busi ness/ econom c definition for the exchange of routes w thout
financial conpensation. It is worth noting that a BGP peer, by
this definition, is associated with a BGP peering session, and
there nmay be nore than one such active session on a router or on a
tester. The peering sessions referred to here may exist between
various classes of BGP routers (see Section 4.2).
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Measurenment units:
Nunmber of BGP peers.

| ssues:
See al so:
3.11. BGP Nei ghbor

Definition:
A BGP nei ghbor is a device that can be configured as a BGP peer.

Di scussi on
Measurement units:
| ssues:
See al so:
3.12. M nRouteAdvertisenent|nterval (MRAl)

Definition:
(Paraphrased from RFC 1771) The MRAI tiner determ nes the mni num
time between advertisenents of routes to a particular destination
(prefix) froma single BGP device. The timer is applied on a
pre-prefix basis, although the tinmer is set on a per-BGP device
basi s.

Di scussi on
G ven that a BGP instance nay nanage in excess of 100, 000 routes,
RFC 1771 allows for a degree of optimization in order to linmt the
nunber of tiners needed. The MRAI does not apply to routes
recei ved from BGP speakers in the sane AS or to explicit
wi thdrawal s. RFC 1771 al so recommends that randomjitter is
applied to MRAI in an attenpt to avoid synchronization effects
bet ween the BGP instances in a network. |In this document, we
define routing plane convergence by measuring fromthe time an
NLRI is advertised to the DUT to the tinme it is advertised from
the DUT. dearly any delay inserted by the MRAI will have a
significant effect on this neasurenent.

Measurenment units:
Seconds.
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| ssues:

See al so:
NLRI, BGP Route.

3.13. MnASOriginationlnterval (MAQ)
Definition:
The MAO specifies the mninmuminterval between advertisenents of
locally originated routes fromthis BGP instance.
Di scussi on
Random jitter is applied to MAO in an attenpt to avoid
synchroni zation effects between BGP instances in a network.

Measur enent units:
Seconds.

| ssues:
It is not known what, if any, relationship exists between the
settings of MRAI and MAO .

See al so:
MRAI, BGP Rout e.

3.14. Active Route

Definition:
Route for which there is a FIB entry corresponding to a RIB entry.

Di scussi on

Measurenment units:
Nunmber of routes.

| ssues:

See al so:
Rl B.

3.15. Uni que Route
Definition:

A unique route is a prefix for which there is just one route
i nstance across all Adj-Ri bs-1In.
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Di scussi on
Measurenent units: N A
| ssues:

See al so:
Rout e, Route Instance.

3.16. Non-Uni que Route

Definition:
A non-unique route is a prefix for which there is at |east one
other route in a set including nore than one Adj-RI B-In.

D scussi on
Measurenment units: N A
| ssues:

See al so:
Rout e, Route Instance, Unique Active Route.

3.17. Rout e | nstance

Definition:
A route instance is one of several possible occurrences of a route
for a particul ar prefix.

Di scussi on
When a router has multiple peers fromwhich it accepts routes,
routes to the same prefix may be received fromseveral peers.
This is then an exanple of nultiple route instances. Each route
instance is associated with a specific peer. The BGP al gorithm
that arbitrates between the avail abl e candi date route instances
may reject a specific route instance due to |ocal policy.

Measurenment units:
Nunmber of route instances.

| ssues:
The nunber of route instances in the Adj-RIB-1n bases will vary
based on the function to be performed by a router. An inter-
provi der border router, located in the default-free zone (see

Section 4.1.4), will likely receive nore route instances than a
provi der edge router, located closer to the end-users of the
net wor K.
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4.

4.

4,

See al so:
Constituent Elenents of a Router or Network of Routers

Many terns included in this list of definitions were originally
described in previous standards or papers. They are included here
because of their pertinence to this discussion. Were relevant,
reference is made to these sources. An effort has been nade to keep
this list conplete with regard to the necessary concepts wi thout
over-definition.

1. Default Route, Default-Free Table, and Full Table

An individual router’s routing table may not necessarily contain a
default route. Not having a default route, however, is not
synonynmous with having a full default-free table (DFT). Also, a
router that has a full set of routes as in a DFT, but that also has a
"discard’ rule for a default route would not be considered default
free.

Note that in this section the references to nunber of routes are to
routes installed in the loc-R B, which are therefore uni que routes,
not route instances. Also note that the total nunber of route
instances nay be 4 to 10 tinmes the nunber of routes.

1.1. Default Route

Definition
A default route can match any destination address. |If a router
does not have a nore specific route for a particul ar packet’s
destination address, it forwards this packet to the next hop in
the default route entry, provided that its Forwarding Table
(Forwardi ng Information Base, or FIB, contains one). The notation
for a default route for IPv4 is 0.0.0.0/0 and for IPv6 it is
0:0:0:0:0:0:0:0 or ::/0.

Di scussi on
Measurenent units: N A
| ssues:

See al so:
Def aul t - Free Routing Table, Route, Route |nstance.
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4.1.2. Default-Free Routing Table

Definition:
A default-free routing table has no default routes and is
typically seen in routers in the core or top tier of routers in
the network.

Di scussi on
The termoriginates fromthe concept that routers at the core or
top tier of the Internet will not be configured with a default
route (Notation in IPv4 0.0.0.0/0 and in IPv6 0:0:0:0:0:0:0:0 or
::/0). Thus they will forward every packet to a specific next hop
based on the | ongest match between the destination |P address and
the routes in the forwarding table.

Default-free routing table size is commonly used as an indicator
of the magnitude of reachable Internet address space. However,

default-free routing tables may also include routes internal to
the router’'s AS.

Measurenment units:
The nunber of routes.

See al so:
Ful | Default-Free Table, Default Route.

4.1.3. Full Default-Free Table

Definition:
A full default-free table is the union of all sets of BGP routes
taken fromall the default-free BGP routing tables collectively
announced by the conplete set of autononous systens nmeking up the
public Internet. Due to the dynam c nature of the Internet, the
exact size and conposition of this table may vary slightly
dependi ng on where and when it is observed.

Di scussi on
It is generally accepted that a full table, in this usage, does
not contain the infrastructure routes or individual sub-aggregates
of routes that are otherw se aggregated by the provider before
announcement to other autononous systens.

Measurenment units:
Nunmber of routes.

| ssues:

The full default-free routing table is not the sanme as the union
of all reachabl e unicast addresses. The table sinply does not
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contain the default prefix (0/0) and does contain the union of all
sets of BGP routes fromdefault-free BGP routing tables.

See al so:
Rout es, Route |Instances, Default Route.

4.1.4. Default-Free Zone
Definition:
The default-free zone is the part of the Internet backbone that
does not have a default route.
Di scussi on
Measurenment units:

| ssues:

See al so:
Default Route.

4.1.5. Full Provider-Internal Table

Definition:
A full provider-internal table is a superset of the full routing
table that contains infrastructure and non-aggregated routes.

Di scussi on
Experi ence has shown that this table mght contain 1.3 to 1.5
tinmes the nunber of routes in the externally visible full table.
Tabl es of this size, therefore, are a real-world requirenent for
key internal provider routers.

Measurenent units:
Nunber of routes.

| ssues:

See al so:
Rout es, Route |Instances, Default Route.

4.2. Casses of BGP-Speaking Routers

A given router may performnore than one of the follow ng functions,
based on its logical location in the network.
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4.2.1. Provider Edge Router

Definition:
A provider edge router is a router at the edge of a provider’s
networ k that speaks eBGP to a BGP speaker in another AS.

Di scussi on
The traffic that transits this router may be destined to or may
ori gi nate from non-adj acent autononous systenms. |In particular
the MED val ues used in the Provider Edge Router would not be
visible in the non-adjacent autononmous systens. Such a router
wi |l always speak eBGP and nmay speak i BGP

Measurement units:
| ssues:
See al so:
4.2.2. Subscriber Edge Router

Definition:
A subscriber edge router is router at the edge of the subscriber’s
network that speaks eBGP to its provider’'s AS(s).

Di scussi on
The router belongs to an end user organi zation that may be nmulti-
honed, and that carries traffic only to and fromthat end user AS.
Such a router will always speak eBGP and may speak i BGP

Measurenment units:

| ssues:
This definition of an enterprise border router (which is what nost
Subscri ber Edge Routers are) is practical rather than rigorous.
It is meant to draw attention to the reality that nany enterprises
may need a BGP speaker that advertises their own routes and

accepts either default alone or partial routes. |In such cases,
they may be interested in benchmarks that use a partial routing
table, to see whether a smaller control plane processor wll neet

their needs.

See al so:
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4.2.3. Inter-provider Border Router

Definition:
An inter-provider border router is a BGP speaking router that
mai nt ai ns BGP sessions with other BGP speaking routers in other
provi ders’ ASes.

Di scussi on
Traffic transiting this router may be originated in or destined
for another AS that has no direct connectivity with this
provider’s AS. Such a router will always speak eBGP and may speak
i BGP.

Measurement units:

| ssues:

See al so:

4.2.4. Core Router

Definition
An core router is a provider router internal to the provider’s
net, speaking iBGP to that provider’'s edge routers, other intra-
provi der core routers, or the provider’s inter-provider border
routers.

Di scussi on
Such a router will always speak i BGP and may speak eBGP

Measurement units:
| ssues:
By this definition, the DUTs that are eBGP routers aren’'t core

routers.

See al so:
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5.

5.

Characterization of Sets of Update Messages

This section contains a sequence of definitions that build up to the
definition of an update train. The packet train concept was
originally introduced by Jain and Routhier [PKTTRAIN]. It is here
adapted to refer to a train of packets of interest in BGP perfornance
testing.

This is a formalization of the sort of test stinulus that is expected
as input to a DUT running BGP. This data could be a well -
characterized, ordered, and tined set of hand-crafted BGP UPDATE
packets. It could just as well be a set of BGP UPDATE packets that
have been captured froma live router

Characterization of route m xtures and update trains is an open area
of research. The particular question of interest for this work is
the identification of suitable update trains, nodel ed on or taken
fromlive traces that reflect realistic sequences of UPDATEs and
their contents.

1. Route Packing

Definition:
Rout e packing is the nunber of route prefixes accommpdated in a
singl e Routing Protocol UPDATE Message, either as updates
(additions or nodifications) or as wthdrawals.

Di scussi on
In general, a routing protocol update nmay contain nore than one
prefix. |In BG, a single UPDATE may contain two sets of nultiple
networ k prefixes: one set of additions and updates with identica
attributes (the NLRI) and one set of unfeasible routes to be
wi t hdr awn.

Measur enent units:
Nunmber of prefixes.
| ssues:

See al so:
Rout e, BGP Route, Route Instance, Update Train, NLRI.
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5.2. Route Mxture

Definition:
A route mxture is the denographics of a set of routes.

Di scussi on
A route mxture is the input data for the benchmark. The
particular route m xture used as input nust be selected to suit
t he question being asked of the benchmark. Data containing sinple
route mxtures mght be suitable to test the performance limts of
the BGP device. Using live data or input that sinmulates live data
wi || inprove understandi ng of how the BGP device will operate in a
live network. The data for this kind of test nmust be route
m xtures that nodel the patterns of arriving control traffic in
the live Internet. To acconplish this kind of nodeling, it is
necessary to identify the key paraneters that characterize a live
Internet route mxture. The paranmeters and how they interact is
an open research problem However, we identify the follow ng as
affecting the route m xture:

* Path length distribution

* Attribute distribution

* Prefix length distribution

* Packet packing

* Probability density function of inter-arrival times of UPDATES
Each of the itens above is nore conplex than a single nunber. For
exanpl e, one could consider the distribution of prefixes by AS or by

| engt h.

Measurenent units:
Probability density functions.

| ssues:

See al so:
NLRI, RIB.
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5.3. Update Train

Definition:
An update train is a set of Routing Protocol UPDATE nessages sent
by a router to a BGP peer.

Di scussi on
The arrival pattern of UPDATEs can be influenced by many things,
i ncluding TCP paraneters, hold-down tiners, upstream processing, a
peer coming up, or multiple peers sending at the sane tine.
Net wor k conditi ons such as a local or renote peer flapping a |ink
can also affect the arrival pattern

Measurement units:
Probability density function for the inter-arrival tinmes of UPDATE
packets in the train.

| ssues:
Characterizing the profiles of real-world UPDATE trains is a
matter for future research. |In order to generate realistic UPDATE
trains as test stinmuli, a formal mathematical schene or a proven
heuristic is needed to drive the selection of prefixes. \Whatever
mechanismis selected, it nmust generate update trains that have
simlar characteristics to those neasured in |ive networks.

See al so:
Route M xture, MRAI, MAO.

5.4. Randomess in Update Trains
As we have seen fromthe previous sections, an update train used as a
test stinulus has a considerabl e nunber of paraneters that can be
varied, to a greater or |lesser extent, randomy and independently.
A random update train will contain a route m xture random zed acr 0ss:
* NLRI's
* updates and wit hdrawal s

* prefixes

* inter-arrival tines of the UPDATEs and possi bly across other
vari abl es.

This is intended to sinulate the unpredictabl e asynchronous nature of

t he networ k, whereby UPDATE packets nmay have arbitrary contents and
be delivered at random tines.
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It is inmportant that the data set be randonized sufficiently to avoid
favoring one vendor’s inplenmentation over another’s. Specifically,
the distribution of prefixes could be structured to favor the

i nternal organization of the routes in a particular vendor’s

dat abases. This is to be avoi ded.

5.5. Route Flap

Definition:
A route flap is a change of state (w thdrawal, announcenent,
attribute change) for a route.

Di scussi on
Route flapping can be considered a special and pathol ogi cal case
of update trains. A practical interpretation of what nay be
consi dered excessively rapid is the RIPE 229 [ R PE229], which
contains current guidelines on flap-danping paraneters.

Measurement units:
Fl appi ng events per unit tinme.

| ssues:
Specific Flap events can be found in Section 6.1. A bench-marker

SHOULD use a nmixture of different route change events in testing.

See al so:
Rout e Change Events, Flap Danping, Packet Train

6. Route Changes and Convergence

The following two definitions are central to the benchnarking of
external routing convergence and are therefore singled out for nore
ext ensi ve di scussion

6.1. Route Change Events

A taxonony characterizing routing information changes seen in
operational networks is proposed in R PE-37 [RIPE37] and Labovitz et
al [INSTBLTY]. These papers describe BGP protocol -centric events and
event sequences in the course of an analysis of network behavior.

The term nology in the two papers categorizes sinmlar but slightly

di fferent behaviors with sone overlap. W would like to apply these
taxononi es to categorize the tests under definition where possible,
because these tests nust tie in to phenonena that arise in actua
networks. W avail ourselves of, or may extend, this terninology as
necessary for this purpose.
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A route can be changed inplicitly by replacing it with another route
or explicitly by withdrawal followed by the introduction of a new
route. In either case, the change may be an actual change, no
change, or a duplicate. The notation and definition of individual
cat egori zabl e route change events is adopted from[INSTBLTY] and

gi ven bel ow.

1. AADIff: Inplicit withdrawal of a route and replacenent by a route
different in sonme path attribute.

2. AADup: Inplicit withdrawal of a route and repl acenent by route
that is identical in all path attributes.

3. WADIff: Explicit withdrawal of a route and replacenent by a
different route.

4. WADup: Explicit withdrawal of a route and replacenent by a route
that is identical in all path attributes.

To apply this taxonony in the benchnmarking context, we need terns to
descri be the sequence of events fromthe update train perspective, as
listed above, and event indications in the tinme domain in order to
measure activity fromthe perspective of the DUT. Wth this in mnd,
we incorporate and extend the definitions of [INSTBLTY] to the

fol | owi ng:

1. Tup (TDx): Route advertised to the DUT by Test Device X

2. Tdown(TDx): Route being wthdrawn by Device x

3. Tupinit(TDx): The initial announcenent of a route to a unique
prefix

4. TWF(TDx): Route fail over after an explicit w thdrawal.

But we need to take this a step further. Each of these events can
involve a single route, a "short" packet train, or a "full" routing
table. W further extend the notation to indicate how many routes
are conveyed by the events above:

1. Tup(l, TDx) neans Device x sends 1 route

2. Tup(S,TDx) neans Device x sends a train, S, of routes

3. Tup(DFT, TDx) neans Devi ce x sends an approxi mation of a full
default-free table.
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The basic criterion for selecting a "better"” route is the fina

ti ebreaker defined in RFC 1771, the router ID. As a consequence,
thi s nenmorandum uses the follow ng descriptor events, which are
routes selected by the BGP sel ection process rather than sinple
updat es:

1. Tbest -- The current best path.

2. Thbetter -- Advertise a path that is better than Thbest.

3. Tworse -- Advertise a path that is worse than Thest.
6.2. Device Convergence in the Control Plane

Definition:
A routing device is said to have converged at the point in tine
when the DUT has perforned all actions in the control plane needed
to react to changes in topology in the context of the test
condi ti on.

Di scussi on
For exanpl e, when considering BGP convergence, the convergence
resulting froma change that alters the best route instance for a
single prefix at a router would be deened to have occurred when
this route is advertised to its downstream peers. By way of
contrast, OSPF convergence concl udes when SPF cal cul ati ons have
been perfornmed and the required link states are advertised onward.
The convergence process, in general, can be subdivided into three
di stinct phases:

* convergence across the entire Internet,

* convergence w thin an Autononous System

* convergence with respect to a single device.
Convergence with respect to a single device can be

* convergence with regard to data forwardi ng process(es)

* convergence with regard to the routing process(es), the focus
of this docunent.

It is the latter

that we describe herein and in the nmethodol ogy docunents.
Because we are trying to benchmark the routing protocol
performance, which is only a part of the device overall, this
definition is intended (as far as is possible) to exclude any
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addi tional tine needed to download and install the
forwarding informati on base in the data plane. This definition is
usable for different fanmlies of protocols.

It is of key inmportance to benchmark the perfornmance of each phase
of convergence separately before proceeding to a conposite
characterization of routing convergence, where

i mpl erent ati on-specific dependencies are allowed to interact.

Care al so needs to be taken to ensure that the convergence tine is
not influenced by policy processing on downstream peers.

The tine resol ution needed to neasure the device convergence
depends to sone extent on the types of the interfaces on the
router. For nodern routers with gigabit or faster interfaces, an
i ndi vi dual UPDATE nay be processed and re-advertised in very mnuch
less than a nillisecond so that tinme nmeasurenents nust be nmade to
a resolution of hundreds to tens of microseconds or better.

Measurenment units:
Ti me peri od.
| ssues:
See al so:
7. BCGP Operation Events
The BGP process(es) in a device mght restart because operator
intervention or a power failure caused a conplete shutdown. |In this
case, a hard reset is needed. A peering session could be lost, for
exanpl e, because of action on the part of the peer or a dropped TCP
session. A device can reestablish its peers and re-advertise al
rel evant routes in a hard reset. However, if a peer is |lost, but
the BGP process has not failed, BGP has nechanisns for a "soft
reset.”
7.1. Hard Reset
Definition:
An event that triggers a conplete re-initialization of the
routing tables on one or nore BGP sessions, resulting in exchange
of a full routing table on one or nore links to the router
Di scussi on

Measurenent units: N A

| ssues:
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See al so:
7.2. Soft Reset

Definition:
A soft reset is perfornmed on a per-nei ghbor basis; it does not
clear the BGP session while re-establishing the peering relation
and does not stop the flow of traffic.

Di scussi on
There are two nethods of performing a soft reset: (1) graceful
restart [ GRMBGP], wherein the BGP device that has lost a
peer continues to forward traffic for a period of time before
tearing down the peer’'s routes and (2) soft
refresh [ RFC2918], wherein a BGP device can request a peer’s
Adj - Rl B- Qut .

Measurenment units: N A
| ssues:
See al so:

8. Factors That Inpact the Performance of the Convergence Process
Al though this is not a conplete list, all the itens discussed bel ow
have a significant effect on BGP convergence. Not all of them can be
addressed in the baseline nmeasurenents described in this docunent.

8.1. Ceneral Factors Affecting Device Convergence

These factors are conditions of testing external to the router Device
Under Test (DUT).

8.1.1. Nunber of Peers

As the nunber of peers increases, the BGP route selection algorithm
is increasingly exercised. In addition, the phasing and frequency of
updates fromthe various peers will have an increasingly marked

ef fect on the convergence process on a router as the nunber of peers
grows, depending on the quantity of updates generated by each

addi tional peer. Increasing the nunber of peers also increases the
processi ng workl oad for TCP and BGP keepal i ves.

Berkowitz, et al. I nf or mat i onal [ Page 29]



RFC 4098 Term nol ogy for Benchmarki ng BGP June 2005

8.1.2. Nunmber of Routes per Peer

The nunber of routes per BGP peer is an obvious stressor to the
conver gence process. The nunber and rel ative proportion of

multiple route instances and di stinct routes being added or w thdrawn
by each peer will affect the convergence process, as will the m x of
overl apping route instances and | GP routes.

8.1.3. Policy Processing/Reconfiguration

The nunber of routes and attributes being filtered and set as a
fraction of the target route table size is another paraneter that
will affect BGP convergence.

The followi ng are extrene exanpl es:
o Mniml policy: receive all, send all

0 Extensive policy: up to 100% of the total routes have applicable
policy.

8.1.4. Interactions with O her Protocols

There are interactions in the formof precedence, synchronization
duplication, and the addition of tiners and route selection criteria.
U tinmately, understandi ng BGP4 convergence rnust include an
understandi ng of the interactions with both the 1GPs and the
protocol s associated with the physical nedia, such as Ethernet,
SONET, and DWDM

8.1.5. Flap Danping
A router can use flap danping to respond to route flapping. Use of
flap danmping is not mandatory, so the decision to enable the feature,
and to change parameters associated with it, can be considered a
matter of routing policy.

The tiners are defined by RFC 2439 [ RFC2439] and di scussed in Rl PE-

229 [RIPE229]. If this feature is in effect, it requires that the
devi ce keep additional state to carry out the danping, which can have
a direct inmpact on the control plane due to increased processing. In

addition, flap danping may delay the arrival of real changes in a
route and affect convergence tines.

Berkowitz, et al. I nf or mat i onal [ Page 30]



RFC 4098 Term nol ogy for Benchmarki ng BGP June 2005

8.1.6. Churn

In theory, a BGP device could receive a set of updates that
completely define the Internet and could remain in a steady state,
only sending appropriate keepalives. In practice, the Internet will
al ways be changi ng.

Churn refers to control -plane processor activity caused by
announcenents received and sent by the router. It does not include
keepal i ves and TCP processi ng.

Churn is caused by both normal and pathol ogi cal events. For exanpl e,
if an interface of the local router goes down and the associ ated
prefix is withdrawn, that withdrawal is a norrmal activity, although
it contributes to churn. |If the local device receives a wthdrawal

of a route it already advertises, or an announcenent of a route it
did not previously know, and it re-advertises this information, these
are nornmal constituents of churn. Routine updates can range from
singl e announcenents or withdrawals, to announcenents of an entire
default-free table. The latter is conpletely reasonable as an
initialization condition

Fl appi ng routes are a pathol ogical contributor to churn, as is MED
oscillation [ RFC3345]. The goal of flap danping is to reduce the
contribution of flapping to churn

The effect of churn on overall convergence depends on the processing
power available to the control plane, and on whether the sane
processor(s) are used for forwarding and control.

8.2. Inplenmentation-Specific and Ot her Factors Affecting BGP
Conver gence

These factors are conditions of testing internal to the Device Under
Test (DUT), although they may affect its interactions with test
devi ces.

8.2.1. Forwarded Traffic

The presence of actual traffic in the device nmay stress the contro
path in sonme fashion if both the offered |oad (due to data) and the
control traffic (FIB updates and downl oads as a consequence of fl aps)
are excessive. The addition of data traffic presents a nore accurate
reflection of realistic operating scenarios than would be presented
if only control traffic were present.
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8.2.2. Tiners

Settings of delay and hol d-down tiners at the link level, as well as
for BGP4, can introduce or aneliorate delays. As part of a test
report, all relevant tiners MJIST be reported if they use non-default
val ues.

8.2.3. TCP Paraneters Underlying BGP Transport

Because all BGP traffic and interactions occur over TCP, all rel evant
paraneters characterizing the TCP sessions MJST be provided; e.g.
sl ow start, nax w ndow size, maxi nrum segnent size, or tiners.

8.2.4. Authentication

Aut hentication in BGP is currently done using the TCP MD5 Signature
Option [ RFC2385]. The processing of the MD5 hash, particularly in
devices with a | arge nunber of BGP peers and a | arge anount of update
traffic, can have an inpact on the control plane of the device

9. Security Considerations

The docunent explicitly considers authentication as a performance-
affecting feature, but does not consider the overall security of the
routing system
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