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Abst r act

This docunent offers a framework for I P nulticast deploynent in an
MPLS environnment. |ssues arising when MPLS techniques are applied to
IP nmulticast are overviewed. The pros and cons of existing IP

mul ticast routing protocols in the context of MPLS are described and
the relation to the different trigger nmethods and | abel distribution
nodes are discussed. The consequences of various |ayer 2 (L2)

technol ogies are listed. Both point-to-point and nulti-access

net wor ks are consi dered.
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Tabl e of Abbrevi ations

ATM Asynchronous Transfer Node

CBT Core Based Tree

CoS Cl ass of Service

DLCI Data Li nk Connection Identifier

DRrecv Designated Router of the receiver
DRsend Designated Router of the sender
DVMRP  Distant Vector Milticast Routing Protocol

FR Frame Rel ay

| GwP I nternet Group Managenent Protocol
I P I nternet Protocol

L2 | ayer 2 (e.g. ATM Frane Rel ay)
L3 layer 3 (e.g. IP)

LSP Label Switched Path

LSR Label Switching Router

LSRd Downst r eam LSR

LSRu Upstream LSR

MOSPF Mul ti cast OSPF

np2np mul ti point-to-multipoint

VRT Mul ti cast Routing Table

p2np poi nt-to-mul ti point

PIM DM Protocol |Independent Milticast-Dense Mde
PIM SM Protocol |ndependent Milticast-Sparse Mde

QS Quality of Service

RP Rendezvous Poi nt

RPT-bit RP Tree bit [DEER]

RSVP Resource reSerVati on Protocol
SPT-bit Shortest Path Tree [ DEER]
SSM Source Specific Milticast
TCP Transni ssi on Control Protocol
ubP User Dat agram Prot ocol

VC Virtual Crcuit

\VCl Virtual Crcuit ldentifier
VP Virtual Path

VPI Virtual Path ldentifier

1. Introduction

In an MPLS cloud the routes are deternmined by a L3 routing protocol.
These routes can then be mapped onto L2 paths to enhance network
performance. Besides this, MPLS offers a vehicle for enhanced
networ k services such as QS/ CoS, traffic engineering, etc.

Current unicast routing protocols generate a sanme (optimal) shortest
path in steady state for a certain (source, destination) pair.
Remar k that unicast protocols can behave slightly different with
regard to equal cost paths.
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For multicast, the optinmal solution (mninumcost to interconnect N
nodes) woul d i npose a Steiner tree conputation. Unfortunately, no
mul ticast routing protocol today is able to nmaintain such an opti nal
tree. Different nmulticast protocols will therefore, in general
generate different trees.

The di scussion is focused on intra-donmain nulticast routing
protocols. Aspects of inter-donmain routing are beyond the scope of
this docunent.

2. Layer 2 Characteristics

Al though MPLS is nmultiprotocol both at L3 and at L2, in practice IP
is the only considered L3 protocol. MPLS can run on top of severa
L2 technol ogi es (PPP/ Sonet, Ethernet, ATM FR ...).

When | abel switching is mapped on L2 switching capabilities (e.qg.
VPI/VCl is used as label), attention is nmainly focused on the mapping
to ATM[DAVI]. ATMoffers high switching capacities and QS

awar eness, but in the context of MPLS it poses several linitations
which are described in [DAVI]. Sinilar considerations are made for
Frame Relay on L2 in [CONT]. The limtations can be sunmarized as:

- Limted Label Space: either the standardi zed or the inplenented
nunber of bits available for a | abel can be snmall (e.g. VPI/VC
space, DLClI space), limting the nunber of LSPs that can be
est abl i shed.

- Merging: sone L2 technol ogies or inplenentations of these
technol ogi es do not support nultipoint-to-point and/or
mul ti point-to-multipoint 'connections’, obstructing the nerging of
LSPs.

- TTL: L2 technol ogies do not support a ' TTL-decrenent’ function

All three limtations can inpact the inplenentation of nulticast in
MPLS as will be described in this docunent.

Wien native MPLS is deployed the above linitations vanish. NMoreover
on PPP and Ethernet |inks the sane | abel can be used at the same tine
for a unicast and a nmulticast LSP because different EtherTypes for
MPLS uni cast and nul ticast are defined [ ROSE].

Qons, et al. I nf or mat i onal [ Page 4]
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3. Taxonony of |IP Milticast Routing Protocols in the Context of MPLS

At the nonent, an abundance of |P nulticast routing protocols is
bei ng proposed and devel oped. All these protocols have different
characteristics (scalability, conmputational conplexity, |atency,
control nessage overhead, tree type, etc...). It is not the purpose
of this docunent to give a conplete taxonony of IP nulticast routing
protocols, only their characteristics relevant to the MPLS technol ogy
wi Il be addressed.

The follow ng characteristics are consi dered:

- Aggregation

- Flood & Prune

- Source/ Shared trees

- Co-existence of Source and Shared Trees
- Uni/Bi-directional shared trees

- Encapsul ated nulticast data

- Loop-free-ness

The di scussion of these characteristics will not lead to the

sel ection of one superior multicast routing protocol. It is not
i npossible that different 1P nmulticast routing protocols will be
depl oyed in the Internet.

3. 1. Aggregation

In unicast different destination addresses are aggregated to one
entry in the routing table, yielding one FEC and one LSP

The granularity of nulticast streams is (*, G for a shared tree and
(S, G for a source tree, S being the source address and G the

mul ticast group address. Aggregation of nulticast trees with
different multicast ’'destination’ addresses on one LSP is a subject
for further study.

3.2. Flood & Prune

To establish a nmulticast tree some | P nulticast routing protocols
(e.g. DVMRP, PIM DM flood the network with nulticast data. The
branches can then be pruned by nodes which do not want to receive the
data of the specific nmulticast group. This process is repeated
periodically.

Fl ood & Prune multicast routing protocols have sonme characteristics
which significantly differ from unicast routing protocols:

Qons, et al. I nf or mat i onal [ Page 5]
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a) Volatile. Due to the Flood & Prune nature of the protocol, very
volatile tree structures are generated. Solutions to map a
dynanmic L3 p2np tree to a L2 p2np LSP need to be efficient in
terns of signaling overhead and LSP setup time. The volatile L2
LSP will consume a | ot of |abels throughout the network, which is
a di sadvant age when | abel space is |imted.

b) Traffic-driven. The router only creates state for a certain group
when data arrives for that group. Routers also independently
decide to renpve state when an inactivity timer expires.

- Thus LSPs can not be pre-established as is usually done in
unicast. To minimze the tinme between traffic arrival and LSP
establishnent a fast LSP setup nethod is favorable.

- Since creation and deletion of a L3 route at each node is
triggered by traffic, this suggests that the LSP associated with
the route be setup and torn down in a traffic-driven nanner as
wel | .

- If an LSR does not support L3 forwarding this traffic-driven
nature even requires that the upstream LSR takes the initiative
to create an LSP (Upstream Unsolicited or Downstream on Demand
| abel advertisenent).

3. 3. Source/ Shared Trees

IP nmulticast routing protocols create either source trees (S, Q,
i.e. atree per source (S) and per multicast group (G, or shared

trees (*, G, i.e. one tree per nulticast group (Figure 1).
R1 R1 R1
S1 / / /
\ / / /
\ / / /
C--R2 S1---R2 S2---R2
I\ \ \
/ \ \ \
S2 \ \ \
R3 R3 R3

Figure 1. Shared tree and Source trees
The advant age of using shared trees, when | abel switching is applied,

is that shared trees consune | ess | abels than source trees (1 | abe
per group versus 1 |abel per source and per group).

Qons, et al. I nf or mat i onal [ Page 6]
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However, mapping a shared tree end-to-end on L2 inplies setting up
mul tipoint-to-multipoint (np2np) LSPs. The problem of inplenmenting
nmp2nmp LSPs boils down to the mergi ng probl em di scussed earlier.

Note that in practice shared trees are often only used to di scover
new sources of the group and a switchover to a source tree is nade at
very |l ow bitrates.

3.4. Co-existence of Source and Shared Trees

Some protocols support both source and shared trees (e.g. PIMSM and
one router can maintain both (*, G and (S, G state for the sane
group G Two cases of state co-existence are described bel ow.

Assume topol ogies with senders Si and receivers Ri. RP is the
Rendezvous Point. N are LSRs. The nunbers are the interface
nunbers, "Reg" is the Register interface. Al 1GW and PIM

Joi n/ Prune nessages are shown in the figures. It is also indicated
whet her the RPT-bit is set for the (S, G state.

1) Figure 2 shows a sw tchover fromshared to source tree. Assune
that the shortest path fromRL to RPis via N1-N2-N5. N1, the
Desi gnated Router of receiver Rl (DRrecv), decides to initiate a
source tree for source S1. After the arrival of data via the
source tree in N2, N2 will send a prune to N5 for source S1.

State co-exi stence occurs in the node where the overlap of shared
and source tree starts (N2) and in the node where S1 does not need
forwarding on the shared tree anynore (N5).

PJ
1J PJS PJS
->1 2->1 2->1 2
R1----- N1------ N2- - - - - - N3----S1
3] | 3 I J=lgnp Join
|| PPS | PJ=Pim Join (*, Q
| vPJ | PJS=Pim Join (S1,Q
1J PJ | PJ | PPS=Pi m Prune (S1, G
-> -> |3 -> |
R2----- N4------ N5- - - - - - RP- - - - S2

Figure 2
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The multicast routing states created in the Milticast Routing Table
(MRT) are:

in RP: (*, G:Reg->1 (i.e. inconmng itf=Reg; outgoing itf=1)
in NL: (*,Q§:2->1
in N2: (*,G§:3->1
(S1,Q9:2->1
in N3: (S1,Q5:2->Reqg, 1
in d: (*,09:2->1
in N5: (*,Q:2->1,3
(S1, QRPT-bit:2->1

2) Figure 3 shows that even w thout a sw tchover, state co-existence
can occur. Milticast traffic froma sender will create (S, Q
state in the Designated Router of the sender (DRsend; N3 in Figure
3 is the DRsend of S). Each node on a shared-tree has (*, Q
state. Thus an on-tree DRsend has both (*, G and (S, G state.
If the DRsend is on-tree it will also send a prune for S towards
the RP, creating (S, G state in all nodes until the first router
whi ch has a branch (N1 and N2 in Figure 3).

S
PPS PPS |
PJ PJ PJ |2 PJ 1J
1< 1 3<- < | <- <- PJ=Pi m Joi n
RP------ NL----N2----N3----N4----RL 1 3=l gnp Join
N2 1 02 1 3 1 2 PPS=Pi m Prune (S, Q
PI||] 13
1] <-
2

Figure 3
The multicast routing states created in the MRT are:

in RP. (*, G:Reg->1 (i.e. inconng itf=Reg; outgoing itf=1)
in NL: (*,§:1->2,3
(S, ORPT-bit:1->2
in N2: (*,Q:1->2
(S, @ RPT-bit:1->none
N3: (*,Q:1->3
(S, G:2->Reqg, 3
in Nd: (*,Q:1->2
in N5: (*,Q:1->2

in

Qons, et al. I nf or mat i onal [ Page 8]
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1

2)

Qons,

In the exanpl es one can observe that two types of state co-
exi stence occur:

(S, § with RPT-bit not set (N2 in Figure 2, N3 in Figure 3). The
(*, Q and (S, G state have different incomng interfaces, but
sonme conmon outgoing interfaces. It is possible that the traffic
of S arrives on both the (*, Q and (S, G interfaces. In nornal
L3 forwarding the (S, G SPT-bit entry prohibits the forwarding of
the traffic fromS arriving on the (*, G inconming interface. The
traffic of S can only tenporarily arrive on the incom ng
interfaces of both the (*, §Q and (S, G entries (until N5 in
Figure 2 and N1 in Figure 3 have processed the prune nessages).

To avoid the tenporary forwardi ng of duplicate packets L3
forwarding can be applied in this type of node. |f one does not

m nd the tenporary duplicate packets L2 forwardi ng can be appli ed.
In this case the (*, G and (S, G streans have to be nerged into
the (*, G LSP on their comon outgoing interfaces.

(S, G with RPT-bit set (N5 in Figure 2, N1 in Figure 3). The

(*, G and (S, G state have the sanme inconing interface. The (S,
G traffic must be extracted fromthe (*, G stream In MPLS this
state co-exi stence can be handled in several ways. Four
approaches to this problemw Il be descri bed:

a) Afirst nethod to handle this state co-existence is to
term nate the LSPs and forward all traffic of this group at LS3.
However a return to L3 can be avoided in case a (S, G entry
wi t hout an outgoing interface is added to the MRT (N2 in Figure
3). This entry will only receive traffic tenmporarily. 1In this
particul ar case one could ignore the (S, G state and naintain
the existing (*, G LSP, the disadvantage bei ng duplicate
traffic for a very short tine.

b) A second approach is to assign source specific |abels on the
nodes of the shared tree. Miltiple labels will be associated
with one (*, G entry, corresponding to one | abel per active
source. Since the nodes only know which sources are active
when traffic fromthese sources arrives, the LSPs cannot be
pre-established and a fast LSP setup nmethod is favorable.

c) Athird way is that only source trees are | abel switched and
that traffic on the shared tree is always forwarded at L3.
This assunes that the shared tree is only used as a way for the
receivers to find out who the sources are. By configuring a
low bitrate sw tchover threshold, one can ensure that the
receivers switchover to source trees very quickly.

et al. I nf or mat i onal [ Page 9]
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d) In the fourth approach, an LSR which has (S, G RPT-bit state
with a non-null oif, advertises a label for (S, G to the
upstream LSR and this | abel advertisenment is then propagated by
each upstream LSR towards the RP. In this way a dedi cated LSP
is created for (S, Q traffic fromthe RPto the LSRwith the
(S, Q RPT-bit state. In the latter LSR the (S, G LSPis
merged onto the (*, G LSP for the appropriate outgoing
interfaces. This ensures that (S, G packets traveling on the
shared tree do not make it past any LSR which has pruned S

3.5. Uni/Bi-directional Shared Trees

Bi di rectional shared trees (e.g. CBT [BALL]) have the disadvantage of
creating a lot of nerging points (M in the nodes (N) of the shared
tree. Figure 4 shows these nmerging points resulting from2 senders
S1 and S2 on a bidirectional tree.

S1 S2
N N
v| <- <- <- <- |v
<- < | -> -> -> -> | ->
----N---M---M---M---M---M---N
N L A
v v [v v v v
I I I I I I
Fi gure 4.

Multicast traffic flows from 2 senders on a bidirectional tree

In Figure 5 the sane situation for unidirectional shared trees is
depicted. In this case the data of the senders is tunnel ed towards
the root node R yielding only a single merging point, nanely the
root of the shared tree itself.

S1
tunnel || S2
<----- V| t unnel |
to R--mmmm e V|
-> -> | -> -> -> -> | ->

N N ) N
| | | | | | | | | | | |

v v v v v v

Fi gure 5.
Multicast traffic flows from 2 senders on a unidirectional tree

Qons, et al. I nf or mat i onal [ Page 10]
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3.6. Encapsul ated Miulticast Data

Sources of unidirectional shared trees and non-nmenber sources of
bidirectional shared trees encapsul ate the data towards the root
node. The data is then decapsulated in the root node. The
encapsul ati on and decapsul ati on of nulticast data are L3 processes.

Thus in case of encapsul ation/decapsul ation a path can never be
mapped onto an end-to-end LSP: the traffic can not be forwarded on
L2 on the Register interface of the DRsend (encapsul ation), nor can
it cross the root (decapsulation) at L2.

Remar ks:

1) If the LSR supports nmixed L2/L3 forwarding (section 4), the (S, Q
traffic in DRsend can still be forwarded at L2 on all outgoing
interfaces other than the Register interface.

2) The encapsul ated traffic can also benefit from MPLS by | abe
swi tching the tunnels.

3) If the root node decides to join the source (to avoid
encapsul ati on/ decapsul ation), an end-to-end (S, G LSP can be
construct ed.

3.7. Loop-free-ness

Mul ticast routing protocols which depend on a unicast routing
protocol suffer fromthe sane transient |oops as the unicast
protocol s do, however the effect of loops will be nuch worse in the
case of multicast. The reason being, each tinme a nmulticast packet
goes around a | oop, copies of the packet may be enitted fromthe | oop
i f branches exist in the |oop.

Currently | oop detection is a configurable option in LDP and a
deci sion on the nechanismfor |oop prevention is postponed.

3.8. Mapping of Characteristics on Existing Protocols
The above characteristics are sunmarized in Table 1 for a
non- exhaustive list of existing IP nmulticast routing protocols:

DVMRP [ PUSA], MOSPF [ MOY], CBT [BALL], PIM DM [ADAM, PIM SM [DEER],
SSM [ HOLB], SM [ PERL] .

Qons, et al. I nf or mat i onal [ Page 11]



RFC 3353 IP Multicast in an MPLS Environnent August 2002
Fommmmeeiiieaaana Foomonn Foomonn Foomonn Foomonn Foomonn Foomonn Foomonn +
| | DVMRP | MOSPF |CBT | PIM DM PIMSM SSM | SM |
T oo oo oo oo oo oo oo +
| Aggregation | no | no | no | no | no | no | no
Fom e e e e e o Hom - - Hom - - Hom - - Hom - - Hom - - Hom - - Hom - - +
| Fl ood & Prune | yes | no | no | yes | no | no | option
. Foononn Foonnnn Foonnnn Foononn Foonnnn Foonnnn S +
| Tree Type | sour ce| sour ce| shared| source| both | source|shared
T oo oo oo oo oo oo oo +
| St at e Co-exi stence| no | no | no | no | yes | no | no
Fom e e e e e o Hom - - Hom - - Hom - - Hom - - Hom - - Hom - - Hom - - +
|Uni/Bi-directional [ NA |NA |bi [NNA | uni | uni | bi |
. Foonnnn Foonnnn Foonnnn Foonnnn Foonnnn Foonnnn Foonnnn +
| Encapsul ati on | no | no | yes | no | yes | no | yes
T oo oo oo oo oo oo oo +
| Loop Free | no | no | no | no | no | no | no
Fom e e e e e o Hom - - Hom - - Hom - - Hom - - Hom - - Hom - - Hom - - +

Tabl e 1. Taxonony of

From Tabl e 1 one can derive e.g.

| abel s when the Flood & Pr

I P Multicast Routing Protocols

that DVMRP will consune a | ot of
une L3 tree is napped onto a L2 tree.

Furt hernmore since DVMRP uses source trees it experiences no nerging

probl em when | abel switch

ng is applied. The table can be

interpreted in the sane way for the other protocols.

4. Mxed L2/L3 Forwarding in a Single Node
Since unicast traffic has one incomng and one outgoing interface the
traffic is either forwarded at L2 OR at L3 (Figure 6). Because
mul ticast traffic can be forwarded to nore than one out goi ng
interface one can consider the case that traffic to some branches is
forwarded on L2 and to other branches on L3 (Figure 7).
Fom e e e - + Fom e e e - +
| L3 | | L3 |
| +>>+ | |
b | |
+--]--]--+ Fommm e m - +
I | |
- +  H----- > B S>>- .- - - >
| L2 | | L2 |
E R + E R +
Fi gure 6. Unicast forwarding on resp. L3 or L2
Qons, et al. I nf or mat i onal [ Page 12]
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S R + S R + S R +
| L3 | | L3 | | L3
| +>>++ | | +>>+ | | |
N (I | |
+-]--1]-+ +--|--]--+ [ S +
I | e | oo >
SRR B |2 | S
| L2+----- > S>> oo +>>- - - - - > | L2 +---->
Fommmma o + Fommmma o + Fommmma o +

Figure 7. Miulticast forwarding on resp. L3, mxed L2/L3 or L2

Nodes that support this 'mixed L2/L3 forwarding’ feature allow
splitting of a nulticast tree into branches in which sone are
forwarded at L3 while others are switched at L2.

The L3 forwarding has to take care that the traffic is not forwarded
on those branches that already get their traffic on L2. This can be
acconpl i shed by e.g. providing an extra bit in the Miulticast Routing
Tabl e.

Al t hough the mxed L2/L3 forwarding requires processing of the
traffic at L3, the load on the L3 forwarding engine is generally |ess
than in a pure L3 node.

Supporting this 'mxed L2/L3 forwarding’ feature has the foll ow ng
advant ages:

a) Assume LSR A (Figure 8) is an MPLS edge node for the branch
towards LSR B and an MPLS core node for the branch towards LSR C
The m xed L2/L3 forwarding allows that the branch towards C is not
di sturbed by a return to L3 in LSR A

B TS +
| MPLS cloud
| N |
| I\ |
|/ \ |
|/ \ |
| A N |
[/ \ \
|\ \
I \ |
B | C |
| |
B TS +

Figure 8. Mxed L2/L3 forwardi ng in node A

Qons, et al. I nf or mat i onal [ Page 13]



RFC 3353 IP Multicast in an MPLS Environnent August 2002

b) Enables the use of the traffic driven trigger with the Downstream
Unsolicited or Upstream on Denmand | abel distribution node, as
expl ained in section 5.3. 1.

5. Taxonony of I P Milticast LSP Triggers

The creation of an LSP for nulticast streans can be triggered by
di fferent events, which can be mapped on the well known categories of

"request driven’, 'topology driven’ and 'traffic driven’

a) Request driven: intercept the sending or receiving of contro
messages (e.g. nulticast routing nessages, resource reservation
nmessages) .

b) Topol ogy driven: map the L3 tree, which is available in the
Mul ticast Routing Table, to a L2 tree. The nmapping is done even
if there is no traffic.

c) Traffic driven: the L3 tree is napped onto a L2 tree when data
arrives on the tree.

5.1. Request Driven
5.1.1. Genera
The establishnent of LSPs can be triggered by the interception of

outgoing (requiring that the label is requested by the downstream
LSR) or incoming (requiring that the | abel is requested by the

upstream LSR) control nmessages. Figure 9 illustrates these two
cases.
LSRu LSRd LSRu LSRd
------- + +- - - -- -+ E -
| control | | control |
<--eFemn- message------- <--mmm-- message------- MEEEE
|| | | ||
trigger| | | | |trigger
| bi nd | | bi nd | ]
e or--------- > S Or---------- +

bi nd- r equest

----data----- >
i nconi ng out goi ng

Figure 9. Request driven trigger
(interception of resp. incomng and outgoing control nessages)
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The downstream LSR (LSRd) sends a control nessage to the upstream LSR
(LSRu). In the case that incom ng control nessages are intercepted
and the MPLS nodule in LSRu decides to establish an LSP, it will send
an LDP bind (Upstream Unsolicited node) or an LDP bind request
(Downstream on Demand node) to LSRd.

Currently, for multicast, we can identify two inportant types of
control nessages: the multicast routing nessages and the resource
reservation nessages

5.1.2. Multicast Routing Messages

In principle, this nmechanismcan only be used by IP nulticast routing
protocol s which use explicit signaling: e.g. the Join nessages in
PIMSM or CBT. Renmark that DVMRP and PI M DM can be adapted to
support this type of trigger [FARI], however, at the cost of

nmodi fying the I P nmulticast routing protocol itself!

I P nulticast routing nessages can create both hard states (e.g. CBT
Join + CBT Joi n-Ack) and soft states (e.g. PIM SM Joins are sent
periodically). The latter generates nore control traffic for tree
mai nt enance and thus requires nore processing in the MPLS nodul e.

Triggers based on the nulticast routing protocol nessages have the
di sadvantage that the 'routing calculations’ perforned by the

mul ticast routing daenmon to determine the Miulticast Routing Table are
repeated by the MPLS nodule. The fornmer determines the tree that
will be used at L3, the latter calculates an identical tree to be
used by L2. Since the sane task is performed twice, it is better to
create the nulticast LSP on the basis of information extracted from
the Multicast Routing Table itself (see section 5.2 and 5.3). The
routing cal cul ati ons becone nore conplex for protocols which support
a switch-over froma (*, G tree to a (S, G tree because nore
nmessages have to be interpreted.

When a host has a point-to-point connection to the first router one
could create 'LSPs up to the end-user’ by intercepting not only the
mul ticast routing nmessages but the | GW Joi n/ Prune nessages ([FENN])
as wel .

5.1. 3. Resource Reservation Messages

As is the case for unicast the RSVP Resv nessage can be used as a
trigger to establish LSPs. A source of a multicast group will send
an RSVP Path nmessage down the tree, the receivers can then reply with
an RSVP Resv nessage. RSVP scales equally well for multicast as it
does for unicast because:
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a) RSVP Resv nessages can nerge

b) RSVP Resv nmessages are only sent up to the first branch which made
the required reservation

5.2. Topology Driven

The Multicast Routing Table (MRT) is nmaintained by the P nulticast
routi ng protocol daenon. The MPLS nodul e maps this L3 tree topol ogy
information to L2 p2np LSPs.

The MPLS nodul e can poll the MRT to extract the tree topol ogies.
Al ternatively, the nulticast daenobn can be nodified to notify the
MPLS nodul e directly of any change to the MRT.

The di sadvantage of this method is that |abels are consunmed even when
no traffic exists.

5.3. Traffic Driven
5.3.1. CGenera

Atraffic driven trigger method will only construct LSPs for trees
which carry traffic. It consunes |ess |abels than the topol ogy
driven nmethod, as labels are only allocated when there is traffic on
the multicast tree

If the mixed L2/L3 forwarding capability (see section 4) is not
supported, the traffic driven trigger requires a |label distribution
node in which the label is requested by the LSRu (Downstream on

Demand or Upstream Unsolicited node). In Figure 10, suppose an LSP
for a certain group exists to LSRd1 and anot her LSRd2 wants to join
the tree. In order for LSRd2 to initiate a trigger, it nust already

receive the traffic fromthe tree. This can be either at L2 or at
L3. The former case is a chicken and egg problem The latter case
requires a mxed L2/L3 forwarding capability in LSRu to add the L3
branch.
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S R +
| LSRd1 |
| |

Fomm e m - + | L3 |

| LSRu | Fo---- - +

| | | |

| L3 | e >

R + / | L2

| | ARREREEE +

e e e o +

| L2 | Fo---- - +

S R + | LSRd2 |
| |
| L3 |
Fommmma o +
| |
| |
| L2 |
S R +

Fi gure 10. The LSRu has to request the | abel
5.3.2. An Inplenentation Exanpl e

To illustrate that by choosing an appropriate trigger one can
conclude that MPLS nulticast is independent of the deployed multicast
routing protocol, the follow ng inplenmentation exanple is given

Current inplenmentations on Unix platfornms of IP nulticast routing
protocols (DVMRP, PIM have a Miulticast Forwardi ng Cache (MFC). The
M-C is a cached copy of the Miulticast Routing Table. The M-C
requests an entry for a certain nmulticast group when it experiences a
"cache nmiss’ for an inconming nulticast packet. The nissing routing
information is provided by the nulticast daenon. |If at a later point
in time sonething changes to the route (outgoing interfaces added or
renoved), the nulticast daenon will update the M-C

The MC is inplenented as a common conponent (part of the kernel),
whi ch makes this trigger very attractive because it can be
transparently used for any IP multicast routing protocol

Entries in the MFC are renoved when no traffic is received for this
entry for a certain period of tine. When label switching is applied
to a certain MFC-entry, the L3 will not see any packets arriving
anynore. To retain the normal M-C behavior, the L3 counters of the
M-C need to be updated by L2 neasurenents.
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5.4. Conbinations of Triggers and Label Distribution Mdes

Tabl e 2 shows the valid conbinations of |abel distribution nodes and
trigger types that were discussed in the previous sections. The (X)
means that the conbination is valid when the m xed L2/L3 forwarding
feature is supported in the LSR

| | abel requested by
| LSRu | LSRd |

| upstream |downstrean] downstream | upstream |
| unsolicited| on demand |unsolicited| on demand |

S N Fommemeena N Fommemeena +
| Request Driven | | | | |
| (incoming neg) | X | X | | |
S S Fom e e - S Fom e e - +
| Request Driven | | | | |
| Cout goi ng meg) | | | X | X |
S N Fommemeena N Fommemeena +
| Topol ogy Driven | X | X | X | X |
e S S S S +
| Traffic Driven | X | X | (X | (X |
S S Fomm e - S Fomm e - +

Table 2. Valid conmbinations of triggers and |abel distribution nbdes
6. Piggy-backing

In Figure 9 (outgoing case) one can observe that instead of sending 2
separate nessages the | abel advertisenent can be piggy-backed on the
exi sting control nessages. For nulticast two piggy-back candi dates
exi st:

a) Miulticast routing nessages: protocols such as PIMSM and CBT have
explicit Join nessages which could carry the |abel mappings. This
approach is described in [FARI]. Wen different nulticast routing
protocol s are depl oyed, an extension to each of these protocols
has to be defi ned.

b) RSVP Resv nessages: a |abel mapping extension object for RSVP
al so applicable to nulticast, is proposed in [ AWDU].

The pros and cons of piggy-backing on nmulticast routing nessages will
be descri bed now
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Pi ggy- backi ng has foll owi ng advant ages:

a) If the | abel advertisenent is piggy-backed on nulticast routing
nmessages, then the distribution of routes and the distribution of
| abel s is tightly synchronized. This elimnates difficult corner
cases such as "what do | do with a label if | don't (yet) have a
routing table entry to attach it to?". It also minimzes the
interval between the establishment of the nulticast route and the
mappi ng of a | abel to the route.

b) The nunmber of control nessages needed to support | abe
adverti senent beyond those needed to support the nulticast routing
itself is zero

Fol I owi ng di sadvant ages of piggy-backing can be identified:

a) In dense-node protocols there are no nessages on which the | abel
adverti senent can be piggy-backed. [FARI] proposes to add
peri odi c nmessages to dense-node protocols for the purpose of |abe
advertisenent, which is a heavy inpact on the nulticast routing
protocol and it eliminates the nessage conserving benefit of

pi ggy- backi ng.

b) The second solution for the state co-existence problem (section
3.4) cannot be applied in conbination with piggy-backing.

c) Piggy-backing requires extending the nulticast routing protocol
and hence becones |ess attractive if |abel advertisenent needs to
be supported for nultiple nmulticast routing protocols. Especially
when not only the | abel advertisenent but also the other two LDP
functions (discovery and adjacency) are piggy-backed.

d) Piggy-backing assunes the Downstream Unsolicited | abe
di stribution node, this excludes a nunmber of trigger nethods (see
Tabl e 2).

e) LDP normally runs on top of TCP, assuring a reliable communication
bet ween peer nodes. Piggy-backed | abel advertisenent often
replaces the reliable conmunication with periodic soft-state |abe
adverti senents. Because of this periodic |abel advertisenment the
control traffic (in nunber of bytes) will increase
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8.

f) If a VCD notification nechanism[NAGA] is required, the (in-band)
notification can normally be done by sending the LDP bind through
the newly established VC. This way only one nessage is
required. This method cannot be conbi ned w th piggy-backing
because the routing nessage is sent before the VC can be
established. An extra handshake nessage is thus required,

di m ni shing the benefit of piggy-backing.

So whet her pi ggy-backi ng nakes sense or not depends heavily on which
and how many mul ticast routing protocols are depl oyed, whether LDP is
al ready used for unicast, which trigger nmechanismis used,

Pi ggy-backing is just one possible conponent of an MPLS nul ti cast

sol uti on.

Explicit Routing

Explicit routing for unicast refers to overriding the unicast routing
tabl e by using LSPs.

Afirst way to interpret "nmulticast explicit routing" is overriding
the tree established by the nmulticast routing protocol by another LSP
tree (e.g. a Steiner tree calculated by an off-line tool). In this
interpretation the current 'shortest path’ nulticast routing protoco
becones obsol ete and can be replaced by | abel advertisenent nessages
that follow an explicit route (e.g. a branch of the Steiner tree).

A second way of interpreting "nulticast explicit routing" is that the
known mul ticast routing protocols are running, but that the nessages
generated by these protocols use explicit unicast routes (instead of
the 1 GP shortest path routes) to construct trees.

QoS/ CoS

8.1. DiffServ

The Differentiated Services approach can be applied to nulticast as
well. It introduces finer streamgranularities (D ffServ Codepoint
(DSCP) as an extra differentiator). A sender can construct one or
nmore trees with different DSCPs.

These (S, G DSCP) or (*, G DSCP) trees can be mapped very easily

onto LSPs when the traffic driven trigger is used. 1In this case one
can create LSPs with different attributes for the various DSCPs.
Not e however that these LSPs still use the same route as long as the

tree construction nechanismitself does not take the DSCP as an
i nput .
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8.2. IntServ and RSVP

RSVP can be used to setup nulticast trees with QoS. An inportant

mul ticast issue is the problemof how to map the ’heterogeneous
receivers’ paradigmonto L2 (remark that it is not solved in IP
either). This subject is tackled in [CRAW. Pragmatic approaches
are the "Limted Heterogeneity Model’ which allows a best effort
service and a single alternate QoS (e.g. a QS proposed by the sender
in a RSVP Path nessage) and the ' Honbgeneous Model’ which allows only
a single QS.

The first approach will construct full trees for each service class.
The sender has to send its traffic twice across the network (e.g. 1
best-effort and 1 QoS tree). Both trees can be |abel sw tched.

The second approach constructs one tree and the best-effort users are
connected to the QS tree. |If the branches created for best-effort
users are not to be | abel switched, (thus carried by a hop-by-hop
default LSP) the QoS nmulticast traffic has to be nerged onto these
default LSPs. This function can be provided by the ’'mixed L2/L3
forwardi ng’ feature described in section 4. If this is not

avail able, merging is necessary to avoid a return to L3 in the QS
LSP.

The mapping of the IntServ service categories onto L2 for ATM service
categories is studied in [ GARR] .

9. Miulti-access Networks

Mul ticast MPLS on nulti-access networks poses a special problem An
LSR that wants to join a group nust always be ready to accept the

| abel that is already assigned to the group LSP (to another
downstream LSR on the link). This can be achieved in three ways:

1) Each LSR on the multi-access |link menorizes all the advertised
| abels on the link, even if it has not received a join for the
associated group. If an LSRis added to the nmulti-access link it
has to retrieve this informati on fromanother LSR on the Iink or
in case of soft state |abel advertisenment it can wait a certain
tinme before it can allocate labels itself. |If LSRs allocate a
| abel 'at the same nonment’ the LSR with the highest |IP address
could keep it, while the other LSRs w t hdraw the | abel

2) Each LSR gets its own | abel range to allocate |abels from A
mechani smfor |abel partitioning is described in [FARI]. [If an
LSR is added to the multi-access link, the |abel ranges have to be
negoti ated again and possibly existing LSPs are torn down and
are reconstructed with other | abels.
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10.

10.

3) Per nulti-access link one LSR could be elected to be responsible
for | abel allocation. Wen an LSR needs a | abel, it can request
it fromthis Label Allocation LSR

Unli ke the unicast case, a nulticast stream can have nore than one
downst ream LSR whi ch all have to use the sane | abel. Two sol utions
for | abel advertisenent can be thought of:

1) [FARI] proposes to nmulticast the | abel advertisenents to all LSRs
on the shared link. Since nulticast is not reliable this requires
periodic | abel advertisenents, yielding |abel advertisenent
duplicates in tine.

2) Another approach is that an LSR unicasts its |abel advertisenments
inareliable way (TCP) to all other (or to all interested) LSRs

on the shared link. |In this approach the hard-state character of
LDP can be maintai ned but the |abel advertisenment is duplicated in
space.

Since LSPs are only rewarding if they have a long lifetime and since
the nunber of LSRs on a shared link is linted the second approach
seens advant ageous.

Another issue with nulticast in nmulti-access networks is whether to
use upstream or downstream | abel assignnment. For nulticast traffic,
upstream | abel allocation is sinpler since there can be only one
upstream node per link that belongs to a nulticast tree. This
(upstream) node can assign a unique |abel for the FEC. Wth
downstream al | ocation, there may be nmultiple downstream nodes for a
given tree on a nmulti-access link; each node may propose a different

| abel assignnent for a FEC that would require sone resol uti on process
in order to come up with a single | abel per nulticast FEC on the
link.

Once a | abel has been assigned, it is possible that the | abe
assigner |eaves the tree. Wth downstream | abel assignnent, this
coul d happen when the | abel allocator |eaves the group. Wth
upstream assi gnnent this could happen when the upstream LSR changes
due to a uni cast topol ogy change.

More | ssues
1. TTL Field
The TTL field in the IP header is typically used for |oop detection

In IP multicast it is also used to linmt the scope of the nulticast
packets by setting an appropriate TTL val ue.
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Thus in LSRs that do not support a TTL decrenment function (e.g. ATM
LSR), the scope restriction function is affected. Suppose one could
cal cul ate in advance the nunber of hops an LSP traverses. 1In a

uni cast LSP the TTL val ue could then be decrenented at the ingress or
the egress node. For nulticast all the branches of the tree can have
different lengths so the TTL can only be decrenented at the egress
node, potentially wasting bandwidth if the TTL turns out to be zero
or negative.

10. 2. I ndependent vs. Ordered Label Distribution Contro
Current Label Distribution Terninology is only defined for unicast.
The follow ng sections explore what this term nology night nean in a
nmul ti cast context.
In I ndependent Control ([ANDE]) each LSR can take the initiative to
do a |l abel mapping. In Ordered Control ([ANDE]) an LSR only naps a
| abel when it already received a | abel fromits next-hop

Al'l the previously described trigger nethods (section 5) conbine with

I ndependent Control. Note that if the request driven approach is
used with I ndependent Control the l|abel distribution still behaves as
in Odered Control: the control nessages flow fromthe egress node

upstream i nposing the sane sequence to the | abel advertisenent.

O dered Control is not applicable for a traffic driven trigger in
case the node does not support mxed L2/L3 forwarding. According to
Table 2, this case inplies that |abels are requested by the upstream
LSR. Suppose in Figure 11 that an LSP exists fromS to RL and a new
branch nust be added to R2. B will only accept a | abel on the A-B
link if a label is already assigned on the B-C link. However, to
establish a label on the B-C link, B nust already receive traffic on
the A-B link.

N---N--RL
/
/
S ----- A
\
\
B---C--R2
Fi gure 11.
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10. 3. Conservative vs. Liberal Label Retention Mde

In the Conservative Mbde ([ANDE]) only the labels that are used for
forwarding data (if the next-hop for the FEC is the LSR which
advertised the | abel) are allocated and maintained. In the Libera
Mode | abel s are advertised and nmaintained to all neighbors. Libera
Mode does not make sense in nulticast. Two reasons can be identified
for this:

1) Al LSRs have a route for each unicast FEC. This is not true for
mul ticast FECs.

2) For nulticast an LSR always knows to which nei ghbor to send the
| abel request or the | abel map nessages. 1In e.g. unicast
Downstream Unsol i cited node (see bel ow) the LSR does not know
where to send the | abel mappings and thus has to send the mappi ng
to all its neighbors. |In this case supporting the Liberal Mde
does not generate extra nessages (it still requires extra state
i nfornmati on and | abel space) and thus the threshold to support
Li beral Mde coul d be considered | ower.

Tabl e 3 shows the cases where it is known by an LSR where to send its
| abel requests.

[ TS o m e e e e e e e e e e eee s +
| | | abel requested by |
| | LSRu | LSRd |
[ S [ TS B |

| uni cast | Yes | No |
Fomm e e o S S |

| mul ti cast | Yes | Yes

[ TS o e oo e e e oo +

Tabl e 3. Does an LSR know where to send its |abel requests ?

For a unicast flow, an LSR can determ ne the next hop LSR, which is
the one to send the request to in case of Upstream Unsolicited or
Downst ream on Demand node. The LSR is however not able to find the
previous hop. The previous hop is not necessarily the next hop
towards the source, because the path fromA to B is not necessarily
the sane as the path fromB to A Such a situation can occur as a
result of asymmetric |ink nmeasures or in the event that multiple
equal cost paths exist [PAXS].

In the case of multicast, an LSR knows both the next hop(s) and the
previ ous hop. Because nulticast trees are constructed using the
reverse shortest path method, the previous hop is always the next hop
towards the source or towards the root of the tree.
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10. 4. Downstreamvs. Upstream Label Allocation

The | abel can be allocated by either the downstream LSR ( Downstream
on Demand, Downstream Unsolicited) or the upstream LSR (Upstream on
Demand, Upstream Unsolicited, inplicit). The advantages of
downstream | abel allocation are:

a) It is the same node as for unicast LDP, thus eliminating the need
to devel op upstream | abel distribution procedures.

b) The sane | abel can be kept when the upstream LSR changes due to a
route change, which is an advantage on nulti-access networks (see
section 9).

c) Conpatible with piggy-backing (especially the downstream
di stribution node).

The advant ages of upstream | abel allocation are:
a) Easier label allocation in nulti-access networks (see section 9).

b) The sanme | abel can be kept when the downstream LSR (whi ch woul d
have been the |abel allocator in downstream node in a nulti-access
networ k) | eaves the group (see section 9).

c) The upstreamand inplicit distribution node allow a faster LSP
setup when the LSP is traffic triggered

Whet her to use upstream or downstream | abel distribution is outside
the scope of this framework. The relative conplexity between the
necessary protocol extensions and the resol uti on nechani sm needed, as
well as the relative operational conmplexity, will influence which way
to go.

10.5. Explicit vs. Inplicit Label Distribution

Beside the explicit distribution nodes (which use a signaling
protocol), [ACHA] proposes an inplicit l|abel distribution method by
usi ng unknown | abels. This method has all the advantages of the
upstream | abel allocation nmethod and is probably the fastest |abe
advertisenent nethod for traffic triggered LSPs.

Inmplicit label distribution is not applicable if the FEC-to-I|abe

bi ndi ng has been advertised prior to traffic arrival, e.g. explicit
routing (i.e. if all the information necessary to identify the FECis
not present in the packet).
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11.

12.

Explicit distribution allows pre-establishnent (before the arrival of
data) of LSPs with topol ogy or request driven triggers.

Security Considerations

In general, the use of nulticast in an MPLS environnent poses no
extra security issues beyond the ones that already exist in nmulticast
and MPLS protocols as such

The protocol s described in this docunent are however not suited to
cross admi ni strative boundari es.

When the nulticast tree is deternined by an existing nulticast
routing protocol (this is the assunption made in this docunent,
except for the Explicit Routing section), clearly no additiona
security issues are introduced with respect to the shape of the tree
(e.g. unauthorized joining, tapping, blackholing, injecting traffic,

.). These security issues should have been addressed in the
specifications of the nulticast routing protocols.

In the MPLS context it is possible that control nessages trigger L2
resource allocations (e.g. LSPs). |If security flaws would still be
present in the existing protocols (which possibly are not too harnfu
inits original context) the abusive sending of such control nessages
can yield nore severe DoS attacks.

In case of an "explicit routed" tree that is calculated centrally,
sufficient authentication nmust be done on the control nessages that
set up the tree in the network nodes.
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