Net wor k Wor ki ng Group K. Chan

Request for Comments: 3317 Nort el Networks
Cat egory: | nformational R Sahita
S. Hahn

I ntel

K. Mcd oghrie
Ci sco Systens
March 2003

Differentiated Services Quality of Service Policy Infornmation Base
Status of this Menp

This meno provides information for the Internet conmunity. It does
not specify an Internet standard of any kind. Distribution of this
menmo i s unlimted.

Copyright Notice
Copyright (C The Internet Society (2003). Al Rights Reserved.
Abstr act

Thi s docunent describes a Policy Information Base (PIB) for a device
i mpl ementing the Differentiated Services Architecture. The

provi sioning classes defined here provide policy control over
resources inplenenting the Differentiated Services Architecture.
These provisioning classes can be used with other none Differentiated
Services provisioning classes (defined in other PIBs) to provide for
a conprehensive policy controlled mapping of service requirenment to
devi ce resource capability and usage.
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Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

1. dossary

PRC Provisioning Cass. A type of policy data. See [PCLTERM .
PRI Provi sioning Instance. An instance of a PRC. See [POLTERM.
PI B Policy Informati on Base. The database of policy information
See [ POLTERM .
PDP Pol i cy Decision Point. See [ RAP- FRAMEWORK] .
PEP Policy Enforcenment Point. See [ RAP- FRAVEWORK]
PRID Provisioning Instance Identifier. Uniquely identifies an
i nstance of a PRC

2. Introduction

[ SPPI] describes a structure for specifying policy information that
can then be transnitted to a network device for the purpose of
configuring policy at that device. The nodel underlying this
structure is one of well-defined provisioning classes and instances
of these classes residing in a virtual information store called the
Policy Informati on Base (PIB).

Thi s docunent specifies a set of provisioning classes specifically
for configuring QoS Policy for Differentiated Services [ DSARCH|

One way to provision policy is by neans of the COPS protocol [COPS]
with the extensions for provisioning [COPS-PR]. This protoco
supports multiple clients, each of which may provision policy for a
specific policy domain such as Q©S. The PRCs defined in this
DiffServ QoS PIB are intended for use by the COPS-PR diffServ client
type. Furthernore, these PRCs are in addition to any other PIBs that
may be defined for the diffServ client type in the future, as well as
the PRCs defined in the Framework PIB [ FR-PI B].

3. Relationship to the DiffServ Infornmal Managenent Nbdel

This PIB is designed according to the Differentiated Services

I nf ormal Managenent Mbdel docunented in [MODEL]. The nodel describes
the way that ingress and egress interfaces of a 'n’-port router are
nodel ed. It describes the configuration and managenent of a DiffServ
interface in terms of a Traffic Conditioning Block (TCB) which
contains, by definition, zero or nore classifiers, neters, actions,

al gorithm c droppers, queues and schedul ers. These elenents are
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arranged according to the QoS policy being expressed, and are al ways
in that order. Traffic may be classified; classified traffic may be
nmet ered; each streamof traffic identified by a conbination of
classifiers and nmeters may have sone set of actions perforned on it;
it may have dropping algorithnms applied and it may ultimately be
stored into a queue before being scheduled out to its next
destination, either onto a link or to another TCB. Wen the
treatment for a given packet nust have any of those el enents repeated
in a way that breaks the pernitted sequence {classifier, neter
action, algorithmc dropper, queue, scheduler}, this nust be nobdel ed
by cascading multiple TCBs.

The PIB represents this cascade by following the "Next" attributes of
the various elenments. They indicate what the next step in DiffServ
processing will be, whether it be a classifier, meter, action

al gorithm c dropper, queue, scheduler or a decision to now forward a
packet .

The PIB nodel s the individual elenents that make up the TCBs. The
hi gher | evel concept of a TCBis not required in the paraneterization
or in the linking together of the individual elenments, hence it is
not used in the PIBitself and is only nentioned in the text for
relating the PIB with the [ MODEL]. The actual distinguishing of
which TCB a specific elenent is a part of is not needed for the
instrunentation of a device to support the functionalities of
DiffServ, but it is useful for conceptual reasons. By not using the
TCB concept, this PIB allows any grouping of elenents to construct
TCBs, using rules indicated by the [MODEL]. This will mninze
changes to this PIBif rules in [ MODEL] change

The notion of a Data Path is used in this PIB to indicate the

Di ffServ processing a packet may experience. This Data Path is

di stingui shed based on the Role Conbination, Capability Set, and the
Direction of the flow the packet is part of. A Data Path Table Entry
indicates the first of possibly multiple elenents that will apply
DiffServ treatnent to the packet.

3. 1. PI B Overvi ew

This PIBis structured based on the need to configure the sequenti al
DiffServ treatments being applied to a packet, and the
paraneterization of these treatnents. These two aspects of the
configuration are kept separate throughout the design of the PIB, and
are fulfilled using separate tables and data definitions.

In addition, the PIB includes tables describing the capabilities and
limtations of the device using a general extensible framework.
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These tables are reported to the PDP and assist the PDP with the
configuration of functional elenents that can be realized by the
devi ce.

This capabilities and Iimtations exchange allows a single or

nmul tiple devices to support nmany different variations of a functiona
datapath el enent. Allow ng diverse nethods of providing a genera
functional datapath el ement.

In this PIB, the ingress and egress portions of a router are
configured i ndependently but in the same manner. The difference is
di stingui shed by an attribute in a table describing the start of the
data path. Each interface perforns sone or all of the follow ng

hi gh-1evel functions:

O assify each packet according to sone set of rules.

- Determ ne whether the data streamthe packet is part of is within
or outside its nmetering paraneters

- Performa set of resulting actions such as counting and narking of
the traffic with a Differentiated Services Code Point (DSCP) as
defined in [DSFI ELD] .

- Apply the appropriate drop policy, either sinple or conplex
algorithmc drop functionality.

- Enqueue the traffic for output in the appropriate queue, whose
schedul er may shape the traffic or sinply forward it with sone
mninumrate or naxi num | atency.

The PIB therefore contains the follow ng el ements:

Data Path Tabl e
This describes the starting point of DiffServ data paths within a
single DiffServ device. This class describes interface role
conbi nation and interface direction specific data paths.

Classifier Tables
A general extensible franework for specifying a group of filters.

Met er Tabl es
A general extensible franework and one exanple of a
paraneterization table - TBParamtable, applicable for Sinple
Token Bucket Meter, Average Rate Meter, Single Rate Three Col or
Meter, Two Rate Three Color Meter, and Sliding Wndow Three Col or
Met er .

Chan, et al. I nf or mat i onal [ Page 5]



RFC 3317 DiffServ QoS Policy Information Base March 2003

Action Tabl es
A general extensible franework and exanpl e of paraneterization
tables for Mark action. The "nultiplexer” and "null" actions
described in [ MODEL] are acconplished inplicitly by nmeans of the
Prid structures of the other elements.

Al gorithm c Dropper Tables
A general extensible franework for describing the dropper
functional datapath elenment. This includes the absol ute dropper
and ot her queue neasurenent dependent al gorithnic droppers.

Queue and Schedul er Tabl es
A general extensible franework for paraneterizing queui ng and
schedul er systens. Notice Shaper is considered as a type of
schedul er and is included here.

Capabilities Tables
A general extensible franework for defining the capabilities and
limtations of the elenents |isted above. The capability tables
allowintelligent configuration of the elenments by a PDP

4. Structure of the PIB
4.1. General Conventions

The PIB consists of PRCs that represent functional elenents in the
data path (e.g., classifiers, neters, actions), and cl asses that
specify paraneters that apply to a certain type of functional elenent
(e.g., a Token Bucket nmeter or a Mark action). Paraneters are
typically specified in a separate PRC to enabl e the use of paraneter
classes by multiple policies.

Functi onal element PRCs use the Prid TC (defined in [SPPI]) to
indicate indirection. A Prid is an object identifier that is used to
specify an instance of a PRC in another table. A Prid is used to
point to paranmeter PRC that applies to a functional elenment, such as
which filter should be used for a classifier element. A Prid is also
used to specify an instance of a functional elenment PRC that

descri bes what treatnent should be applied next for a packet in the
dat a path.

Note that the use of Prids to specify paraneter PRCs all ows the sanme
functional elenent PRC to be extended with a nunber of different

types of paranmeter PRC's. In addition, using Prids to indicate the
next functional datapath elenent allows the elenents to be ordered in
any way.
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4.2. DiffServ Data Paths

This part of the PIB provides instrumentation for connecting the

D ffServ Functional Elenents within a single DiffServ device. Please
refer to [ MODEL] for discussions on the valid sequencing and grouping
of DiffServ Functional Elenents. G ven sone basic infornmation, e.g.
the interface capability, role conbination and direction, the first

D ffServ Functional Elenent is determ ned. Subsequent DiffServ
Functional Elenments are provided by the "Next" pointer attribute of
each entry of data path tables. A description of how this "Next"
pointer is used in each table is provided in their respective
DESCRI PTI ON cl auses.

4.2.1. Data Path PRC

The Data Path PRC provides the DiffServ treatnent starting points for
all packets of this DiffServ device. Each instance of this PRC
specifies the interface capability, role conbination and direction
for the packet flow. There should be at nost two entries for each

i nstance (interface type, role conbination, interface capability),
one for ingress and one for egress. Each instance provides the first
D ffServ Functional Elenent that each packet, at a specific interface
(identified by the roles assigned to the interface) traveling in a
specific relative direction, should experience. Notice this class is
interface specific, with the use of interface type capability set and
Rol eConbi nation. To indicate explicitly that there are no DiffServ
treatnents for a particular interface type capability set, role

conbi nation and direction, an instance of the Data Path PRC can be
created with zeroDot Zero in the dsDataPathStart attribute. This
situation can also be indicated inplicitly by not supplying an
instance of a Data Path PRC for that particular interface type
capability set, role conmbination and direction. The
explicit/inplicit selection is up to the inplenentation. This nmeans
that the PEP should performnormal | P device processing when

zeroDot Zero is used in the dsDataPathStart attribute, or when the
entry does not exist. Nornal |IP device processing will depend on the
device; for exanmple, this can be forwarding the packet.

Based on inplenmentation experience of network devices where data path
functional elenments are inplenented in separate physical processors
or application specific integrated circuits, separated by swtch
fabric, it seens that nore conplex notions of data path are required
within the network device to correlate the different physically
separate data path functional elenents. For exanple, ingress
processing may have determined a specific ingress flow that gets
aggregated with other ingress flows at an egress data path functiona
element. Sone of the information deternmined at the ingress data path
functional elenent nay need to be used by the egress data path
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functional elenent. In nunmerous inplenmentations, such information
has been carried by adding it to the frame/nenory block used to carry
the flow within the network device; some inplenenters have called
such information a "preanble" or a "frame descriptor”. Different

i npl enment ati ons use different formats for such information

Initially, one may think such information has inplenentation details
within the network device that does not need to be exposed outside of
the network device. But fromPolicy Control point of view such
information will be very useful in determining network resource usage
feedback fromthe network device to the policy server. This is
acconpl i shed by using the Internal Label Marker and Filter PRCs
defined in [FR-PIB].

4.3. C(Cassifiers

The classifier and classifier element tables determine howtraffic is
sorted out. They identify separable classes of traffic, by reference
to appropriate filters, which may select anything from an individua
mcro-flow to aggregates identified by DSCP

The classification is used to send these separate streans to
appropriate Meter, Action, Al gorithm c Dropper, Queue and Schedul er
el ements. For exanple, to indicate a nulti-stage nmeter, sub-cl asses
of traffic may be sent to different neter stages: e.g., in an

i mpl enentati on of the Assured Forwardi ng (AF) PHB [ AF- PHB], AFl11
traffic mght be sent to the first nmeter, AF12 traffic nmight be sent
to the second and AF13 traffic sent to the second neter stage’s out-
of -profile action.

The concept of a classifier is the sane as described in [ MODEL]. The
structure of the classifier and classifier elenent tables, is the
sane as the classifier described in [MODEL]. dassifier elenents
have an associ ated precedence order solely for the purpose of

resol ving anbi guity between overlapping filters. A filter with

hi gher val ues of precedence are conpared first; the order of tests
for entries of the sane precedence is uninportant.

A datapath nmay consist of nore than one classifier. There nmay be an
overlap of filter specification between filters of different
classifiers. The first classifier functional datapath el enent
encountered, as determ ned by the sequencing of diffserv functiona
dat apath el enents, will be used first.

An inmportant formof classifier is "everything else": the final stage
of the classifier i.e., the one with the | owest precedence, nust be
"conpl ete" since the result of an inconplete classifier is not
necessarily determnistic - see [ MODEL] section 4.1.2.

Chan, et al. I nf or mat i onal [ Page 8]



RFC 3317 DiffServ QoS Policy Information Base March 2003

When a classifier PRCis instantiated at the PEP, it should al ways
have at | east one classifier element table entry, the "everything

el se" classifier element, with its filter matching all |P packets.
This "everything el se" classifier elenent should be created by the
PDP as part of the classifier setup. The PDP has full control of all
classifier PRIs instantiated at the PEP

The definition of the actual filter to be used by the classifier is
referenced via a Prid: this enables the use of any sort of filter
table that one might wish to design, standard or proprietary. No
filters are defined in this PIB. However, standard filters for IP
packets are defined in the Framework PIB [ FR-PI B].

4.3.1. dassifier PRC

Classifiers, used in various ingress and egress interfaces, are
organi zed by the instances of the Cassifier PRC. A data path entry
points to a classifier entry. A classifier entry identifies a |list
of classifier elenents. A classifier element effectively includes
the filter entry, and points to a "next" classifier entry or sone
other data path functional el enent.

4.3.2. Cdassifier El enent PRC

Classifier elenents point to the filters which identify various
classes of traffic. The separation between the "classifier elenent”
and the "filter" allows us to use nany different kinds of filters
with the same essential senmantics of "an identified set of traffic"
The traffic matching the filter corresponding to a classifier elenent
is given to the "next" data path functional elenment identified in the
classifier elenent.

An exanple of a filter that may be pointed to by a O assifier El enent
PRI is the frwklpFilter PRC, defined in [FR-PIB].

4. 4, Met ers

A nmeter, according to [ MODEL] section 5, neasures the rate at which
packets conposing a streamof traffic pass it, conpares this rate to
some set of thresholds, and produces some nunber (two or nore) of
potential results. A given packet is said to "conform to the neter
if, at the time the packet is being |ooked at, the stream appears to
be within the nmeter’s profile. PIB syntax nmakes it easiest to define
this as a sequence of one or nore cascaded pass/fail tests, nodel ed

here as if-then-el se constructs. It is inportant to understand that
this way of nodeling does not inply anything about the inplenentation
being "sequential": nulti-rate/nmulti-profile neters, e.g., those

designed to support [SRTCM, [TRTCM, or [TSWICM can still be
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nodel ed this way even if they, of necessity, share information
bet ween the stages: the stages are introduced nerely as a notationa
conveni ence in order to sinplify the PIB structure.

4.4.1. Meter PRC

The generic neter PRC is used as a base for all nore specific forns
of meter. The definition of paraneters specific to the type of neter
used is referenced via a pointer to an instance of a PRC contai ni ng
those specifics. This enables the use of any sort of specific neter
table that one m ght wish to design, standard or proprietary. One
specific neter table is defined in this PIB nodule. Oher neter
tabl es may be defined in other PIB nodul es.

4.4.2. Token-Bucket Paraneter PRC

This is included as an exanple of a common type of meter. Entries in
this class are referenced fromthe dsMeterSpecific attributes of
meter PRC instances. The paraneters are represented by a rate
dsTBPar anRat e, a burst size dsTBParanBurstSize, and an interva
dsTBparam nterval. The type of neter being paraneterized is

i ndi cated by the dsTBParanType attribute. This is used to determ ne
how the rate, burst, and rate interval paraneters are used.

Addi tional neter paraneterization classes can be defined in other

Pl Bs when necessary.

4.5. Actions

Actions include "no action", "mark the traffic with a DSCP" or
"specific action". Oher tasks such as "shape the traffic" or "drop
based on sone algorithm' are handled in other functional datapath
elenents rather than in actions. The "nultiplexer"”, "replicator"
and "null" actions described in [MODEL] are acconplished inplicitly
t hrough various conbi nations of the other el enents.

This PIB uses the Action PRC dsActionTable to organi ze one Action’s
relationship with the elenent(s) before and after it. It allows
Actions to be cascaded to enable that multiple Actions be applied to
a single traffic stream by using each entry’s dsActi onNext attribute.
The dsActionNext attribute of the last action entry in the chain
points to the next elenment in the TCB, if any, e.g., a Queueing
element. It nmay also point at a next TCB

The paraneters needed for the Action elenent will depend on the type
of Action to be taken. Hence the PIB allows for specific Action
Tables for the different Action types. This flexibility allows
additional Actions to be specified in other PIBs and also allows for
the use of proprietary Actions w thout inpact on those defined here.
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One nay consi der packet dropping as an Action element. Packet
dropping is handled by the Algorithni c Dropper datapath functional
el ement .

4.5. 1. DSCP Mark Action PRC

This Action is applied to traffic in order to mark it with a DiffServ
Codepoi nt (DSCP) val ue, specified in the dsDscpMarkAct Tabl e.

4.6. Queueing El enments

These include Algorithnm c Droppers, Queues and Schedul ers, which are
all inter-related in their use of queueing techniques.

4.6.1. Algorithm c Dropper PRC

Al gorithm c Droppers are represented in this PIB by instances of the
Algorithm c Dropper PRC. An Algorithmc Dropper is assuned to
operate indiscrimnately on all packets that are presented at its
input; all traffic separation should be done by classifiers and
nmeters preceding it.

Al gorithm c Dropper includes many types of droppers, fromthe sinple
al ways dropper to the nore conpl ex random dropper. This is indicated
by the dsAl gDropType attri bute.

Al gorithmic Droppers have a close relationship with queuing; each

Al gorithm c Dropper Table entry contains a dsAl gDropQveasure
attribute, indicating which queue’s state affects the cal cul ati on of
the Algorithm c Dropper. Each entry also contains a dsAl gDr opNext
attribute that indicates to which queue the Al gorithnic Dropper sinks
its traffic.

Al gorithm c Droppers may al so contain a pointer to a specific detail
of the drop algorithm dsAl gDropSpecific. This PIB defines the
detail for three drop algorithns: Tail Drop, Head Drop, and Random
Drop; other algorithms are outside the scope of this PIB nodul e, but
the general framework is intended to allow for their inclusion via
ot her PI B nodul es.

One general ly-applicable paranmeter of a dropper is the specification
of a queue-depth threshold at which sone drop action is to start.
This is represented in this PIB, as a base attribute,

dsAl gDr opQThreshol d, of the Al gorithnic Dropper entry. The
attribute, dsAl gbhropQweasure, specifies which queue’s depth

dsAl gDropQThreshold is to be conpared agai nst.
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0 An Always Dropper drops every packet presented to it. This type
of dropper does not require any other paraneter.

o A Tail Dropper requires the specification of a maxi num queue depth
threshol d: when the queue pointed at by dsAl gDropQVeasure reaches
that depth threshold, dsAl gDropQrhreshold, any new traffic
arriving at the dropper is discarded. This algorithmuses only
paraneters that are part of the dsAl gDropEntry.

0 A Head Dropper requires the specification of a maxi num queue depth
threshol d: when the queue pointed at by dsAl gDropQWeasure reaches
that depth threshold, dsAl gDropQrhreshold, traffic currently at
the head of the queue is discarded. This algorithmuses only
paraneters that are part of the dsAl gDropEntry.

o Random Droppers are reconmended as a way to control congestion, in
[ QUEUEMGMI] and called for in the [AF-PHB]. Various
i npl enent ati ons exist, that agree on nmarking or dropping just
enough traffic to conmunicate with TCP-1i ke protocol s about
congestion avoi dance, but differ markedly on their specific
paraneters. This PIB attenpts to offer a mininal set of controls
for any random dropper, but expects that vendors will augment the
PRC with additional controls and status in accordance with their
i mpl enentation. This algorithmrequires additional paraneters on
top of those in dsAl gDropEntry; these are discussed bel ow.

A Dropper Type of other is provided for the inplenentation of dropper
types not defined here. Wen the Dropper Type is other, its full
specification will need to be provided by another PRC referenced by
dsAl gDropSpecific. A Dropper Type of Miltiple Queue Random Dropper
is al so provided; please reference section 5.5.3 of this docunent for
nore details.

4.6.2. Random Dropper PRC

One exanpl e of a random dropper is a RED-li ke dropper. An exanple of
the representation chosen in this PIB for this elenent is shown in
Fi gure 1.

Random dr oppers often have their drop probability function described
as a plot of drop probability (P) against averaged queue length (Q.
(Qrin, Pmn) then defines the start of the characteristic plot.
Nornmal Iy Pmi n=0, neaning that with average queue | ength bel ow Qi n,
there will be no drops. (Qrax, Pmax) defines a "knee" on the plot,
after which point the drop probability becone nore progressive
(greater slope). (Qlip, 1) defines the queue I ength at which all
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packets will be dropped. Notice this is different fromTail Drop
because this uses an averaged queue length. Although it is possible

for Qlip = Qrax.

In the PIB nodul e, dsRandonDr opM nThreshBytes and

dsRandonDr opM nThreshPkts represent Qrin. dsRandonDr opMaxThr eshByt es
and dsRandonDr opMaxThr eshPkts represent Qrax. dsAl gDropQrhreshol d
represents lip. dsRandonDropProbMax represents Pmax. This PIB
does not represent Pnin (assunmed to be zero unless otherw se
represented).

In addition, since nmessage nenory is finite, queues generally have
sonme upper bound above which they are incapable of storing additional
traffic. Normally this nunber is equal to Qlip, specified by

dsAl gDr opQThr eshol d.

Each random dropper specification is associated with a queue. This
allows nultiple drop processes (of sanme or different types) to be
associated with the sane queue, as different PHB i npl enentati ons nay
require. This also allows for sequences of nultiple droppers if

necessary.
S + Fomm - +
| Al gDr op | | Queue |
--->] Next  --------- S L LT > Next -+-->

| Qweasure ------- +- + | ... |
| Qrhreshold | Feommem-- +
| Type=randonDrop | L +
| Specific ------- +- - >| RandonDr op |
R R + | MnThreshBytes |

| MaxThreshBytes |

| ProbMax |

| Weight |

| SanplingRate |

S +

Figure 1: Exanple Use of the RandonDropTabl e for Random Droppers

The cal cul ati on of a snpothed queue length may al so have an i nportant
bearing on the behavior of the dropper: paraneters may include the
sampling interval or rate, and the weight of each sanple. The
perfornmance may be very sensitive to the values of these paraneters
and a wi de range of possible values may be required due to a wide
range of link speeds. Mst algorithns include a sanple weight,
represented here by dsRandonDr opWei ght. The availability of
dsRandonDr opSanpl i ngRate as readable is inportant; the information
provided by the Sanpling Rate is essential to the configuration of
dsRandonDr opWei ght. Having the Sanpling Rate be configurable is al so
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hel pful, because as |ine speed increases, the ability to have queue
sanpling be I ess frequent than packet arrival is needed. Note
however that there is ongoing research on this topic, see e.g.

[ ACTQVGMI] and [ AQVROUTER] .

Addi tional paraneters nay be added in an enterprise PIB nodule, e.g.
by usi ng AUGMENTS on this class, to handl e aspects of random drop
algorithms that are not standardi zed here

NOTE: Deterministic Droppers can be viewed as a special case of
Random Droppers with the drop probability restricted to 0 and 1
Hence Deterministic Droppers night be described by a Random Dr opper
with Pnin = 0, Pmax = 1, Qrin = Qrax = lip, the averaged queue

| ength at which droppi ng occurs.

4.6.3. Queues and Schedul ers

The Queue PRC nodel s sinple FI FO queues, as described in [ MODEL]
section 7.1.1. The Scheduler PRC allows flexibility in constructing
both sinple and sonewhat nore conpl ex queuei ng hi erarchies fromthose
gqueues. O course, since TCBs can be cascaded multiple tines on an
interface, even nore conpl ex hierarchies can be constructed that way
al so.

Queue PRC instances are pointed at by the "next" attributes of the
upstream el enents e.g., dsMeterSucceedNext. Note that multiple
upstream el enents nmay direct their traffic to the sane Queue PRI

For exanple, the Assured Forwardi ng PHB suggests that all traffic

mar ked AF11, AF12, or AF13 be placed in the sane queue after

metering, without reordering. This would be represented by having

t he dsMet er SucceedNext of each upstream neter point at the sane Queue
PRI .

NOTE: CQueue and Scheduler PRIs are for data path description; they
bot h use Schedul er Paraneterization Table entries for diffserv
treatment paraneterization.

A Queue Table entry specifies the scheduler it wants service from by
use of its Next pointer.

Each Schedul er Table entry represents the algorithmin use for
servicing the one or nore queues that feed it. [MODEL] section 7.1.2
describes a scheduler with nultiple inputs: this is represented in
the PIB by having the scheduling paraneters be associated with each
input. In this way, sets of Queues can be grouped together as inputs
to the same Scheduler. This class serves to represent the exanple
schedul er described in the [ MODEL]: other nore conplex
representations mght be created outside of this PIB
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Bot h the Queue PRC and the Schedul er PRC use instances of the
Schedul er Paraneterization PRC to specify diffserv treatnent
paraneterization. Schedul er Paraneter PRC instances are used to
paraneterize each input that feeds into a scheduler. The inputs can
be a mxture of Queue PRI’'s and Scheduler PRI’s. Schedul er Paraneter
PRI's can be used/reused by one or nore Queue and/or Schedul er Tabl e
entries.

For representing a Strict Priority schedul er, each scheduler input is
assigned a priority with respect to all the other inputs feeding the
same scheduler, with default values for the other paraneters. A

hi gher-priority input which contains traffic that is not being

del ayed for shaping will be serviced before a lower-priority input.

For Wi ghted Scheduling nethods e.g., WWFQ WRR the "weight" of a

gi ven scheduler input is represented with a M ninum Service Rate

| eaky-bucket profile that provides a guaranteed m ni mrum bandwi dth to
that input, if required. This is represented by a rate

dsM nRat eAbsol ute; the classical weight is the ratio between that
rate and the interface speed, or perhaps the ratio between that rate
and the sumof the configured rates for classes. Alternatively, the
rate may be represented by a relative value, as a fraction of the
interface’s current line rate, dsMnRateRel ative to assist in cases
where line rates are variable or where a higher-1level policy mght be
expressed in ternms of fractions of network resources. The two rate
paraneters are inter-related and changes in one may be reflected in
t he ot her.

For wei ghted schedul i ng net hods, one can say | oosely, that WRR
focuses on neeting bandw dth sharing, w thout concern for relative
del ay anongst the queues, where WFQ control both queue service order
and amount of traffic serviced, providing neeting bandwi dth sharing
and rel ative del ay ordering anongst the queues.

A queue or schedul ed set of queues (which is an input to a schedul er)
may al so be capabl e of acting as a non-work-conservi ng [ MODEL]
traffic shaper: this is done by defining a Maxi num Service Rate

| eaky-bucket profile in order to limt the schedul er bandw dth
available to that input. This is represented by a rate

dsMaxRat eAbsol ute; the classical weight is the ratio between that
rate and the interface speed, or perhaps the ratio between that rate
and the sumof the configured rates for classes. Alternatively, the
rate nmay, be represented by a relative value, as a fraction of the
interface’s current line rate, dsMaxRateRel ative. There was

di scussion in the working group about alternative nodeling
approaches, such as defining a shaping action or a shaping el ement.
We did not take this approach because shaping is in fact sonmething a
schedul er does to its inputs, (which we nodel as a queue with a
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maxi mumrate or a schedul er whose out put has a maxi numrate) and we
felt it was sinpler and nore elegant to sinply describe it in that
context. Additionally, multi-rate shaper [SHAPER] can be represented
by the use of multiple dsMaxRateTable entries.

O her types of priority and wei ghted schedul i ng net hods can be
defined using existing paraneters in dsM nRateEntry. NOTE:
dsSchedul er Met hod uses Aut ononousType syntax, with the different
types of scheduling methods defined as OBJECT-1DENTITY. Future
schedul i ng met hods may be defined in other PIBs. This requires an
OBJECT- I DENTI TY definition, a description of how the existing objects
are reused, if they are, and any new objects they require.

NOTE: Hierarchical schedulers can be paraneterized using this PIB by
havi ng Schedul er Table entries feeds into Scheduler Table entry.

4.7. Specifying Device Capabilities

The DiffServ PIB uses the Base PRC classes frwkPrcSupport Tabl e and
frwkConpLinmitsTabl e defined in [FR-PIB] to specify what PRC s are
supported by a PEP and to specify any limtations on that support.
The PIB al so uses the capability PRC s frwkCapabilitySetTabl e and
frwkl f Rol eConboTabl e defined in [FR-PIB] to specify the device's
capability sets, interface types, and rol e conbinations. Each

i nstance of the capability PRC frwkCapabilitySet Table contains an QD
that points to an instance of a PRC that describes sone capability of
that interface type. The DiffServ PIB defines several of these
capability PRCs, that assist the PDP with the configuration of
DiffServ functional elenents that can be inplenented by the device.
Each of these capability PRCs contains a direction attribute that
specifies the direction for which the capability applies. This
attribute is defined in a base capability PRC, which is extended by
each specific capability PRC

Cl assification capabilities, which specify the information elenments
the device can use to classify traffic, are reported using the

dslfCd assificationCaps PRC. Metering capabilities, which indicate
what the device can do with out-of-profile packets, are specified
using the dslfMeteringCaps PRC. Scheduling capabilities, such as the
nunber of inputs supported, are reported using the dslfSchedulingCaps
PRC. Algorithmc drop capabilities, such as the types of algorithns
supported, are reported using the dslfAl gDropCaps PRC. Queue
capabilities, such as the nmaxi num nunber of queues, are reported
usi ng the dslfQueueCaps PRC. Maxi mum Rate capabilities, such as the
maxi mum nunber of nmax rate Levels, are reported using the

dsl f MaxRat eCaps PRC.
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Two PRC s are defined to allow specification of the el enent |inkage
capabilities of the PEP. The dslfEl nDepthCaps PRC indicates the
maxi mum nunber of functional datapath el enents that can be |inked
consecutively in a datapath. The dslfEl nLi nkCaps PRC i ndi cates what
functional datapath elenents may follow a specific type of elenent in
a dat apat h.

The capability reporting classes in the DiffServ and Franmework PIB
are neant to allow the PEP to indicate sonme general guidelines about
what the device can do. They are intended to be an aid to the PDP
when it constructs policy for the PEP. These classes do not
necessarily allow the PEP to indicate every possible configuration
that it can or cannot support. |If a PEP receives a policy that it
cannot inplenent, it nmust notify the PDP with a failure report.
Currently [COPS-PR] error handling nmechani smas specified in [ COPS-
PR] sections 4.4, 4.5, and 4.6 conpletely handles all known error
cases of this PIB; hence no additional mnethods or PRCs need to be
speci fied here.

5. PIB Usage Exanple

This section provides sone exanples on how the different table
entries of this PIB may be used together for a DiffServ Device. The
usage of each individual attribute is defined within the PIB nodul e
itself. For the figures, all the PIB table entry and attribute nanes
are assumed to have "ds" as their first common initial part of the
nane, with the table entry name assuned to be their second comon
initial part of the name. "0.0" is being used to nmean zeroDot Zer o.
And for Scheduler Method "= X' nmeans "using the O D of

di f f Ser vSchedul er X".

5.1. Data Path Exanple

Notice Each entry of the DataPath table is used for a specific
interface type handling a flowin a specific direction for a specific
functional role-conbination. For our exanple, we just define one
such entry.

| Dat aPat h |
| CapSet Nane ="If Capl"
| Roles = "A+B" |
| IfDirection=lngress | Fommmee o +
| Start -------------- +--->| dfr |
Hossmmm e + | 1d=Dept |

Fi gure 2: DataPath Usage Exanple
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In Figure 2, we are using IfCapl to indicate interface type with
capability set 1 handling ingress flow for functional roles of "A+B".
W are using classifier for departnents to lead us into the

O assifier Exanple bel ow

5.2. Cdassifier and dassifier Elenent Exanple

W want to show how a nultilevel classifier can be built using the
classifier tables provided by this PIB. Notice we didn't go into
details on the filters because they are not defined by this PIB
Continuing in the Data Path exanple fromthe previous section, lets
say we want to performthe follow ng classification functionality to
do flow separati on based on departnment and application type:

if (Deptl) then take Dept1-action
{
if (Appl1l) then take Dept1l-Appl 1-action.
if (Appl2) then take Dept1-Appl 2-action.
if (Appl3) then take Dept1-Appl 3-action.
} _
if (Dept2) then take Dept2-action
if (Appl1l) then take Dept2-Appl 1-action.
if (Appl2) then take Dept2-Appl 2-acti on.
if (Appl3) then take Dept2-Appl 3-acti on.
}
if (Dept3) then take Dept3-action
if (Appl1l) then take Dept 3-Appl 1-action.

if (Appl2) then take Dept 3- Appl 2-acti on.
if (Appl3) then take Dept 3- Appl 3-acti on.

The above classification logic is translated into the follow ng PIB
table entries, with two levels of classifications.
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First for departnent:

I +
|]fr |

| 1d=Dept |

Fomm e e o +

I + T +

[ClfrElenent | +-->|Cfr |

| 1d=Dept1l | ] | 1d=D1Appl |

| Afrld=Dept | | Fommem - +

| Preced=NA | |

| Next ------- +- -+ S RS +
| Specific ---+----- >| Filter Dept1]
N . + N +
B S + S +

|CfrElenent | +-->|Cfr

| 1d=Dept2 | ] | 1d=D2Appl |

| Adfrld=Dept | | Fommee - +

| Preced=NA | |

| Next ------- +- -+ B SR +
| Specific ---+4----- >| Filter Dept?2|
S + B S +
I + T +

[ClfrElenent | +-->|Cfr |

| 1d=Dept3 | ] | 1d=D3Appl |

| Afrld=Dept | | Fommem - +

| Preced=NA | |

| Next ------- +- -+ S RS +
| Specific ---+4----- >| Filter Dept 3|
N . + N +
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Second for application:

R +

|]fr |

| 1d=D1Appl

S +

R + oo +

| C frEl enent [ e >| Met er |

| 1d=D1Appl 1 | ] | 1d=Dl1AlRatel

| Adfrld=D1Appl | | | SucceedNext -+--->..
| Preced=NA | | | FailNext ----+--->_.
| Next --------- R R T T + | Specific ----+--->.
| Specific ----- +---->|Filter Appll] +-------------- +
S + TR +

S + B TS +

| A frEl enent [ e >| Met er |

| 1d=D1Appl 2 | ] | 1d=D1A2Rat el

| Adfrid=D1Appl | | | SucceedNext -+--->..
| Preced=NA [ | Fail Next ----+--->_,
| Next --------- +--t - oo + | Specific ----+--->..
| Specific ----- +---->|Filter Appl2| +-------------- +
S + B S +

R + oo +

| A frEl enent I R L >| Met er |

| 1d=D1Appl 3 | ] | 1d=D1A3Ratel

| Adfrld=D1Appl | | | SucceedNext -+--->..
| Preced=NA | | Fail Next ----+--->_,
| Next --------- e T + | Specific ----+--->_,
| Specific ----- +---->|Filter Appl 3] +-------------- +
S + TR +

Figure 3: dassifier Usage Exanple

The application classifiers for departnment 2 and 3 will be very nuch
like the application classifier for department 1 shown above. Notice
in this exanple, Filters for Appll, Appl2, and Appl 3 are reusabl e
across the application classifiers.

This classifier and classifier elenent exanple assune the next

differentiated services functional datapath elenent is Meter and
| eads us into the Meter Exanple section.
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5.3. Meter Exanple

March 2003

A single rate sinple Meter may be easy to envision, hence we will do
a Two Rate Three Col or [ TRTCM exanple, using two Meter table entries

and two TBParam tabl e entri es.

e + Fommemana
| Met er | +->| Action
| Id=DlAlRatel | | | ld=Geen|
| SucceedNext -+-+ +---------
| FailNext ----+----------mmmmn--
| Specific -+ |
. +- -+
I I +
+- >| TBPar am |
| Type=TRTCM |
| Rate |
| BurstSize |
| I'nterval |
. +

Figure 4: Meter

For [TRTCM, the first |evel

------------ + B
Met er | +->| Action |
| d=D1AlRate2 | | | Id=Yellow
SucceedNext -+-+ +---------- +
Fai |l Next ----4+--4 +------- +
Specific -+ | +->|Action |

--------- +--+ | 1d=Red|

| AaREEEEE +
| A--mmeeiiee-- +
+->| TBPar am |

| Type=TRTCM |

| Rate |

| BurstSize |

| I'nterval |

TIPS +

Usage Exanpl e

TBParam entry is used for Committed

Information Rate and Committed Burst Size Token Bucket, and the
second | evel TBParamentry is used for Peak |Information Rate and Peak

Burst Size Token Bucket.

The other neters needed for this exanple will depend on the service

cl ass each classified fl ow uses.
simlar to the exanple given here.

But their construction will be
The TBParam table entries can be

shared by multiple Meter table entries.

In this exanple the differentiated services functional datapath

el ement following Meter is Action,

5.4. Action Exanple

detailed in the follow ng section.

Typically, Mark Action will be used; we will continue using the
"Action, 1d=Green" branch off the Meter exanple.

Recall this is the Dl1A1Ratel SucceedNext branch, neaning the flow
bel ongs to Departnment 1 Application 1, within the conmitted rate and

burst size limts for this flow

We would like to Mark this fl ow

with a specific DSCP and also with a device internal |abel.
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Fomme - + Fomme - + +--->Al gDr opAF11

| Acti on I R >| Action | ]

| Next ----- B T Ry + | Next ----- B L Ty +

| Specific -+---->| DscpMarkAct | | Specific -+--->|ILabel Marker |

R + | Dscp=AF11 | +----------- + | 1Label =D1A1 |
B S + S +

Figure 5: Action Usage Exanple

Thi s exanpl e uses the frwklLabel Marker PRC defined in [FR-PIB],

showi ng the device internal |abel being used to indicate the mcro
flow that feeds into the aggregated AF flow. This device internal

| abel nmay be used for flow accounting purposes and/ or other data path
treat ments.

5.5. Dropper Exanples

The Dropper exanples below will continue fromthe Action exanple
above for AF11 flow. W will provide three different dropper setups,
fromsinple to conplex. The exanples bel ow may include sone queui ng
structures; they are here only to show the rel ationship of the
droppers to queuing and are not conplete. Queuing exanples are
provided in | ater sections.

5.5.1. Tail Dropper Exanple
The Tail Dropper is one of the sinplest. For this exanple we just

want to drop part of the flow that exceeds the queue’s buffering
capacity, 2 Moytes.

oo + Fome - +
| Al gDr op | +->| Q AF1 |
| 1d=AF11 | | 4------ +
| Type=tail Drop | |

| Next -------------- +- - -+

| QWeasure ---------- +-+

| Qrhreshol d=2Moytes |

| Specific=0.0 |
e +

Figure 6: Tail Dropper Usage Exanpl e
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5.5.2. Single Queue Random Dropper Exanpl e

The use of Random Dropper will introduce the usage of
dsRandonDr opEntry as in the exanpl e bel ow

S + Hom - - +
| Al gDr op | +->| Q AF1 |

| 1d=AF11 | | 4o -

| Type=randonDrop | |

| Next ----------- +-+- -+

| Qweasure ------- +-+

| QThreshold | L +
| Specific ------- +- - >| RandonDr op

R T + | M nThreshBytes

|
| MnThreshPkts |
| MaxThreshBytes |
| MaxThreshPkts |
| ProbMax |
| Weight |
| SanplingRate |

Figure 7: Single Queue Random Dropper Usage Exanple

Noti ce for Random Dropper, dsAl gDropQrhreshol d contains the nmaxi num
average queue length, Qlip, for the queue being nmeasured as

i ndi cated by dsAl gDropQveasure, the rest of the Random Dropper
paraneters are specified by dsRandonDropEntry as referenced by

dsAl gDropSpecific. 1In this exanple, both dsAl gDropNext and

dsAl gDropQVveasure references the sane queue. This is the sinple case
but dsAl gDbropQweasure may reference anot her queue for PEP

i mpl enmentation supporting this feature.

5.5.3. Miltiple Queue Random Dr opper Exanpl e
When network device inplenmentation requires nmeasuring nultiple queues
in determ ning the behavior of a drop algorithm the existing PRCs

defined in this PIB wll be sufficient for the sinple case, as
i ndi cated by this exanple.
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- + Fome - +
| Al gDr op R e R + > Q AF1 |
| 1d=AF11 [ ] | | +------ +
| Type=nDrop | | | |
| Next ------- R R + R +
| Qweasure ---+--> MAgbrop | | +> MAIgDrop | |
| Qrhreshold | | 1d=AF11A | | | | ld=AF11B | |
| Specific | | Type [ 1| | Type ||
R + | Next ------ ++ ] | Next ------ +- +
| ExceedNext +---+ | ExceedNext | R +
| Qweasure --+-+ | Qweasure --+-->| Q AF2 |
| Qrhreshold | | | Qrhreshol d | SRR +
| Specific + | | | Specific + |
tmmmmmm e ++ | tmmmmmm e +- +
| oot
[ + | [ + |
| +->| Q AF1 | |
| to----- +
| |
I N B S +
+- >| RandonDr op +- >| RandonDr op

M nThr eshByt es
M nThr eshPkt s

M nThr eshByt es
M nThr eshPkt s

| | | |
| o |
| MaxThreshBytes | | MaxThreshBytes |
| MaxThreshPkts | | MaxThreshPkts |
| ProbMax | | ProbMax |
| Wi ght | | Weight |
| SanplingRate | | SanplingRate |
S + S +

Figure 8: Miltiple Queue Random Dropper Usage Exanple

For this exanple, we have two queues, Q AF1l and Q AF2, sharing the
same buffer resources. W want to nmake sure the conmon buffer
resource is sufficient to service the AF11 traffic, and we want to
nmeasure the two queues for deternmining the drop algorithmfor AF11l
traffic feeding into Q AF1l. Notice mQDrop is used for dsAl gDhropType
of dsAl gDropEntry to indicate Miltiple Queue Dropping Al gorithm

The conmon shared buffer resource is indicated by the use of
dsAl gDropEntry, with their attributes used as foll ows:

- dsAl gDropType indicates the al gorithmused, ntDrop.

- dsAl gDropNext is used to indicate the next functional data path
el ement to handle the flow when no drop occurs.

- dsAl gDropQveasure is used as the anchor for the list of
dsMQAl gDr opEntry, one for each queue bei ng neasured.
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- dsAl gDropQrhreshol d is used to indicate the size of the shared
buf fer pool.

- dsAl gDropSpecific can be used to reference instances of additional
PRC (not defined in this PIB) if nore paraneters are required to
descri be the common shared buffer resource.

For this exanple, there are two subsequent dsMQAl gDr opEntrys, one for
each queue being neasured, with its attributes used as foll ows:

- dsMQAI gDr opType indicates the algorithmused, for this exanple,
bot h dsMQAI gDr opType uses randonDrop.

- dsMQAl gDr opQvkeasure indicates the queue bei ng neasured.

- dsMQAl gDr opNext indicates the next functional data path el enent
to handl e the fl ow when no drop occurs.

- dsMQAI gDr opExceedNext is used to indicate the next queue’s
dsMQAl gDropEntry. Wth the use of zeroDotZero to indicate the
| ast queue.

- dsMQAl gDr opQveasure is used to indicate the queue bei ng neasured.
For this exanple, QAF1l and Q AF2 are the two queues used.

- dsAl gDropQrhreshol d is used as in single queue Random Dr opper.

- dsAl gDropSpecific is used to reference the PRID that describes
the dropper paraneters as in its normal usage. For this exanple
bot h dsAl gDr opSpeci fics reference dsRandonDropEntrys.

Notice the anchoring dsAl gDropEntry and the two dsMQAl gDr opEntrys
all have their Next attribute pointing to Q AFl. This indicates:

- If the packet does not need to be checked with the individual
queue’ s drop processing because of abundance of comon shared
buffer resources, then the packet is sent to Q AFl.

- If the packet is not dropped due to current Q AF1l conditions, then
it is sent to Q AF1.

- If the packet is not dropped due to current Q AF2 conditions, then
it is sent to Q AF1.

This exanple al so uses two dsRandonDropEntrys for the two queues it
measures. Their attribute usage is the sane as if for single queue
random dr opper.

O her nore conplex result conbinations can be achi eved by specifying
a new PRC and referencing this new PRC with the dsAl gDropSpecific of
the anchoring dsAl gDropEntry. A nore sinple usage can al so be

achi eved when a single set of drop paraneters are used for all queues
bei ng measured. This, again, can be referenced by the anchoring of
dsAl gDropSpecific. These are not defined in this PIB.
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5.6. Queue and Schedul er Exanpl e

The queue and schedul er exanple will continue fromthe dropper
exanple in the previous section, concentrating in the queue and
schedul er DiffServ datapath functional elenents. Notice a shaper is
constructed using queue and schedul er with MaxRate paraneters.

I + dommemeeeaaaaaa +
Ko | +->| Schedul er |
| 1d=EF | | | 1d=DiffServ |
| Next ------ T + | Next=0.0 |
| MnRate ---+--+ | | Method=Priority |
| MaxRate -+ | | R + | | MnRate=0.0 |
R ++ +-->MnRate | | | MaxRate=0.0 |
| | Priority | I +
R + | Absolute | |
| | Relative | |
| S + Fomm e - + |
+->| MaxRat e | |
| Level | |
| Absolute | |
| Relative | |
| Threshold | |
S + S +
I + I + I
---->Q | +- - >| Schedul er [ ]
| 1d=AF1 | | | 1d=AF | ]
| Next ----4-----mmmmme oo + | Next ------ +--+
| MnRate -+ -+ | | Met hod=WRR |
| MaxRate | | @ H---------- + | | MnRate -+ |
R + +->| M nRate | | | MaxRate | |
| Priority | | e +-+
| Absolute | | |
| Relative | | R +
b o
S SRR + | | S RS +
---->1Q | | +>/MnRate |
| 1d=AF2 | | | Priority |
| Next ----4-----m-mmmmmaeaa oo + | Absolute |
| MnRate -+-+ | | Relative |
| MaxRate | | +---------- + | R +
R + +->| M nRate | |
| Priority | |
| Absolute | |
| Relative | |
[ S + |
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S SRR + |
---->1Q | |

| 1d=AF3 | I
| Next ----4-c--mmmmmie - +
| MnRate -+-+
| MaxRate | | +---------- +
R + +->| M nRate |

| Priority |

| Absolute

| Relative

Fom e e - +

Fi gure 9: Queue and Schedul er Usage Exanple

Thi s exanpl e shows the queuing system for handling EF, AFl, AF2, and
AF3 traffic. It is assuned that AF11, AF12, and AF13 traffic feeds
into Queue AF1. And likew se for AF2x and AF3x traffic.

The AF1l, AF2, and AF3 Queues are serviced by the AF Schedul er using a
Wi ghed Round Robin method. The AF Scheduler will service each of
the queues feeding into it based on the mininmumrate paraneters of
each queue.

The AF and EF traffic are serviced by the DiffServ Schedul er using a
Strict Priority method. The DiffServ Scheduler will service each of
its inputs based on their priority paramneter.

Notice there is an upper bound to the servicing of EF traffic by the
DiffServ Scheduler. This is acconplished with the use of maxi mum
rate paraneters. The DiffServ Schedul er uses both the maxinumrate
and priority paraneters when servicing the EF Queue.

The DiffServ Scheduler is the last DiffServ datapath functional
element in this datapath. It uses zeroDotZero in its Next attribute.

6. Summary of the DiffServ PIB

The DiffServ PIB consists of one nodul e containing the base PRCs for
setting DiffServ policy, queues, classifiers, neters, etc., and al so
contains capability PRCs that allow a PEP to specify its device
characteristics to the PDP. This nodule contains two groups that are
sumari zed in this section.

DiffServ Capabilities G oup
This group consists of PRCs to indicate to the PDP the types of
interface supported on the PEP in ternms of their D ffServ
capabilities and PRCs that the PDP can install in order to
configure these interfaces (queues, scheduling paraneters, buffer
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sizes, etc.) to affect the desired policy. This group describes
capabilities in terms of the types of interfaces and takes
configuration in terns of interface types and rol e conbi nations
[FR-PIB]; it does not deal with individual interfaces on the
devi ce.

DiffServ Policy G oup
This group contains configurations of the functional elenments that
conprise the DiffServ policy that applies to an interface and the
specific paraneters that describe those elenents. This group
contains classifiers, neters, actions, droppers, queues and
schedul ers. This group also contains the PRC that associates the
dat apath el enents with rol e conbinati ons.

7. PIB Operational Overview

This section provides an operational overview of configuring D ffServ
QoS policy.

After the initial PEP to PDP comunication setup, using [COPS-PR] for
exanple, the PEP will provide to the PDP the PIB Provisioning classes
(PRCs), interface types, and interface type capabilities it supports.

The PRCs supported by the PEP are reported to the PDP in the PRC
Support Tabl e, frwkPrcSupportTable, defined in the framework PIB
[FR-PIB]. Each instance of the frwkPrcSupportTable indicates a PRC
that the PEP understands and for which the PDP can send cl ass

i nstances as part of the policy information

The capabilities of interface types the PEP supports are described by
rows in the capability set table, frwkCapabilitySetTable. Each row,
or instance of this class contains a pointer to an instance of a PRC
that describes the capabilities of the interface type. The
capability objects may reside in the dslfC assifierCapsTable, the

dsl f Meteri ngCapsTabl e, the dslfSchedul er CapsTabl e, the

dsl| f El nDept hCapsTabl e, the dslfEl nLi nkCapsTable, or in a table
defined in another PIB

The PDP, with know edge of the PEP' s capabilities, then provides the
PEP with administrative domain and interface-type-specific policy
i nformation.

I nstances of the dsDataPathTable are used to specify the first
element in the set of functional elements applied to an interface
type. Each instance of the dsDataPathTable applies to an interface
type defined by its roles and direction (ingress or egress).
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8. PIB Definition
DI FFSERV-PI B PI B-DEFI NI TIONS ::= BEA N

| MPORTS
Unsi gned32, MODULE- | DENTI TY, MODULE- COVPLI ANCE,
OBJECT- TYPE, OBJECT- GROUP, pib
FROM COPS- PR- SPPI
Instanceld, Prid, Tagld, TagReferenceld
FROM COPS- PR- SPPI - TC
zer oDot Zero
FROM SNWVPv2- SM
Aut ononousType
FROM SNWVPv2- TC
SnnpAdni nString
FROM SNVP- FRAVEWORK- M B
Rol eConbi nati on, PrcldentifierGd, PrcldentifierG dO Zero,
Attrldentifier
FROM FRAMEWORK- TC- PI B
Dscp
FROM DI FFSERV- DSCP- TC
I fDirection
FROM DI FFSERV- M B
Bur st Si ze
FROM | NTEGRATED- SERVI CES- M B;

dsPolicyPib MODULE-I DENTITY
SUBJECT- CATEGCRIES { diffServ (2) } -- DiffServ QoS COPS dient Type
LAST- UPDATED " 200302180000Z" -- 18 Feb 2003
ORGANI ZATI ON "I ETF DI FFSERV WG'
CONTACT- | NFO "
Keith McC oghrie
Ci sco Systens, Inc.
170 West Tasman Dri ve,
San Jose, CA 95134-1706 USA
Phone: +1 408 526 5260
Emai |l : kzm@i sco. com

John Seligson

Nortel Networks, Inc.

4401 Great America Parkway

Santa O ara, CA 95054 USA

Phone: +1 408 495 2992

Emai | . jseligso@ortel networks. com

Kwok Ho Chan
Nort el Networks, Inc.
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600 Technol ogy Park Drive
Billerica, MA 01821 USA

Phone: +1 978 288 8175

Emai | : khchan@ort el net wor ks. com

Differentiated Services Wrking G oup:
diffserv@etf.org"
DESCRI PTI ON
"The PIB nodul e containing a set of provisioning classes
that describe quality of service (QS) policies for
DiffServ. It includes general classes that nmay be extended
by other PIB specifications as well as a set of PIB
classes related to | P processing.

Copyright (C) The Internet Society (2003). This version of
this PIB nodule is part of RFC 3317; see the RFC itself for

full legal notices.”
REVI SI ON "200302180000Z" -- 18 Feb 2003
DESCRI PTI ON
“Initial version, published as RFC 3317."
:={ pib 4}
dsCapabi l i tyCl asses OBJECT IDENTIFIER ::= { dsPolicyPib 1}
dsPol i cyd asses OBJECT IDENTIFIER ::= { dsPolicyPib 2 }

dsPol i cyPi bConf ormance OBJECT I DENTIFIER ::= { dsPolicyPib 3}

-- Interface Type Capabilities G oup

-- Interface Type Capability Tables

-- The Interface type capability tables define capabilities that may
-- be associated with interfaces of a specific type.
-- This PIB defines capability tables for DiffServ Functionalities.

-- The Base Capability Tabl e

dsBasel f CapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsBasel f CapsEntry
Pl B- ACCESS notify

STATUS current

DESCRI PTI ON
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"The Base Interface Type Capability class. This class
represents a generic capability supported by a device in the
i ngress, egress, or both directions."
::={ dsCapabilityd asses 1 }

dsBasel f CapsEntry OBJECT- TYPE

SYNTAX DsBasel f CapsEntry
STATUS current
DESCRI PTI ON

"An instance of this class describes the dsBasel fCaps class."

Pl B-1 NDEX { dsBasel f CapsPrid }
::={ dsBasel f CapsTable 1 }

DsBasel f CapsEntry ::= SEQUENCE {
dsBasel f CapsPrid I nst ancel d,
dsBasel f CapsDi rection | NTEGER
}
dsBasel f CapsPrid OBJECT- TYPE
SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class."
.= { dsBasel fCapsEntry 1 }

dsBasel f CapsDi recti on OBJECT- TYPE

SYNTAX | NTEGER {
i nbound( 1),
out bound( 2),
i nAndQut ( 3)
}
STATUS current
DESCRI PTI ON

"This object specifies the direction(s) for which the
capability applies. A value of 'inbound(l)' neans the
capability applies only to the ingress direction. A value of
"out bound(2)’ neans the capability applies only to the egress
direction. A value of 'inAndCQut(3)’ nmeans the capability
applies to both directions."

::= { dsBasel f CapsEntry 2 }

-- The Classification Capability Table
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dsl fd assi ficati onCapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsl fd assificationCapsEntry
Pl B- ACCESS notify

STATUS current

DESCRI PTI ON

"This class specifies the classification capabilities of
a Capability Set."
::={ dsCapabilityd asses 2 }

dsl fC assi ficati onCapsEntry OBJECT- TYPE

SYNTAX Dsl fd assificationCapsEntry
STATUS current
DESCRI PTI ON

"An instance of this class describes the classification
capabilities of a Capability Set."

EXTENDS { dsBasel f CapsEntry }
UNI QUENESS { dsBasel f CapsDirection

dsl fd assi ficati onCapsSpec }
::={ dslfdassificationCapsTable 1 }

Dslfd assificationCapsEntry ::= SEQUENCE {
dsl fCd assificati onCapsSpec BITS
}
dsl f C assi ficati onCapsSpec OBJECT- TYPE
SYNTAX BI TS {
i pSrcAddr d assification(0),
-- indicates the ability to classify based on
-- | P source addresses
i pDst Addr d assi fication(1),
-- indicates the ability to classify based on
-- | P destination addresses
i pProtod assification(2),
-- indicates the ability to classify based on
-- | P protocol nunbers
i pDscpd assi fication(3),
-- indicates the ability to classify based on
-- | P DSCP
i pL4d assification(4),
-- indicates the ability to classify based on
-- IP layer 4 port nunbers for UDP and TCP
i pV6FI owl D( 5)
-- indicates the ability to classify based on
-- | Pv6 Fl ow Ds.
}
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STATUS current
DESCRI PTI ON
"Bit set of supported classification capabilities. In

addition to these capabilities, other PIBs nay define other
capabilities that can then be specified in addition to the
ones specified here (or instead of the ones specified here if
none of these are specified)."

o= { dslfd assificationCapsEntry 1 }

-- Metering Capabilities

dsl f Met eri ngCapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsl f Met eri ngCapsEntry
Pl B- ACCESS notify

STATUS current

DESCRI PTI ON

"This class specifies the netering capabilities of a
Capability Set."
::={ dsCapabilityd asses 3 }

dsl f Met eri ngCapsEntry OBJECT- TYPE

SYNTAX Dsl f Met eri ngCapsEntry
STATUS current
DESCRI PTI ON

"An instance of this class describes the netering
capabilities of a Capability Set."

EXTENDS { dsBasel f CapsEntry }

UNI QUENESS { dsBasel f CapsDirection,
dsl f Met eri ngCapsSpec }

::={ dslfMeteringCapsTable 1 }

Dsl f Met eri ngCapsEntry ::= SEQUENCE {
dsl f Met eri ngCapsSpec BI TS
}

dsl f Met eri ngCapsSpec OBJECT- TYPE
SYNTAX BITS {
zer oNot Used( 0) ,
si mpl eTokenBucket (1),
avgRat e( 2),
srTCMVBl i nd(3),
sr TCMAwar e( 4)
tr TCMBl i nd(5),
t r TCMAwar e( 6) ,
t swICM 7)
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}
STATUS current

DESCRI PTI ON
"Bit set of supported netering capabilities. As wth
classification capabilities, these netering capabilities my
be augnented by capabilities specified in other PRCs (in other
Pl Bs)."

::={ dslfMeteringCapsEntry 1 }

-- Algorithm c Dropper Capabilities

dsl f Al gDr opCapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsl f Al gDr opCapsEntry
Pl B- ACCESS notify

STATUS current

DESCRI PTI ON

"This class specifies the algorithm c dropper
capabilities of a Capability Set.

This capability table indicates the types of algorithnic
drop supported by a Capability Set for a specific flow
direction.
Addi tional capabilities affecting the drop functionalities
are determ ned based on queue capabilities associated with
specific instance of a dropper, hence not specified by
this class.”

::={ dsCapabilityd asses 4 }

dsl f Al gDr opCapsEntry OBJECT- TYPE

SYNTAX Dsl f Al gDr opCapsEntry
STATUS current
DESCRI PTI ON

"An instance of this class describes the algorithm c dropper
capabilities of a Capability Set."
EXTENDS { dsBasel f CapsEntry }
UNI QUENESS { dsBasel f CapsDirection,
dsl f Al gDr opCapsType,
dsl f Al gDr opCapsMXount }
::={ dslfAl gbropCapsTable 1 }

Dsl| f Al gDropCapsEntry ::= SEQUENCE ({

dsl f Al gDr opCapsType BI TS,

dsl f Al gDr opCapsMXCount Unsi gned32
}

dsl f Al gDr opCapsType OBJECT- TYPE
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SYNTAX BI TS {
zer oNot Used( 0) ,
oneNot Used( 1),

tail Drop(2),
headDr op( 3),
randonDr op(4),
al waysDrop(5),
mDr op(6) }
STATUS current
DESCRI PTI ON
"The type of algorithmthat droppers associated with queues
may use.

The tail Drop(2) algorithmneans that packets are dropped from
the tail of the queue when the associated queue’s MaxQueueSi ze
i s exceeded. The headDrop(3) algorithmneans that packets are
dropped fromthe head of the queue when the associ ated queue’s
MaxQueueSi ze i s exceeded. The randonDrop(4) al gorithm nmeans
that an algorithmis executed which nmay randonmy
drop the packet, or drop other packet(s) from the queue
in its place. The specifics of the algorithmmay be
proprietary. However, paraneters would be specified in the
dsRandonDr opTabl e. The al waysDrop(5) will drop every packet
presented to it. The m@rop(6) algorithmw Il drop packets
based on neasurenent fromnultiple queues."

::={ dslfA gDropCapsEntry 1 }

dsl f Al gDr opCapsMXount OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)

STATUS current

DESCRI PTI ON
"I ndi cates the nunber of queues nmeasured for the drop
al gorithm

This attribute is ignored when al waysDrop(5) algorithmis
used. This attribute contains the value of 1 for all drop
al gorithmtypes except for nmDrop(6), where this attribute
is used to indicate the nmaxi num nunber of dsMQAl gDropEntry
that can be chained together."

::={ dslfA gDropCapsEntry 2}

-- Queue Capabilities

dsl f QueueCapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsl f QueueCapsEntry
Pl B- ACCESS notify
STATUS current
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DESCRI PTI ON
"This class specifies the queueing capabilities of a
Capability Set."

::={ dsCapabilityd asses 5 }

dsl f QueueCapsEntry OBJECT- TYPE

SYNTAX Dsl| f QueueCapsEntry
STATUS current
DESCRI PTI ON

"An instance of this class describes the queue
capabilities of a Capability Set."
EXTENDS { dsBasel f CapsEntry }
UNI QUENESS { dsBasel f CapsDirection
dsl f QueueCapsM nQueuesSi ze,
dsl f QueueCapsMaxQueuesSi ze,
dsl f QueueCapsTot al QueueSi ze }
::={ dslfQueueCapsTable 1 }

Dsl f QueueCapsEntry ::= SEQUENCE {
dsl f QueueCapsM nQueueSi ze Unsi gned32
dsl f QueueCapsMaxQueueSi ze Unsi gned32,
dsl f QueueCapsTot al QueueSi ze Unsi gned32
}

dsl f QueueCapsM nQueueSi ze OBJECT- TYPE

SYNTAX Unsi gned32 (0..4294967295)

UNI TS "Byt es"

STATUS current

DESCRI PTI ON
"Some interfaces nay all ow the size of a queue to be
configured. This attribute specifies the nininumsize that
can be configured for a queue, specified in bytes.
dsl f QueueCapsM nQueueSi ze nmust be less than or equals to
dsl f QueueCapsMaxQueueSi ze when both are specifi ed.
A zero val ue indicates not specified.”

::= { dslfQueueCapsEntry 1 }

dsl f QueueCapsMaxQueueSi ze OBJECT- TYPE

SYNTAX Unsi gned32 (0..4294967295)
UNI TS "Bytes"

STATUS current

DESCRI PTI ON

"Some interfaces nay all ow the size of a queue to be
configured. This attribute specifies the nmaxi num size that
can be configured for a queue, specified in bytes.

dsl f QueueCapsM nQueueSi ze nmust be less than or equals to
dsl f QueueCapsMaxQueueSi ze when both are specified

A zero val ue indicates not specified."
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::={ dslfQeueCapsEntry 2 }

dsl f QueueCapsTot al QueueSi ze OBJECT- TYPE

SYNTAX Unsi gned32 (0..4294967295)
UNI TS "Bytes”

STATUS current

DESCRI PTI ON

"Some interfaces nmay have a limted buffer space to be
shared anongst all queues of that interface while also
all owi ng the size of each queue to be configurable. To
prevent the situation where the PDP configures the sizes of
the queues in excess of the total buffer available to the
interface, the PEP can report the total buffer space in
bytes available with this capability.
A zero value indicates not specified."

::={ dslfQeueCapsEntry 3 }

-- Schedul er Capabilities

dsl f Schedul er CapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsl f Schedul er CapsEntry
Pl B- ACCESS notify

STATUS current

DESCRI PTI ON

"This class specifies the schedul er capabilities of a
Capability Set."
::={ dsCapabilityd asses 6 }

dsl f Schedul er CapsEntry OBJECT- TYPE

SYNTAX Dsl f Schedul er CapsEntry
STATUS current
DESCRI PTI ON

"An instance of this class describes the schedul er
capabilities of a Capability Set."
EXTENDS { dsBasel f CapsEntry }
UNI QUENESS { dsBasel f CapsDirection
dsl f Schedul er CapsServi cebDi sc,
dsl f Schedul er CapsMaxl nputs }
::={ dslfSchedul erCapsTable 1 }

Dsl f Schedul er CapsEntry ::= SEQUENCE {
dsl f Schedul er CapsServi cebDi sc Aut ononousType,
dsl f Schedul er CapsMax| nput s Unsi gned32,
dsl f Schedul er CapsM nhVaxRat e | NTEGER

}
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dsl f Schedul er CapsServi ceDi sc OBJECT- TYPE

SYNTAX Aut ononousType
STATUS current
DESCRI PTI ON

"The scheduling discipline for which the set of capabilities
specified in this object apply. Object identifiers for severa
general purpose and wel | -known schedul i ng disciplines are
shared with and defined in the DiffServ MB.

These include diffServSchedul erPriority,
di f f ServSchedul er WRR, di f f Ser vSchedul er WFQ "
::= { dslfSchedul erCapsEntry 1 }

dsl f Schedul er CapsMaxl| nput s OBJECT- TYPE

SYNTAX Unsi gned32 (0..4294967295)
STATUS current
DESCRI PTI ON

"The maxi mum nunber of queues and/or schedul ers that can
feed into a scheduler indicated by this capability entry.
A val ue of zero neans there is no nmaxi num"

::= { dslfSchedul er CapsEntry 2 }

dsl f Schedul er CapsM nVaxRat e OBJECT- TYPE

SYNTAX | NTEGER {
m nRate( 1),
maxRat e( 2) ,
m nAndMaxRat es( 3)
}
STATUS current
DESCRI PTI ON

"Schedul er capability indicating ability to handle inputs
with mininumrate, nmaximumrate, or both."
::={ dslfSchedul erCapsEntry 3 }

-- Maxi rum Rate Capabilities

dsl f MaxRat eCapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsl f MaxRat eCapsEntry
Pl B- ACCESS notify

STATUS current

DESCRI PTI ON

"This class specifies the maxinumrate capabilities of a
Capability Set."
::={ dsCapabilityd asses 7 }

dsl f MaxRat eCapsEntry OBJECT- TYPE
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SYNTAX Dsl| f MaxRat eCapsEntry
STATUS current
DESCRI PTI ON

"An instance of this class describes the nmaxinumrate
capabilities of a Capability Set."
EXTENDS { dsBasel f CapsEntry }
UNI QUENESS { dsBasel f CapsDirection,
dsl f MaxRat eCapsMaxLevel s }
::={ dslfMuxRateCapsTable 1 }

Dsl| f MaxRat eCapsEntry :: = SEQUENCE ({
dsl f MaxRat eCapsMaxLevel s Unsi gned32
}
dsl f MaxRat eCapsMaxLevel s OBJECT- TYPE
SYNTAX Unsi gned32 (1..4294967295)
STATUS current
DESCRI PTI ON

"The maxi mum nunber of | evels a maxi mumrate specification
may have for this Capability Set and flow direction."
::= { dslfMaxRateCapsEntry 1 }

-- DataPath El enment Linkage Capabilities

-- DataPath El enent Cascade Depth

dsl f El nDept hCapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsl f El nDept hCapsEntry
Pl B- ACCESS notify

STATUS current

DESCRI PTI ON

"This class specifies the nunber of elenents of the same
type that can be cascaded together in a datapath."
::={ dsCapabilityd asses 8 }

dsl f El nDept hCapsEntry OBJECT- TYPE

SYNTAX Dsl f El mDept hCapsEntry
STATUS current
DESCRI PTI ON

"An instance of this class describes the cascade depth
for a particular functional datapath elenent PRC. A
functional datapath el enment not represented in this

cl ass can be assuned to have no specific maxi mum
depth."
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EXTENDS { dsBasel f CapsEntry }

UNI QUENESS { dsBasel f CapsDirection,
dsl f El nDept hCapsPrc }

::={ dslIfEl nmDept hCapsTable 1 }

Dsl f El nDept hCapsEntry ::= SEQUENCE {
dsl f El nDept hCapsPrc PrcldentifierQd,
dsl f El nDept hCapsCascadeMax Unsi gned32

}

dsl f El nDept hCapsPrc OBJECT- TYPE

SYNTAX PrcldentifierGd

STATUS current

DESCRI PTI ON
"The object identifier of a PRC that represents a functional
datapath el enent. This may be one of: dsdfrEl enentEntry,
dsMeterEntry, dsActionEntry, dsAl gDropEntry, dsCEntry, or
dsSchedul erEntry.
There nay not be nore than one instance of this class with
the sane val ue of dslfEl nDepthCapsPrc and sane val ue of
dsBasel f CapsDirection. Mist not contain the val ue of
zer oDot Zero. "

::={ dslIfEl nmDept hCapsEntry 1 }

dsl f El nDept hCapsCascadeMax OBJECT- TYPE

SYNTAX Unsi gned32 (0..4294967295)
STATUS current
DESCRI PTI ON

"The maxi mum nunber of el enments of type dslfEl nDept hCapsPrc
that can be |linked consecutively in a data path. A val ue of
zero indicates there is no specific maxi num"

::= { dslfEl nDepthCapsEntry 2 }

-- DataPath El ement Linkage Types

dsl f El nLi nkCapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsl f El mLi nkCapsEntry
Pl B- ACCESS notify

STATUS current

DESCRI PTI ON

"This class specifies what types of datapath functional
el ements may be used as the next downstream el enent for
a specific type of functional elenent.”

::={ dsCapabilityd asses 9 }

dsl f El nLi nkCapsEntry OBJECT- TYPE
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SYNTAX Dsl f El mLi nkCapsEntry
STATUS current
DESCRI PTI ON

"An instance of this class specifies a PRC that may
be used as the next functional elenment after a specific
type of elenent in a data path."
EXTENDS { dsBasel f CapsEntry }
UNI QUENESS { dsBasel f CapsDirection,
dsl f El nLi nkCapsPrc,
dsl f El nLi nkCapsAttr,
dsl f El nLi nkCapsNext Prc }
::={ dslfEl nLi nkCapsTable 1 }

Dsl f El mLi nkCapsEntry ::= SEQUENCE {
dsl f El nLi nkCapsPrc Prcldentifierdd,
dsl f El nLi nkCapsAttr Attrldentifier,
dsl f El nLi nkCapsNext Prc PrcldentifierG dO Zero
}

dsl| f El nLi nkCapsPrc OBJECT- TYPE

SYNTAX PrcldentifierG d

STATUS current

DESCRI PTI ON
" The object identifier of a PRC that represents a functional
datapath el enent. This may be one of: dsdfrEl enentEntry,
dsMeterEntry, dsActionEntry, dsAl gDropEntry, dsQEntry, or
dsSchedul er Entry.
This nmust not have the val ue zeroDot Zero. "

::={ dsIfHE nLinkCapsEntry 1 }

dsl f El nLi nkCapsAttr OBJECT- TYPE

SYNTAX Attrldentifier
STATUS current
DESCRI PTI ON

"The val ue represents the attribute in the PRC

i ndi cated by dslIfEl nLi nkCapsPrc that is used to

specify the next functional elenment in the datapath.”
::={ dslfEl nLinkCapsEntry 2 }

dsl f El mLi nkCapsNext Prc OBJECT- TYPE

SYNTAX PrcldentifierQ dO Zero
STATUS current
DESCRI PTI ON

"The value is the O D of a PRC table entry from which
i nstances can be referenced by the attribute indicated
by dslIfEl nmLi nkCapsPrc and dsl fEl nLi nkAttr.

For exanpl e, suppose a neter’s success output can be an
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action or another neter, and the fail output can only be
an action. This can be expressed as foll ows:

Prid Prc Attr Next Prc

1 dsMeterEntry dsMet er SucceedNext dsActi onEntry
2 dsMeterEntry dsMet er SucceedNext dsMeterEntry
3 dsMeterEntry dsMet er Fai | Next dsActionEntry.

zeroDotZero is a valid value for this attribute to
specify that the PRC specified in dslfEl nLi nkCapsPrc
is the last functional data path el enent.”

::={ dslfHEl nLi nkCapsEntry 3 }

-- Policy O asses

-- Data Path Tabl e

dsDat aPat hTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsDat aPat hEntry
Pl B- ACCESS i nstal |

STATUS current

DESCRI PTI ON

"The data path table indicates the start of
functional data paths in this device

The Data Path Table enunerates the Differentiated
Services Functional Data Paths within this device.
Each entry specifies the first functional datapath
el ement to process data flow for each specific datapath.
Each datapath is defined by the interface set’s capability
set nane, role conbination, and direction. This class can
therefore have up to two entries for each interface set,
i ngress and egress."

::={ dsPolicyCd asses 1}

dsDat aPat hEnt ry OBJECT- TYPE

SYNTAX DsDat aPat hEnt ry
STATUS current
DESCRI PTI ON

"Each entry in this class indicates the start of a single
functional data path, defined by its capability set naneg,
role conbination and traffic direction. The first
functional datapath elenment to handle traffic for each
data path is defined by the dsDataPathStart attribute
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of each table entry.
Notice for each entry:
1. dsDat aPat hCapSet Name nust reference an existing capability
set nane in frwkCapabilitySet Table [ FR-PIB].
2. dsDat aPat hRol es nmust reference existing Role Conbination
i n frwkl f Rol eConboTabl e [ FR-PI B].
3. dsDataPathStart nust reference an existing entry in a
functional data path el enent table.
If any one or nore of these three requirenents is not
satisfied, the dsDataPathEntry will not be installed."
Pl B-1 NDEX { dsDataPathPrid }
UNI QUENESS { dsDat aPat hCapSet Nane,
dsDat aPat hRol es,
dsDat aPat hl fDirection }
::={ dsDataPathTable 1 }

DsDat aPat hEntry ::= SEQUENCE {
dsDat aPat hPri d | nst ancel d,
dsDat aPat hCapSet Name SnnpAdmi nStri ng,
dsDat aPat hRol es Rol eConbi nati on,
dsDat aPat hl f Di recti on I fDirection,
dsDat aPat hSt ar t Prid

}

dsDat aPat hPri d OBJECT- TYPE
SYNTAX | nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class."
::={ dsDataPathEntry 1 }

dsDat aPat hCapSet Name OBJECT- TYPE

SYNTAX SnnpAdmi nStri ng
STATUS current
DESCRI PTI ON

"The capability set associated with this data path entry.
The capability set nane specified by this attribute
nmust exist in the frwkCapabilitySetTable [FR-PIB]
prior to association with an instance of this class."”
::={ dsDataPat hEntry 2 }

dsDat aPat hRol es OBJECT- TYPE

SYNTAX Rol eConbi nati on
STATUS current
DESCRI PTI ON

"The interfaces to which this data path entry applies,
specified in ternms of roles. There nust exist an entry
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in the frwklfRol eConboTabl e [ FR-PI B] specifying
this role conbination, together with the capability
set specified by dsDataPat hCapSet Nane, prior to
association with an instance of this class."

::={ dsDataPat hEntry 3 }

dsDat aPat hl f Di recti on OBJECT- TYPE

SYNTAX I fDirection
STATUS current
DESCRI PTI ON

"Specifies the direction for which this data path
entry applies."
::={ dsDataPat hEntry 4 }

dsDat aPat hSt art OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This selects the first functional datapath el enent
to handle traffic for this data path. Thi s
Prid should point to an instance of one of:

dsC frEntry

dsMeterEntry

dsActionEntry

dsAl gDropEntry

dsQEntry

The PRI pointed to nust exist prior to the installation of
this datapath start elenment.”
::= { dsDataPat hEntry 5 }

-- Cassifiers

-- Classifier allows multiple classifier elements, of sane or

-- different types, to be used together.

-- Aclassifier nmust completely classify all packets presented to
-- it. This neans all traffic handled by a classifier nust natch

-- at least one classifier elenent within the classifier,

-- with the classifier elenment paraneters specified by a filter.

-- It is the PDP's responsibility to create a _catch all_ classifier
-- elenent and filter that matches all packet. This _catch all _

-- classifier element should have the | owest Precedence val ue.

-- If there is anbiguity between classifier elements of different

-- classifier, classifier |linkage order indicates their precedence;
-- the first classifier inthe link is applied to the traffic first.
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-- Each entry in the classifier table represents a classifier, with
-- classifier element table handling the fan-out functionality of a
-- classifier, and filter table defining the classification

-- patterns.

-- Cassifier Table

dsCl fr Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsd frEntry
Pl B- ACCESS i nstal |

STATUS current

DESCRI PTI ON

"This table enunerates all the DiffServ classifier functional
data path elenments of this device. The actual classification
definitions are detailed in dsdfrEl ement Tabl e entries

bel onging to each classifier. Each classifier is referenced

by its classifier elements using its classifier ID

An entry in this table, referenced by an upstream functi onal
data path elenment or a datapath table entry, is the entry
point to the classifier functional data path el enent.

The dsC frld of each entry is used to organize all
classifier elenents belonging to the same classifier."
REFERENCE
"An I nformal Managenent Mbdel for Diffserv Routers,
RFC 3290, section 4.1"
::={ dsPolicyd asses 2 }

dsd frEntry OBJECT- TYPE

SYNTAX DsC frEntry
STATUS current
DESCRI PTI ON

"An entry in the classifier table describes a single
classifier. Each classifier elenment belonging to this
classifier must have its dsCfrElementClfrid attribute equal
to dsdfrid."

PIB-INDEX { dsCfrPrid }

UNI QUENESS { dsd frlid }

;= { dsCfrTable 1}

DsC frEntry ::= SEQUENCE {
dsCfrPrid I nst ancel d,
dscfrid TagRef erencel d
}
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dsC frPrid OBJECT- TYPE

SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class."
o= { dsdfrEntry 1}

dsdfrid OBJECT- TYPE

SYNTAX TagRef erencel d

Pl B- TAG { dsCfrElenentd frid }
STATUS current

DESCRI PTI ON

"ldentifies a Classifier. A dassifier nust be
complete, this nmeans all traffic handled by a
Classifier nust match at |east one Cassifier
Elenent within the Jdassifier."

;= { dsCfrEntry 2 }

-- Cassifier Elenment Table

dsC fr El enent Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dsd frEl ementEntry
Pl B- ACCESS instal

STATUS current

DESCRI PTI ON

"Entries in the classifier elenent table serves as

the anchor for each classification pattern, defined

in filter table entries. Each classifier elenent

table entry al so specifies the subsequent downstream

di ffserv functional datapath el ement when the
classification pattern is satisfied. Hence

the classifier elenment table enunerates the relationship
bet ween cl assification patterns and subsequent downstream
di ffserv functional data path el enents, describing one
branch of the fan-out characteristic of a classifier
indicated in [Model].

Cl assification paraneters are defined by entries of filter
tabl es pointed to by dsd frEl ement Specific. There can be
filter tables of different types, and they can be inter-nixed
and used within a classifier. An exanple of a filter table is
the frwklpFilterTable [FR-PIB], for IP Milti-Field

O assifiers (MCs).
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If there is anbiguity between classifier elenents of the sane
classifier, then dsd frEl ement Precedence needs to be used."
::={ dsPolicyd asses 3}

dsd frEl enent Entry OBJECT- TYPE

SYNTAX DsCl frEl enent Entry
STATUS current
DESCRI PTI ON

"An entry in the classifier element table describes a
single element of the classifier."
PIB-INDEX { dsC frEl enentPrid }
UNI QUENESS { dsC frEl enentd frild,
dsd fr El ement Precedence,
dsd fr El enent Specific }
c:={ dsdfrEl ementTable 1}

DsCl frEl ementEntry ::= SEQUENCE {
dsd frEl ementPrid | nst ancel d,
dsC frEl enentd frid Tagl d,
dsd frEl ement Precedence Unsi gned32,
dsd f r El enent Next Prid,
dsd fr El enent Specific Prid
}
dsd frEl ement Pri d OBJECT- TYPE
SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class."
::={ dsCfrEl enentEntry 1 }

dsClfrElementCl frld OBJECT- TYPE

SYNTAX Tagl d
STATUS current
DESCRI PTI ON

"A classifier is conposed of one or nore classifier
el ements. Each classifier elenent belonging to
the sane classifier uses the sane classifier ID

Hence, A classifier Id identifies which classifier
this classifier elenent is a part of. This nust be
the value of dsdfrld attribute for an existing
i nstance of dsCfrEntry."

c:={ dsdfrE ementEntry 2 }

dsdC fr El enent Precedence OBJECT- TYPE
SYNTAX Unsi gned32 (1..4294967295)
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STATUS current

DESCRI PTI ON
"The relative order in which classifier elenents are
appl i ed: hi gher nunbers represent classifier elenents
wi th hi gher precedence. Cdassifier elenents with the
sanme precedence nust be unanbi guous i.e., they nust
define non-overl appi ng patterns, and are considered to
be applied simultaneously to the traffic stream
Classifier elenents with different precedence may
overlap in their filters: the classifier element wth
t he hi ghest precedence that matches is taken

On a given interface, there nust be a conplete

classifier in place at all times in the ingress

direction. This neans that there will always be one

or nore filters that match every possible pattern

that could be presented in an incom ng packet.

There is no such requirenent in the egress direction."
::={ dsCfrEl enentEntry 3 }

dsdC fr El enent Next OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This attribute provides one branch of the fan-out
functionality of a <classifier described in Dffserv
Model section 4. 1.

This selects the next diffserv functional datapath
element to handle traffic for this data path.

A val ue of zeroDotZero marks the end of DiffServ processing
for this data path. Any other value nust point to a
valid (pre-existing) instance of one of:
dsC frEntry
dsMeterEntry
dsActi onEntry
dsAl gDr opEntry
dsQEntry. "
DEFVAL { zeroDot Zero }
:={ dsCfrEl enmentEntry 4 }

dsd fr El enent Speci fi ¢ OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"A pointer to a valid entry in another table that
describes the applicable classification filter, e.qg.
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an entry in frwklpFilterTable (Framework Pl B)

The PRI pointed to nust exist prior to the installation of
this classifier el enent.

The val ue zeroDotZero is interpreted to match any-
thing not matched by another classifier elenment - only one
such entry nay exist for each classifier."

::={ dsCfrEl enmentEntry 5 }

-- Meters

-- This PIB supports a variety of Meters. It includes a

-- specific definition for Meters whose paraneter set can

-- be nodel ed usi ng Token Bucket paraneters.

-- Other netering paraneter sets can be defined by other PIBs.

-- Multiple neter elenents may be | ogically cascaded

-- using their dsMeterSucceedNext and dsMeterFail Next pointers if
-- required

-- One exanmple of this mght be for an AF PHB i npl enentation

-- that uses multiple | evel conformance neters.

-- Cascading of individual neter elements in the PIB is intended
-- to be functionally equivalent to nmultiple | evel confornmance

-- determination of a packet. The sequential nature of the

-- representation is nmerely a notational convenience for this PIB

-- srTCM neters (RFC 2697) can be specified using two sets of
-- dsMeterEntry and dsTBParanEntry. First set specifies the
-- Committed Information Rate and Conmitted Burst Size

-- token-bucket. Second set specifies the Excess Burst

-- Size token-bucket.

-- trTCM neters (RFC 2698) can be specified using two sets of
-- dsMeterEntry and dsTBParanEntry. First set specifies the
-- Committed Information Rate and Conmitted Burst Size

-- token-bucket. Second set specifies the Peak Information
-- Rate and Peak Burst Size token-bucket.

-- tswICM neters (RFC 2859) can be specified using two sets of
-- dsMeterEntry and dsTBParanEntry. First set specifies the

-- Committed Target Rate token-bucket. Second set specifies the
-- Peak Target Rate token-bucket. dsTBParam nterval in each

-- token bucket reflects the Average Interval

dsMet er Tabl e OBJECT- TYPE
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SYNTAX SEQUENCE OF DsMeterEntry
Pl B- ACCESS instal |

STATUS current

DESCRI PTI ON

"This class enunerates specific neters that a system
may use to police a streamof traffic. The traffic
streamto be netered is determned by the el ement(s)
upstream of the nmeter i.e., by the object(s) that
point to each entry in this class. This may include
all traffic on an interface.

Specific neter details are to be found in table entry
ref erenced by dsMeterSpecific."

REFERENCE
"An | nformal Managenent Model for Diffserv Routers,
RFC 3290, section 5"

::={ dsPolicyd asses 4 }

dsMet er Entry OBJECT- TYPE

SYNTAX DsMeterEntry
STATUS current
DESCRI PTI ON

"An entry in the neter table describes a single
conformance | evel of a neter."
PIB-1 NDEX { dsMeterPrid }
UNI QUENESS { dsMet er SucceedNext,
dsMet er Fai | Next
dsMet er Specific }
::={ dsMeterTable 1}

DshMeterEntry ::= SEQUENCE {
dsMeterPrid | nst ancel d,
dsMet er SucceedNext Prid,
dsMet er Fai | Next Prid,
dsMet er Specific Prid

}

dsMeterPrid OBJECT- TYPE
SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class."
::={ dsMeterEntry 1}

dsMet er SucceedNext OBJECT- TYPE

SYNTAX Prid
STATUS current
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DESCRI PTI ON
"If the traffic does conform this selects the next

di ffserv functional datapath el enment to handl e
traffic for this data path.

The val ue zeroDotZero in this variable indicates no
further DiffServ treatnent is perforned on traffic of
this datapath. Any other value nust point to a valid
(pre-existing) instance of one of:
dsC frEntry
dsMeterEntry
dsActionEntry
dsAl gDropEntry
dsQentry. "
DEFVAL { zeroDot Zero }
::={ dsMeterEntry 2 }

dsMet er Fai | Next OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"If the traffic does not conform this selects the
next diffserv functional datapath element to handl e
traffic for this data path.

The val ue zeroDotZero in this variable indicates no
further DiffServ treatnent is perfornmed on traffic of
this datapath. Any other value nust point to a valid
(pre-existing) instance of one of:
dsC frEntry
dsMeterEntry
dsActionEntry
dsAl gDr opEntry
dsQentry. "
DEFVAL { zeroDot Zero }
::={ dsMeterEntry 3}

dsMet er Speci fi ¢ OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This indicates the behaviour of the neter by point-
ing to an entry containing detailed paraneters. Note
that entries in that specific table nust be managed

explicitly.

For exanple, dsMeterSpecific may point to an
entry in dsTBMet er Tabl e, which contains an
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i nstance of a single set of Token Bucket paraneters.

The PRI pointed to nust exist prior to installing this
Met er datapath el enent.”
::={ dsMeterEntry 4}

-- Token-Bucket Paraneter Table

-- Each entry in the Token Bucket Paraneter Table paraneterizes
-- a single token bucket. Miltiple token buckets can be

-- used together to paraneterize nultiple |levels of

-- conformance.

-- Note that an entry in the Token Bucket Paraneter Table can

-- be shared, pointed to, by multiple dsMeterTable entries.

dsTBPar anifabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsTBPar anEntry
Pl B- ACCESS instal |

STATUS current

DESCRI PTI ON

"This tabl e enunerates token-bucket neter paraneter sets
that a systemnay use to police a streamof traffic.
Such paraneter sets are nodelled here as each having a single
rate and a single burst size. Mltiple entries are used
when nultiple rates/burst sizes are needed.”
REFERENCE
"An I nformal Managenent Mbdel for Diffserv Routers,
RFC 3290, section 5.1"
::={ dsPolicyd asses 5 }

dsTBPar anEntry OBJECT- TYPE

SYNTAX DsTBPar antEntry
STATUS current
DESCRI PTI ON

"An entry that describes a single token-bucket
paraneter set."
PI B-1 NDEX { dsTBParanPrid }
UNI QUENESS { dsTBPar anype,
dsTBPar anRat e,
dsTBPar anBur st Si ze
dsTBPar anml nt erval }
::= { dsTBParaniTable 1 }

DsTBParanEntry ::= SEQUENCE ({
dsTBPar anPri d | nst ancel d,
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dsTBPar aniType Aut ononousType,
dsTBPar anRat e Unsi gned32,
dsTBPar anBur st Si ze Bur st Si ze
dsTBPar am nt er val Unsi gned32

}

dsTBPar anPri d OBJECT- TYPE
SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class."
::={ dsTBParantEntry 1 }

dsTBPar aniType OBJECT- TYPE

SYNTAX Aut ononousType
STATUS current
DESCRI PTI ON

"The Metering algorithmassociated with the
Token- Bucket paraneters. zeroDotZero indicates this
i s unknown.

Standard val ues for generic algorithnms are as foll ows:

di ff Ser vTBPar antsi npl eTokenBucket, diff ServTBParamAvgRat e,
di ff Ser vTBPar anSr TCMBl i nd, di f f Ser vTBPar ansr TCMAwar e

di ff ServTBPar anmilr TCMBl i nd, di ff Ser vTBPar amilr TCMAwar e

di ff Ser vTBPar aniTswICM

These are specified in the DiffServ MB. "
REFERENCE
"An | nformal Managenent Model for Diffserv Routers,
RFC 3290, section 5.1"
::={ dsTBParanEntry 2 }

dsTBPar anRat e OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
UNI TS "Kilobits per second"
STATUS current

DESCRI PTI ON

"The t oken-bucket rate, in kilobits per second

(kbps). This attribute is used for

1. AR in RFC 2697 for srTCM

2. R and PIR in RFC 2698 for trTCM

3. CIR and PTR in RFC 2859 for TSWICM

4. AverageRate in RFC 3290, section 5.1.1"
::={ dsTBParanEntry 3 }
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dsTBPar anBur st Si ze OBJECT- TYPE

SYNTAX Bur st Si ze
UNI TS "Byt es"
STATUS current
DESCRI PTI ON

"The nmaxi mum nunber of bytes in a single transm ssion

burst. This attribute is used for

1. CBS and EBS in RFC 2697 for srTCM

2. CBS and PBS in RFC 2698 for trTCM

3. Burst Size in RFC 3290, section 5."
::={ dsTBParanEntry 4 }

dsTBPar anl nt erval OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
UNI TS "m croseconds"

STATUS current

DESCRI PTI ON

"The tinme interval used with the token bucket. For

1. Average Rate Meter, RFC 3290, section 5.1.1,

-Del ta.
2. Sinple Token Bucket Meter, RFC 3290, section
5.1.3, - time interval t.

3. RFC 2859 TSWICM - AVG | NTERVAL.
4. RFC 2697 srTCM RFC 2698 trTCM - token
bucket update tine interval."
::={ dsTBParanEntry 5 }

-- Actions

-- The Action Table allows enuneration of the different
-- types of actions to be applied to a traffic fl ow.

dsActi onTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsActionEntry
Pl B- ACCESS i nst al

STATUS current

DESCRI PTI ON

"The Action Tabl e enunerates actions that can be per-
fornmed to a streamof traffic. Miltiple actions can

be concat enat ed.
Specific actions are indicated by dsAction-

Specific which points to an entry of a specific
action type paraneterizing the action in detail."
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REFERENCE
"An | nformal Managenent Model for Diffserv Routers,
RFC 3290, section 6."

::={ dsPolicyd asses 6 }

dsActi onEntry OBJECT- TYPE

SYNTAX DsActi onEntry
STATUS current
DESCRI PTI ON

"Each entry in the action table allows description of
one specific action to be applied to traffic.”
PI B-1 NDEX { dsActionPrid }
UNI QUENESS { dsActi onNext,
dsActi onSpecific }
::={ dsActionTable 1 }

DsActionEntry ::= SEQUENCE {
dsActionPrid | nst ancel d,
dsAct i onNext Prid,
dsActi onSpecific Prid

}

dsActionPrid OBJECT- TYPE
SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class.”
::={ dsActionEntry 1}

dsActi onNext OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This selects the next diffserv functional datapath
el ement to handle traffic for this data path.

The val ue zeroDotZero in this variable indicates no
further DiffServ treatnent is perfornmed on traffic of
this datapath. Any other value nust point to a valid
(pre-existing) instance of one of:
dsC frEntry
dsMeterEntry
dsActionEntry
dsAl gDr opEntry
dsQentry. "
DEFVAL { zeroDot Zero }
::={ dsActionEntry 2}
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dsActi onSpeci fic OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"A pointer to an object instance providing additiona
information for the type of action indicated by this
action table entry.

For the standard actions defined by this PIB nodul e,
this should point to an instance of dsDscpMarkActEntry.
For other actions, it nmay point to an instance of a
PRC defined in some other PIB

The PRI pointed to nust exist prior to installing this
action datapath entry."
::={ dsActionEntry 3}

-- DSCP Mark Action Table

-- Rows of this class are pointed to by dsActionSpecific

-- to provide detail ed paraneters specific to the DSCP

-- Mark action.

-- This class should at nost contain one entry for each supported
-- DSCP value. These entries should be reused by different

-- dsActionEntry in sane or different data paths.

dsDscpMar kAct Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsDscpMar kAct Entry
Pl B- ACCESS i nstal |

STATUS current

DESCRI PTI ON

"This class enunerates specific DSCPs used for marking or
remarking the DSCP field of |IP packets. The entries of this
table nmay be referenced by a dsActionSpecific attribute.”
REFERENCE
"An | nformal Managenent Model for Diffserv Routers,
RFC 3290, section 6.1"
::={ dsPolicyd asses 7 }

dsDscpMar kAct Entry OBJECT- TYPE

SYNTAX DsDscpMar kAct Entry
STATUS current
DESCRI PTI ON

"An entry in the DSCP mark action table that describes a
singl e DSCP used for marking."
PI B-1 NDEX { dsDscpMarkActPrid }
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UNI QUENESS { dsDscpMar kAct Dscp }
.. = { dsDscpMarkAct Table 1 }

DsDscpMar kAct Entry ::= SEQUENCE {
dsDscpMar kAct Pri d I nst ancel d,
dsDscpMar kAct Dscp Dscp

}

dsDscpMar kAct Pri d OBJECT- TYPE
SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class."
::= { dsDscpMarkActEntry 1 }

dsDscpMar kAct Dscp OBJECT- TYPE

SYNTAX Dscp
STATUS current
DESCRI PTI ON

"The DSCP that this Action uses for marking/renarking
traffic. Note that a DSCP value of -1 is not permit-
ted in this class. It is quite possible that the
only packets subject to this Action are already
marked with this DSCP. Note also that DiffServ may
result in packet remarking both on ingress to a net-
work and on egress fromit and it is quite possible
that ingress and egress would occur in the sane
router.”

::= { dsDscpMarkActEntry 2 }

-- Algorithnmic Drop Table
-- Algorithmic Drop Table is the entry point for the Algorithmc

-- Dropper functional data path el enent.

-- For a sinple algorithnic dropper, a single algorithmc drop entry
-- will be sufficient to paraneterize the dropper.

-- For nore conplex algorithm c dropper, the dsAl gDropSpecific
-- attribute can be used to reference an entry in a paraneter table,
-- e.g., dsRandonDropTabl e for random dropper.

-- For yet nore conplex dropper, for exanple, dropper that neasures

-- multiple queues, each queue with its own algorithm can use a
-- dsAl gDropTabl e entry as the entry point for Al gorithm c Dropper
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-- functional data path elenent, |eaving the dropper paraneters
-- for each queue be specified by entries of dsMQAl gDropTabl e.

-- In such usage, the anchoring dsAl gDropEntry’s dsAl gDropType

-- should be mQDrop, and its dsAl gbhropQveasure shoul d reference
-- the subsequent dsMQAl gDropEntry’s, its dsAl gDropSpecific

-- should be used to reference paraneters applicable to all the
-- queues bei ng neasur ed.

-- The subsequent dsMQA gDropEntry’s will provide the paraneters,
-- one for each queue being nmeasured. The dsMQAl gDropEntry’s are
-- chained using their dsMAl gDropNext attri butes.

dsAl gDr opTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsAl gDr opEntry
Pl B- ACCESS i nstall

STATUS current

DESCRI PTI ON

"The algorithmc drop table contains entries describ-
ing a functional data path el enent that drops
packets according to sone algorithm"
REFERENCE
"An I nformal Managenment Model for Diffserv Routers,
RFC 3290, section 7.1.3"
::={ dsPolicyC asses 8 }

dsAl gDropEntry OBJECT- TYPE

SYNTAX DsAl gDr opEntry
STATUS current
DESCRI PTI ON

"An entry describes a process that drops packets
according to sone algorithm Further details of the
algorithmtype are to be found in dsAl gDropType
and with nore detail paraneter entry pointed to by
dsAl gDr opSpeci fi ¢ when necessary."
Pl B-1 NDEX { dsAl gDropPrid }
UNI QUENESS { dsAl gDr opType,
dsAl gDr opNext ,
dsAl gDr opQVeasur e,
dsAl gDr opQThr eshol d,
dsAl gDropSpecific }
::={ dsAl gDropTable 1 }

DsAl gDropEntry ::= SEQUENCE ({
dsAl gDropPrid I nst ancel d,
dsAl gDr opType | NTEGER,
dsAl gDr opNext Prid,
dsAl gDr opQVveasur e Prid,
dsAl gDr opQrThreshol d Unsi gned32,
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dsAl gDropSpecific Prid
}
dsAl gDropPrid OBJECT- TYPE

SYNTAX I nst ancel d

STATUS current

DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class."
::={ dsAl gDropEntry 1 }

dsAl gDr opType OBJECT- TYPE
SYNTAX | NTEGER {
ot her (1),
tail Drop(2),
headDr op( 3),
randonDr op(4),
al waysDrop(5),
} mDr op( 6)

STATUS current

DESCRI PTI ON
"The type of algorithmused by this dropper. A val ue
of tailDrop(2), headDrop(3), or alwaysDrop(5) represents
an algorithmthat is conpletely specified by this PIB.

A value of other(1l) indicates that the specifics of
the drop algorithmare specified in some other PIB
nmodul e, and that the dsAl gDropSpecific attribute
points to an instance of a PRC in that PIB that
specifies the informati on necessary to inplenent the
al gorithm

The tailDrop(2) algorithmis described as foll ows:
dsAl gDr opQThreshol d represents the depth of the
queue, pointed to by dsAl gDropQveasure, at

which all newy arriving packets will be dropped.

The headDrop(3) algorithmis described as follows: if
a packet arrives when the current depth of the queue,
pointed to by dsAl gDropQweasure, is at

dsAl gDr opQThreshol d, packets currently at the head of
the queue are dropped to nmake room for the new packet
to be enqueued at the tail of the queue.

The randonDrop(4) algorithmis described as foll ows:

on packet arrival, an algorithmis executed which may
randonly drop the packet, or drop other packet(s)
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fromthe queue in its place. The specifics of the
al gorithm may be proprietary. For this algorithm
dsAl gDropSpecific points to a dsRandonDropEntry

that describes the algorithm For this

al gorithm dsAl gQrhreshold is understood to be

t he absol ute maxi num si ze of the queue and additi onal
paraneters are described in dsRandonDr opTabl e.

The al waysDrop(5) al gorithm al ways drops packets. In
this case, the other configuration values in this Entry
are not neani ngful; The queue is not used, therefore,
dsAl gDr opNext, dsAl gDr opQvkasure, and

dsAl gDropSpeci fic should be all set to zeroDot Zero.

The mQDrop(6) al gorithm measures nultiple queues for

the drop algorithm The queues neasured are represented
by havi ng dsAl gDr opQveasure referencing a dsMQAl gDr opEntry.
Each of the chai ned dsMQAl gDropEntry is used to describe
the drop algorithmfor one of the neasured queues."

::={ dsAl gDropEntry 2}

dsAl gDr opNext OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This selects the next diffserv functional datapath
element to handle traffic for this data path.

The val ue zeroDotZero in this attribute indicates no
further DiffServ treatnent is perforned on traffic of
this datapath. Any other value nust point to a valid
(pre-existing) instance of one of:

dsC frEntry

dsMeterEntry

dsActionEntry

dsAl gDropEntry

dsQEntry.
When dsAl gDropType is al waysDrop(5), this attribute is
I gnored. "
DEFVAL { zeroDot Zero }

::={ dsAl gDropEntry 3 }

dsAl gDr opQveasur e OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON
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"Points to a PRI to indicate the queues that a drop algorithm
is to nonitor when deciding whether to drop a packet.

For al waysDrop(5), this attribute should be zeroDot Zero.
For tail Drop(2), headDrop(3), randonDrop(4), this should
point to an entry in the dsQrabl e.

For mQDrop(6), this should point to a dsMQAl gDropEntry t hat
Descri be one of the queues being nmeasured for multiple
queue dropper.

The PRI pointed to nust exist prior to installing
this dropper elenent."
::={ dsAl gDropEntry 4 }

dsAl gDr opQThr eshol d OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
UNI TS "Bytes”

STATUS current

DESCRI PTI ON

"A threshold on the depth in bytes of the queue being
measured at which a trigger is generated to the drop-
pi ng al gorithm unless dsAl gDropType is al waysDrop(5)
where this attribute is ignored.

For the tail Drop(2) or headDrop(3) algorithns, this
represents the depth of the queue, pointed to by
dsAl gDr opQveasure, at which the drop action
will take place. Oher algorithns will need to define
their owmn semantics for this threshold.”

::={ dsAl gDropEntry 5 }

dsAl gDr opSpeci fi ¢ OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"Points to a table entry that provides further detail
regarding a drop algorithm The PRI pointed to
nmust exist prior to installing this dropper elenent.

Entries with dsAl gDropType equal to other(1) nust
have this point to an instance of a PRC defined
in anot her PIB nodul e.

Entries with dsAl gDropType equal to random
Drop(4) nust have this point to an entry in
dsRandonDr opTabl e.

Entries with dsAl gDropType equal to nDrop(6) can use this
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attribute to reference paraneters that is used by all the
queues of the nultiple queues bei ng neasured.

For all other algorithnms, this should take the val ue
zer oDot Zero. "
::={ dsAl gDropEntry 6 }

-- Miltiple Queue Algorithmic Drop Table

-- Entries of this table should be referenced by dsAl gDr opQveasure
-- when dsAl gDropType is mDrop(6) for droppers neasuring multiple
-- queues for its drop algorithm

-- Each entry of the table is used to describe the drop algorithm
-- for a single queue within the nultiple queues being neasured.

-- Entries of this table, dsMQAl gDropEntry, is extended from

-- dsAl gDropEntry, with usage of corresponding paraneters the sane
-- except:

-- dsAl gDropNext is used to point to the next diffserv

-- functional data path el enent when the packet is not dropped.
-- dsMQAIl gDr opExceedNext is used to point to the next

-- dsMQAl gDr opEntry for chaining together the nultiple

-- dsMQAl gDropEntry’s for the nultiple queues bei ng neasured.

dsMQAl gDr opTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsMQAl gDr opEntry
Pl B- ACCESS i nstall

STATUS current

DESCRI PTI ON

"The multiple queue algorithmc drop table contains entries
descri bi ng each queue bei ng neasured for the multiple queue
al gorithm c dropper."

::={ dsPolicyd asses 9 }

dsMQAI gDr opEnt ry OBJECT- TYPE

SYNTAX DsMQAI gDr opEnt ry
STATUS current
DESCRI PTI ON

"An entry describes a process that drops packets
according to sonme algorithm Each entry is used for
each of the nultiple queues being neasured. Each entry
extends the basic dsAl gDropEntry with adding of a
dsMQAI gDr opExceedNext attri bute.

Furt her details of the algorithmtype are to be found in
dsAl gDropType and with nore detail paraneter entry pointed
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to by dsMQAl gDropSpeci fic when necessary.”
EXTENDS { dsAl gDropEntry }
UNI QUENESS { dsMQAl gDr opExceedNext }
::={ dsMA gDropTable 1 }

DsMQAl gDropEntry ::= SEQUENCE {
dsMQAI gDr opExceedNext Prid
}
dsMQAI gDr opExceedNext OBJECT- TYPE
SYNTAX Prid
STATUS current
DESCRI PTI ON

"Used for linking of multiple dsMQAl gDropEntry for niDrop.
A val ue of zeroDotZero indicates this is the last of a
chain of dsMQAl gDropEntry. "

DEFVAL { zeroDot Zero }

;.= { dsMAl gDropEntry 1 }

-- Random Drop Tabl e

dsRandonDr opTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsRandonDr opEntry
Pl B- ACCESS instal |

STATUS current

DESCRI PTI ON

"The random drop table contains entries describing a
process that drops packets randomy. Entries in this
table is intended to be pointed to by dsAl gDropSpecific
when dsAl gDropType is randonDrop(4)."
REFERENCE
"An I nformal Managenent Model for Diffserv Routers,
RFC 3290, section 7.1.3"
::={ dsPolicyd asses 10 }

dsRandonDr opEnt ry OBJECT- TYPE

SYNTAX DsRandonDr opEnt ry
STATUS current
DESCRI PTI ON

"An entry describes a process that drops packets
according to a random al gorithm"
Pl B- I NDEX { dsRandonDropPrid }
UNI QUENESS { dsRandonDr opM nThr eshByt es,
dsRandonDr opM nThr eshPkt s,
dsRandonDr opMaxThr eshByt es,
dsRandonDr opMaxThr eshPkt s,
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dsRandonDr opPr obMax,
dsRandonDr opWei ght ,
dsRandonDr opSanpl i ngRat e

}
::={ dsRandonDropTable 1 }

DsRandonDr opEntry ::= SEQUENCE {
dsRandonDr opPri d I nst ancel d
dsRandonDr opM nThr eshByt es Unsi gned32
dsRandonDr opM nThr eshPkt s Unsi gned32
dsRandonDr opMaxThr eshByt es Unsi gned32,
dsRandonDr opMaxThr eshPkt s Unsi gned32,
dsRandonDr opPr obMax Unsi gned32,
dsRandonDr opWei ght Unsi gned32,
dsRandonDr opSanpl i ngRat e Unsi gned32

}

dsRandonDr opPri d OBJECT- TYPE
SYNTAX I nstancel d
STATUS current
DESCRI PTI ON
"An arbitrary integer index that uniquely identifies an
i nstance of the class.”
;.= { dsRandonDropEntry 1 }

dsRandonDr opM nThr eshByt es OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
UNI TS "byt es”

STATUS current

DESCRI PTI ON

"The average queue depth in bytes, beyond which traffic has a
non-zero probability of being dropped.”
.= { dsRandonDropEntry 2 }

dsRandonDr opM nThr eshPkt s OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
UNI TS "packet s"

STATUS current

DESCRI PTI ON

"The average queue depth in packets, beyond which traffic has
a non-zero probability of being dropped.”
;.= { dsRandonDropEntry 3 }

dsRandonDr opMaxThr eshByt es OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
UNI TS "byt es”

STATUS current

DESCRI PTI ON
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"The average queue depth beyond which traffic has a
probability indicated by dsRandonDr opProbMax of being dropped
or marked. Note that this differs fromthe physical queue
limt, which is stored in dsAl gDropQrhreshol d. "

::={ dsRandonDropEntry 4 }

dsRandonDr opMaxThr eshPkt s OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
UNI TS "packet s"

STATUS current

DESCRI PTI ON

"The average queue depth beyond which traffic has a
probability indicated by dsRandonDr opProbMax of being dropped
or marked. Note that this differs fromthe physical queue
limt, which is stored in dsAl gDhropQrhreshol d."

::={ dsRandonDropEntry 5 }

dsRandonDr opPr obMax OBJECT- TYPE

SYNTAX Unsi gned32 (0..1000)
STATUS current
DESCRI PTI ON

"The worst case random drop probability, expressed in drops
per thousand packets.

For exanple, if every packet nay be dropped in the worst case
(100%, this has the value 1000. Alternatively, if in the
wor st case one percent (1% of traffic may be dropped, it has
the value 10."

::={ dsRandonDropEntry 6 }

dsRandonDr opWei ght OBJECT- TYPE

SYNTAX Unsi gned32 (0..4294967295)
STATUS current
DESCRI PTI ON

"The wei ghting of past history in affecting the Exponentially
Wei ght ed Movi ng Average function which cal cul ates the current
average queue depth. The equation uses
dsRandonDr opWei ght / MaxVal ue as the coefficient for the new
sanple in the equation, and

(MaxVal ue - dsRandonDr opWei ght )/ MaxVal ue as the coefficient

of the old value, where, MaxValue is determined via capability
reported by the PEP

| mpl ementations may further linit the val ues of
dsRandonDr opWei ght via the capability tables.”
::={ dsRandonDropEntry 7 }

dsRandonDr opSanpl i ngRat e OBJECT- TYPE
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SYNTAX Unsi gned32 (0..1000000)
STATUS current
DESCRI PTI ON

"The nunber of tines per second the queue is sanpled for queue
average calculation. A value of zero nmeans the queue is
sanpl ed approxi mately each tinme a packet is enqueued (or
dequeued) . "

::={ dsRandonDropEntry 8 }

-- Queue Tabl e

-- An entry of dsQrlable represents a FI FO queue diffserv

-- functional data path elenent as described in [ MODEL] section
-- 7.1.1.

-- Notice the specification of scheduling paraneters for a queue
-- as part of the input to a scheduler functional data path

-- elenent as described in [ MODEL] section 7.1.2. This allows
-- building of hierarchical queuing/scheduling.

-- A queue therefore is paraneterized by:

-- 1. Which scheduler will service this queue, dsQ\ext.

-- 2. How the scheduler will service this queue, with respect

-- to all the other queues the same schedul er needs to service,
- - dsOQM nRat e and dsQvaxRat e.

-- Notice one or nore upstreamdiffserv functional data path el enent

-- may share, point to, a dsQlable entry as described in [ MODEL]
-- section 7.1.1.

dsQrabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsQEntry
Pl B- ACCESS i nstall

STATUS current

DESCRI PTI ON

"The Queue Tabl e enunerates the queues."
::={ dsPolicyd asses 11 }

dsQEntry OBJECT- TYPE

SYNTAX DsQEntry
STATUS current
DESCRI PTI ON

"An entry in the Queue Tabl e describes a single queue
as a functional data path el enment.”

PI B-I NDEX { dsQPrid }

UNI QUENESS { dsQNext,
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dsQM nRat e
dsQvaxRate }
::={ dsQrable 1}
DsQEntry ::= SEQUENCE {
dsQPrid I nst ancel d,
dsQNext Prid,
dsQM nRat e Prid
dsQvaxRat e Prid
}
dsQPrid OBJECT- TYPE
SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class.”

o= { dsQentry 1 }
dsQNext OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This selects the next diffserv scheduler. This nust point
to a dsSchedul erEntry.

A val ue of zeroDotZero in this attribute indicates an
i nconplete dsQEntry instance. 1In such a case, the entry
has no operational effect, since it has no paranmeters to
give it neaning."

::={ dsQentry 2}

dsQM nRat e OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This Prid indicates the entry in dsM nRateTabl e

the scheduler, pointed to by dsQNext, should use to service
thi s queue.

If this value is zeroDot Zero

then mninmnumrate and priority is unspecified.

If this value is not zeroDotZero then the instance pointed to
nmust exist prior toinstalling this entry."

o= { dsQentry 3}
dsQvaxRat e OBJECT- TYPE

SYNTAX Prid
STATUS current

Chan, et al. I nf or mat i onal [ Page 67]



RFC 3317 DiffServ QoS Policy Information Base March 2003

DESCRI PTI ON
"This Prid indicates the entry in dsMaxRateTabl e
the scheduler, pointed to by dsQNext, should use to service
thi s queue.
If this value is zeroDotZero, then the maximumrate is the
Iine speed of the interface.
If this value is not zeroDotZero, then the instance pointed
to nmust exist prior to installing this entry."

o= { dsQentry 4}

-- Schedul er Tabl e

-- The Schedul er Table is used for representing packet schedul ers:
-- it provides flexibility for multiple scheduling algorithms, each
-- servicing multiple queues, to be used on the sane

-- logical/physical interface of a data path.

-- Notice the servicing paraneters the schedul er uses is

-- specified by each of its upstreamfunctional data path el enents,
-- queues or schedulers of this PIB

-- The coordination and coherency between the servicing paraneters
-- of the scheduler’s upstreamfunctional data path el enents nust
-- be maintained for the scheduler to function correctly.

-- The dsSchedul erM nRate and dsSchedul er MaxRate attri butes are
-- used for specifying the servicing paraneters for output of a
-- schedul er when its downstream functional data path el emrent

-- is another schedul er.

-- This is used for building hierarchical queue/schedul er

-- More discussion of the schedul er functional data path el enent
-- is in [ MODEL] section 7.1.2

dsSchedul er Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsSchedul er Entry
Pl B- ACCESS install

STATUS current

DESCRI PTI ON

"The Schedul er Tabl e enunerat es packet schedul ers.
Mul tiple scheduling algorithnms can be used on a given
dat apath, with each al gorithm descri bed by one
dsSchedul erEntry. "
REFERENCE
"An I nformal Managenent Mbdel for Diffserv Routers,
RFC 3290, section 7.1.2"
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::={ dsPolicyd asses 12 }

dsSchedul er Entry OBJECT- TYPE

SYNTAX DsSchedul er Entry
STATUS current
DESCRI PTI ON

"An entry in the Schedul er Tabl e describing a single
i nstance of a scheduling algorithm"
Pl B-1 NDEX { dsSchedulerPrid }
UNI QUENESS { dsSchedul er Next ,
dsSchedul er Met hod,
dsSchedul er M nRat e,
dsSchedul er MaxRate }
::={ dsSchedul erTable 1 }

DsSchedul erEntry ::= SEQUENCE {
dsSchedul erPrid | nst ancel d,
dsSchedul er Next Prid,
dsSchedul er Met hod Aut ononousType,
dsSchedul er M nRat e Prid
dsSchedul er MaxRat e Prid

}

dsSchedul er Pri d OBJECT- TYPE
SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class.”
::={ dsSchedul erEntry 1 }

dsSchedul er Next OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This selects the next diffserv functional datapath
el ement to handle traffic for this data path.

This attribute normally have a value of zeroDotZero to
indicate no further DiffServ treatnment is performed on
traffic of this datapath. The use of zeroDotZero is the
normal usage for the last functional datapath el enent.
Any val ue other than zeroDot Zero nust point to a valid
(pre-existing) instance of one of:

dsSchedul er Entry

dsQEntry,

or:
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dsC frEntry
dsMeterEntry
dsActionEntry
dsAl gDr opEntry

This points to another dsSchedul erEntry
for inplenmentation of nmultiple schedul er nethods for
the sane data path, and for inplenentation of
hi erarchi cal schedul ers. ™
DEFVAL { zeroDot Zero }
::={ dsSchedul erEntry 2 }

dsSchedul er Met hod OBJECT- TYPE

SYNTAX Aut ononousType
STATUS current
DESCRI PTI ON

"The scheduling algorithmused by this Schedul er.
Standard val ues for generic algorithns:
di ff ServSchedul erPriority,
di f f Ser vSchedul er WRR,
di f f ServSchedul er WFQ
are specified in the DiffServ M B.
Addi tional values may be further specified in other PIBs.
A val ue of zeroDotZero indicates this is unknown."
REFERENCE
"An | nformal Managenent Model for Diffserv Routers,
RFC 3290, section 7.1.2"
::={ dsSchedul erEntry 3 }

dsSchedul er M nRat e OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This Prid indicates the entry in dsM nRateTabl e

whi ch indicates the priority or mnimmoutput rate fromthis
scheduler. This attribute is used only when there is nore

t han one | evel of schedul er.

Wien it has the val ue zeroDot Zero, it indicates that no
Mnimumrate or priority is inposed.”

DEFVAL { zeroDot Zero }

::={ dsSchedul erEntry 4 }

dsSchedul er MaxRat e OBJECT- TYPE

SYNTAX Prid
STATUS current
DESCRI PTI ON

"This Prid indicates the entry in dsMaxRateTabl e
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whi ch indicates the maxi numoutput rate fromthis schedul er

When nmore than one naximumrate applies (e.g., a multi-rate

shaper is used), it points to the first of the rate entries.
This attribute is only used when there is nore than one | eve
of schedul er.

When it has the value zeroDotZero, it indicates that no
Maxi numrate is inposed.”

DEFVAL { zeroDot Zero }

::={ dsSchedul erEntry 5 }

-- Mninmum Rate Paraneters Table

-- The paraneters used by a scheduler for its inputs or outputs are
-- maintained separately fromthe Queue or Schedul er table entries
-- for reusability reasons and so that they may be used by both

-- queues and schedulers. This follows the approach for separation
-- of data path elenents from paraneterization that is used

-- throughout this PIB

-- Use of these Mninmm Rate Paraneter Table entries by Queues and
-- Schedulers allows the nodeling of hierarchical scheduling

-- systens.

-- Specifically, a Scheduler has one or nore inputs and one output.
-- Any queue feeding a schedul er, or any schedul er which feeds a
-- second schedul er, might specify a minimumtransfer rate by

-- pointing to a Mninmm Rate Paraneter Table entry.

-- The dsM nRatePriority/ Absolute/Relative attributes are used as

-- paraneters to the work-conserving portion of a schedul er

-- "work-conserving" inplies that the schedul er can continue to emt
-- data as long as there is data available at its input(s). This

-- has the effect of guaranteeing a certain priority relative to

-- other scheduler inputs and/or a certain mninmmproportion of the
-- avail abl e output bandwi dth. Properly configured, this neans a

-- certain mnimumrate, which may be exceeded should traffic be

-- avail abl e should there be spare bandwi dth after all other classes
-- have had opportunities to consune their own mininmumrates.

dsM nRat eTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsM nRat eEntry
Pl B- ACCESS instal |

STATUS current

DESCRI PTI ON

"The M ninum Rate Tabl e enunerates individua
sets of scheduling paranmeter that can be used/reused
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by Queues and Schedul ers."
::={ dsPolicyd asses 13 }

dsM nRat eEntry OBJECT- TYPE

SYNTAX DsM nRat eEnt ry
STATUS current
DESCRI PTI ON

"An entry in the Mnimm Rate Tabl e descri bes
a single set of scheduling paraneter for use by
queues and schedul ers.”
PI B-1 NDEX { dsM nRatePrid }
UNI QUENESS { dsM nRatePriority,
dsM nRat eAbsol ut e
dsM nRat eRel ative }
::={ dsMnRateTable 1 }

DsM nRateEntry ::= SEQUENCE ({
dsM nRatePrid | nst ancel d,
dsM nRatePriority Unsi gned32,
dsM nRat eAbsol ut e Unsi gned32,
dsM nRat eRel ati ve Unsi gned32
}
dsM nRat ePri d OBJECT- TYPE
SYNTAX I nstancel d
STATUS current
DESCRI PTI ON

"An arbitrary integer index that uniquely identifies an
i nstance of the class.”
::={ dsMnRateEntry 1 }

dsM nRat ePriority OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
STATUS current
DESCRI PTI ON

"The priority of this input to the associ ated schedul er

relative to the scheduler’s other inputs. H gher Priority

val ue indicates the associ ated queue/ schedul er will get

service first before others with lower Priority values."
::={ dsMnRateEntry 2 }

dsM nRat eAbsol ut e OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
UNI TS "Kkilobits per second"
STATUS current

DESCRI PTI ON

"The m ni rum absolute rate, in kilobits/sec, that a downstream
schedul er el enent should allocate to this queue. If the val ue
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is zero, then there is effectively no mninmumrate guarantee.
If the value is non-zero, the scheduler will assure the
servicing of this queue to at |least this rate.

Note that this attribute’s value is coupled to that
of dsM nRat eRel ative: changes to one will affect the val ue
of the other.

[IFM B] defines ifSpeed as Gauge32 in units of bits per
second, and ifH ghSpeed as Gauge32 in units of 1,000,000 bits
per second.

This yields the followi ng equations:

RateRel ative = [ (RateAbsolute * 1000) / ifSpeed ] * 1,000

Where, 1000 is for converting kbps used by RateAbsolute to bps
used by ifSpeed, 1,000 is for "in units of 1/1,000 of 1' for
Rat eRel ati ve

or, if appropriate:

RateRel ative =
{ [ (RateAbsolute * 1000) / 1,000,000 ] / ifH ghSpeed } *
1, 000

Where, 1000 and 1, 000,000 is for converting kbps used by
Rat eAbsolute to 1 nmillion bps used by ifH ghSpeed, 1,000 is
for "inunits of 1/1,000 of 1' for RateRel ative."
REFERENCE
"ifSpeed, ifH ghSpeed fromthe IF-M B, RFC 2863."
::={ dsMnRateEntry 3 }

dsM nRat eRel ati ve OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
STATUS current
DESCRI PTI ON

"The minimumrate that a downstream schedul er el enent
shoul d allocate to this queue, relative to the max-
imumrate of the interface as reported by if Speed or
i fH ghSpeed, in units of 1/1,000 of 1. If the value
is zero, then there is effectively no mnimumrate

guar ant ee. If the value is non-zero, the schedul er
will assure the servicing of this queue to at |east
this rate.

Note that this attribute’s value is coupled to that
of dsM nRat eAbsol ute: changes to one wll
affect the value of the other.
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[IFM B] defines ifSpeed as Gauge32 in units of bits per
second, and ifH ghSpeed as Gauge32 in units of 1,000,000 bits
per second.

This yields the followi ng equations:

RateRel ative = [ (RateAbsolute * 1000) / ifSpeed ] * 1,000

Where, 1000 is for converting kbps used by RateAbsolute to bps
used by ifSpeed, 1,000 is for "in units of 1/1,000 of 1' for
Rat eRel ati ve

or, if appropriate:

Rat eRel ative =
{ [ (RateAbsolute * 1000) / 1,000,000 ] / ifH ghSpeed } *
1, 000

Where, 1000 and 1, 000,000 is for converting kbps used by
Rat eAbsolute to 1 nillion bps used by ifH ghSpeed, 1,000 is
for "in units of 1/1,000 of 1' for RateRelative."
REFERENCE
"i f Speed, ifH ghSpeed fromthe IF-M B, RFC 2863."
::={ dsMnRateEntry 4 }

-- Maxi mum Rate Paraneters Table

-- The paraneters used by a scheduler for its inputs or outputs are
-- maintained separately fromthe Queue or Schedul er table entries
-- for reusability reasons and so that they nmay be used by both

-- queues and schedulers. This follows the approach for separation
-- of data path elenments from paraneterization that is used

-- throughout this PIB

-- Use of these Maxi num Rate Paraneter Table entries by Queues and
-- Schedul ers allows the nodeling of hierarchical scheduling
-- systenmns.

-- Specifically, a Schedul er has one or nore inputs and one out put.
-- Any queue feeding a scheduler, or any schedul er which feeds a

-- second schedul er, mght specify a maxi numtransfer rate by

-- pointing to a Maxi num Rate Paraneter Table entry. Milti-rate

-- shapers, such as a Dual Leaky Bucket algorithm specify their

-- rates using nultiple Maxi mum Rate Paraneter Entries with the sane
-- dsMaxRateld but different dsMaxRatelevels.

-- The dsMaxRat eLevel / Absol ute/ Rel ative attri butes are used as
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-- paraneters to the non-work-conserving portion of a schedul er

-- non-work-conserving inplies that the schedul er nmay someti mes not
-- emt a packet, even if there is data available at its input(s).
-- This has the effect of linmting the servicing of the

-- queue/ schedul er input or output, in effect perform ng shaping of
-- the packet stream passing through the queue/schedul er, as

-- described in the Informal Differentiated Services Mde

-- section 7.2.

dsMaxRat eTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DsMaxRat eEntry
Pl B- ACCESS i nstal |

STATUS current

DESCRI PTI ON

"The Maxi num Rate Tabl e enunerates individual
sets of scheduling parameter that can be used/reused
by Queues and Schedul ers."

::={ dsPolicyd asses 14 }

dsMaxRat eEnt ry OBJECT- TYPE

SYNTAX DsMaxRat eEntry
STATUS current
DESCRI PTI ON

"An entry in the Maxi nrum Rate Tabl e descri bes
a single set of scheduling paraneter for use by
queues and schedul ers. "
PI B-1 NDEX { dsMaxRatePrid }
UNI QUENESS { dsMaxRatel d,
dsMaxRat eLevel ,
dsMaxRat eAbsol ut e,
dsMaxRat eRel ati ve,
dsMaxRat eThr eshol d }
::={ dsMaxRateTable 1 }

DsMaxRat eEntry ::= SEQUENCE ({
dsMaxRat ePri d I nst ancel d,
dsMvaxRat el d Unsi gned32,
dsMaxRat eLevel Unsi gned32,
dsMaxRat eAbsol ut e Unsi gned32,
dsMaxRat eRel ati ve Unsi gned32,
dsMaxRat eThr eshol d Bur st Si ze

}

dsMaxRat ePri d OBJECT- TYPE
SYNTAX I nst ancel d
STATUS current
DESCRI PTI ON
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"An arbitrary integer index that uniquely identifies an
i nstance of the class."
::={ dsMaxRateEntry 1 }

dsMaxRat el d OBJECT- TYPE

SYNTAX Unsi gned32 (0..4294967295)
STATUS current
DESCRI PTI ON

"An identifier used together with dsMaxRat eLevel for
representing a nulti-rate shaper. This attribute is used for
associating all the rate attributes of a nmulti-rate shaper
Each dsMaxRateEntry of a nmulti-rate shaper nust have the sane
value in this attribute. The different rates of a nulti-rate
shaper is identified using dsMaxRatelLevel
This attribute uses the value of zero to indicate this
attribute is not used, for single rate shaper."

DEFVAL { 0 }

;.= { dsMaxRateEntry 2 }

dsMaxRat eLevel OBJECT- TYPE

SYNTAX Unsi gned32 (1..32)
STATUS current
DESCRI PTI ON

"An index that indicates which level of a multi-rate shaper is
being given its paraneters. A nulti-rate shaper has sone
number of rate levels. Frame Relay’s dual rate specification
refers to a 'conmitted and an 'excess’ rate; ATMs dual rate
specification refers to a 'nean’ and a 'peak’ rate. This table
is generalized to support an arbitrary nunber of rates. The
conmitted or nean rate is level 1, the peak rate (if any) is
the highest level rate configured, and if there are other
rates they are distributed in nonotonically increasing order
bet ween t hem
When the entry is used for a single rate shaper, this
attribute contains a value of one.”

DEFVAL { 1}

::={ dsMaxRateEntry 3 }

dsMaxRat eAbsol ut e OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
UNI TS "Kilobits per second"
STATUS current

DESCRI PTI ON

"The maximumrate in kilobits/sec that a downstream
schedul er el ement should allocate to this queue. If
the value is zero, then there is effectively no nax-
imumrate [imt and that the schedul er should attenpt
to be work-conserving for this queue. |If the value
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is non-zero, the scheduler will limt the servicing
of this queue to, at nost, this rate in a non-work-
conservi ng nanner.

Note that this attribute’s value is coupled to that
of dsMaxRat eRel ative: changes to one will
af fect the value of the other.

[IFM B] defines ifSpeed as Gauge32 in units of bits per
second, and ifH ghSpeed as Gauge32 in units of 1,000,000 bits
per second.

This yields the followi ng equations:

RateRel ative = [ (RateAbsolute * 1000) / ifSpeed ] * 1,000

Where, 1000 is for converting kbps used by RateAbsolute to bps
used by ifSpeed, 1,000 is for "in units of 1/1,000 of 1’
for RateRel ative

or, if appropriate:

RateRel ative =
{ [ (RateAbsolute * 1000) / 1,000,000 ] / ifH ghSpeed } *
1, 000

Where, 1000 and 1, 000,000 is for converting kbps used by
Rat eAbsolute to 1 nmillion bps used by ifH ghSpeed, 1,000 is
for "inunits of 1/1,000 of 1' for RateRel ative."

::={ dsMaxRateEntry 4 }

dsMaxRat eRel ati ve OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
STATUS current
DESCRI PTI ON

"The maxi numrate that a downstream schedul er el ement
shoul d allocate to this queue, relative to the nmax-
imumrate of the interface as reported by ifSpeed or
i fHi ghSpeed, in units of 1/1,000 of 1. If the value
is zero, then there is effectively no maxi mumrate
limt and the schedul er should attenpt to be work-

conserving for this queue. If the value is non-zero,
the scheduler will limt the servicing of this queue
to, at nost, this rate in a non-work-conserving
nanner .

Note that this attribute’s value is coupled to that
of dsMaxRat eAbsol ute: changes to one wll
affect the value of the other.
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[IFM B] defines ifSpeed as Gauge32 in units of bits per
second, and ifH ghSpeed as Gauge32 in units of 1,000,000 bits
per second.

This yields the followi ng equations:

RateRel ative = [ (RateAbsolute * 1000) / ifSpeed ] * 1,000

Where, 1000 is for converting kbps used by RateAbsolute to bps
used by ifSpeed, 1,000 is for "in units of 1/1,000 of 1' for
Rat eRel ati ve

or, if appropriate:

Rat eRel ative =
{ [ (RateAbsolute * 1000) / 1,000,000 ] / ifH ghSpeed } *
1, 000

Where, 1000 and 1, 000,000 is for converting kbps used by
Rat eAbsolute to 1 nillion bps used by ifH ghSpeed, 1,000 is
for "in units of 1/1,000 of 1' for RateRelative."
REFERENCE
"i f Speed, ifH ghSpeed fromthe IF-M B, RFC 2863."
;.= { dsMaxRateEntry 5 }

dsMaxRat eThr eshol d OBJECT- TYPE

SYNTAX Burst Si ze

UNI TS "Byt es"

STATUS current

DESCRI PTI ON
"The nunber of bytes of queue depth at which the rate of a
nmulti-rate scheduler will increase to the next output rate. In

the last PRI for such a shaper, this threshold is
i gnored and by convention is zero."
REFERENCE
"Adapti ve Rate Shaper, RFC 2963"
::={ dsMaxRateEntry 6 }

-- Conformance Section

dsPol i cyPi bConpl i ances
OBJECT | DENTIFIER ::= { dsPolicyPi bConformance 1 }
dsPol i cyPi bG oups
OBJECT | DENTI FI ER : :

{ dsPol i cyPi bConfornance 2 }

dsPol i cyPi bConpl i ance MODULE- COVPLI ANCE

Chan, et al. I nf or mat i onal [ Page 78]



RFC 3317 DiffServ QoS Policy Information Base March 2003

STATUS current

DESCRI PTI ON
"Describes the requirenents for confornmance to the
QS Policy PIB."

MODULE FRAMEWORK- Pl B
MANDATORY- GROUPS {

f rwkPr cSupport G oup,
f rwkPi bl ncar nati onG oup,
frwkDevi cel dG oup,
f rwkConpLi m t sG oup,
frwkCapabi | i tySet Group,
f r wkRol eConboG oup,
frwkl f Rol eConboGr oup,
frwkBaseFi | t er G oup,
frwkl pFilterGoup }

OBJECT frwkPi bl ncarnati onLongevity

PIB-M N- ACCESS notify

DESCRI PTI ON
"Install support is required if policy expiration is to
be supported.”

OBJECT frwkPi bl ncarnationTt|

PIB-M N-ACCESS notify

DESCRI PTI ON
"Install support is required if policy expiration is to
be supported.”

MODULE DI FFSERV-PIB -- this nodul e
MANDATORY- GROUPS {

dsPi bBasel f CapsG oup,
dsPi bl f Ol assi fi cati onCapsG oup,
dsPi bl f Al gDr opCapsG oup,
dsPi bl f QueueCapsG oup,
dsPi bl f Schedul er CapsG oup,
dsPi bl f MaxRat eCapsG oup,
dsPi bl f El nDept hCapsG oup,
dsPi bl f El mLi nkCapsG oup,
dsPi bDat aPat hGr oup,
dsPi bd fr G oup,
dsPi bd fr El enent G oup,
dsPi bActi onG oup,
dsPi bAl gDr opGr oup,
dsPi bQG oup,
dsPi bSchedul er G- oup,
dsPi bM nRat eG oup,
dsPi bMaxRat eG oup }
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GROUP dsPi bl f Met eri ngCapsG oup

DESCRI PTI ON
"This group is mandatory for devices that inplenent
metering functions.”

GROUP dsPi bMet er Group

DESCRI PTI ON
"This group is mandatory for devices that inplenent
nmetering functions."

GROUP dsPi bTBPar antar oup

DESCRI PTI ON
"This group is mandatory for devices that inplenent
t oken- bucket netering functions."

GROUP dsPi bDscpMar kAct G oup

DESCRI PTI ON
"This group is nmandatory for devices that inplenent
DSCP- Mar ki ng functions."

GROUP dsPi bMAI gDr opGroup

DESCRI PTI ON
"This group is mandatory for devices that inplenent
Mul tiple Queue Measured Algorithmc Drop functions."

GROUP dsPi bRandonDr opGr oup

DESCRI PTI ON
"This group is mandatory for devices that inplenment
Random Drop functions."

OBJECT dsd frid
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.”
OBJECT dsd frEl enentC frid
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.”
OBJECT dsd fr El enent Precedence
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required."
OBJECT dsd fr El enent Next
Pl B-M N- ACCESS not - accessi bl e
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DESCRI PTI ON
"Install support is not required."

OBJECT dsd frEl emrent Speci fic
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required."

OBJECT dsMet er SucceedNext
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required."

OBJECT dsMet er Fai | Next
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.”

OBJECT dsMeter Specific
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsTBPar anilype
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required."

OBJECT dsTBPar anRat e
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required."

OBJECT dsTBPar anBur st Si ze
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required."

OBJECT dsTBPar am nt er val
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required."

OBJECT dsActi onNext
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.”
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OBJECT dsActionSpecific
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsAl gDr opType
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsAl gDr opNext
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsAl gDr opQvkeasur e
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsAl gDr opQrhr eshol d
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsAl gDropSpecific
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsRandonDr opM nThr eshByt es
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsRandonDr opM nThr eshPkt s
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsRandonDr opMaxThr eshByt es
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsRandonDr opMaxThr eshPkt s

Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
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"Install support is not required.

OBJECT dsRandonDr opPr obMax
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsRandonDr opWei ght
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsRandonDr opSanpl i ngRat e
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsQNext
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsM nRat e
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsQvhxRat e
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsSchedul er Next
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsSchedul er Met hod
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsSchedul er M nRat e
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsSchedul er MaxRat e
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Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsM nRatePriority
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsM nRat eAbsol ut e
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsM nRat eRel ati ve
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsMaxRatel d
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsMaxRat elLevel
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsMaxRat eAbsol ute
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsMaxRateRel ative
Pl B-M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

OBJECT dsMaxRat eThreshol d
Pl B- M N- ACCESS not - accessi bl e
DESCRI PTI ON
"Install support is not required.

::={ dsPolicyPi bConpliances 1 }

dsPi bBasel f CapsG oup OBJECT- GROUP
OBJECTS {

Chan, et al. I nf or mat i onal [ Page 84]



RFC 3317 DiffServ QoS Policy Information Base March 2003

dsBasel f CapsPri d, dsBasel f CapsDirection

}
STATUS current
DESCRI PTI ON
"The Base Interface Capability Goup defines the PIB
bj ects that describe the base for interface capabilities.”
::={ dsPolicyPibGoups 1}

dsPi bl f O assi fi cati onCapsG oup OBJECT- GROUP
OBJECTS {
dsl fCl assi ficati onCapsSpec

}
STATUS current
DESCRI PTI ON
"The Cassification Capability Goup defines the PIB
bj ects that describe the classification capabilities.”
::={ dsPolicyPi bGoups 2}

dsPi bl f Met eri ngCapsG oup OBJECT- GROUP
OBJECTS {
dsl f Met eri ngCapsSpec

}
STATUS current
DESCRI PTI ON
"The Metering Capability Goup defines the PIB
bj ects that describe the netering capabilities."
::={ dsPolicyPi bGoups 3}

dsPi bl f Al gDr opCapsG oup OBJECT- GROUP
OBJECTS {
dsl f Al gDr opCapsType, dslf Al gDr opCapsMXCount

}

STATUS current

DESCRI PTI ON
"The Al gorithm c Dropper Capability G oup defines the
PIB hjects that describe the algorithm c dropper
capabilities."”

::={ dsPolicyPi bGoups 4 }

dsPi bl f QueueCapsG oup OBJECT- GROUP
OBJECTS {
dsl f QueueCapsM nQueueSi ze, dslfQueueCapsMaxQueueSi ze,
dsl f QueueCapsTot al QueueSi ze

}

STATUS current

DESCRI PTI ON
"The Queueing Capability G oup defines the PIB
bj ects that describe the queueing capabilities."
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::={ dsPolicyPi bGoups 5 }

dsPi bl f Schedul er CapsG oup OBJECT- GROUP
OBJECTS {
dsl f Schedul er CapsServi ceDi sc, dslf Schedul er CapsMaxl nput s,
dsl f Schedul er CapsM nMVaxRat e

}
STATUS current
DESCRI PTI ON
"The Schedul er Capability G oup defines the PIB
hj ects that describe the schedul er capabilities.”
::={ dsPolicyPi bGoups 6 }

dsPi bl f MaxRat eCapsG oup OBJECT- GROUP
OBJECTS {
dsl f MaxRat eCapsMaxLevel s

}
STATUS current
DESCRI PTI ON
"The Max Rate Capability Group defines the PIB
oj ects that describe the max rate capabilities.”
::={ dsPolicyPi bGoups 7 }

dsPi bl f El nDept hCapsG oup OBJECT- GROUP
OBJECTS {
dsl f El nDept hCapsPrc, dslfEl nDept hCapsCascadeMax

}

STATUS current

DESCRI PTI ON
"The DataPath El enent Depth Capability Goup defines the PIB
bj ects that describe the datapath el enent depth
capabilities."

::={ dsPolicyPi bGoups 8 }

dsPi bl f El nLi nkCapsG oup OBJECT- GROUP
OBJECTS {
dsl f El mLi nkCapsPrc, dslfEl nLi nkCapsAttr,
dsl f El nLi nkCapsNext Prc

}

STATUS current

DESCRI PTI ON
"The Dat aPath El enent Linkage Capability G oup defines the
PIB bjects that describe the datapath el enent |inkage
capabilities."

::={ dsPolicyPi bGoups 9 }

dsPi bDat aPat hGr oup OBJECT- GROUP
OBJECTS {
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dsDat aPat hPri d, dsDat aPat hCapSet Nane,
dsDat aPat hRol es, dsDataPat hl fDirection,
dsDat aPat hSt art

}

STATUS current

DESCRI PTI ON
"The Data Path Group defines the PIB Objects that
describe a data path."

::= { dsPolicyPi bGoups 10 }

dsPi bd fr G oup OBJECT- GROUP
OBJECTS {
dsC frPrid, dsCfrild

}

STATUS current

DESCRI PTI ON
"The C assifier Goup defines the PIB Objects that
describe a generic classifier."

::={ dsPolicyPi bGoups 11 }

dsPi bd fr El enent G oup OBJECT- GROUP
OBJECTS {
dsClfrElementPrid, dsCfrEl enentCfrid,
dsd fr El enent Precedence, dsd fr El enent Next,
dsdC fr El enent Specific

}

STATUS current

DESCRI PTI ON
"The C assifier Goup defines the PIB Objects that
describe a generic classifier."

::={ dsPolicyPi bGoups 12 }

dsPi bMet er Group OBJECT- GROUP
OBJECTS {
dsMeterPrid, dsMeterSucceedNext,
dsMet er Fai | Next, dsMeter Specific

}

STATUS current

DESCRI PTI ON
"The Meter G oup defines the objects used in describ-
ing a generic neter elenent.”

::={ dsPolicyPi bGoups 13 }

dsPi bTBPar amar oup OBJECT- GROUP
OBJECTS {
dsTBPar anPri d, dsTBParanilype, dsTBParanRat e,
dsTBPar anBur st Si ze, dsTBPar anl nt er val
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STATUS current

DESCRI PTI ON
"The Token-Bucket Paraneter G oup defines the objects
used in describing a single-rate token bucket neter
el ement . "

::={ dsPolicyPi bGoups 14 }

dsPi bActi onG oup OBJECT- GROUP
OBJECTS {
dsActionPrid, dsActionNext, dsActionSpecific

}

STATUS current

DESCRI PTI ON
"The Action Group defines the objects used in
describing a generic action elenment."

::={ dsPolicyPi bGoups 15 }

dsPi bDscpMar kAct Group OBJECT- GROUP
OBJECTS {
dsDscpMar kAct Pri d, dsDscpMar kAct Dscp

}

STATUS current

DESCRI PTI ON
"The DSCP Mark Action G oup defines the objects used
in describing a DSCP Marki ng Action el enent."

::={ dsPolicyPi bGoups 16 }

dsPi bAl gDr opG oup OBJECT- GROUP
OBJECTS {
dsAl gDropPrid, dsAl gDropType, dsAl gDr opNext,
dsAl gDr opQveasur e, dsAl gbropQrhreshol d,
dsAl gDropSpecific

}

STATUS current

DESCRI PTI ON
"The Algorithmc Drop Group contains the objects that
descri be al gorithnic dropper operation and configura-
tion."

::={ dsPolicyPi bGoups 17 }

dsPi bMQAI gDr opG oup OBJECT- GROUP
OBJECTS {
dsMQAI gDr opExceedNext

}

STATUS current

DESCRI PTI ON
"The Multiple Queue Measured Al gorithmc Drop G oup
contains the objects that describe nultiple queue
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measured al gorithm c dropper operation and configuration."
::={ dsPolicyPi bGoups 18 }

dsPi bRandonDr opG oup OBJECT- GROUP
OBJECTS {

dsRandonDr opPri d,
dsRandonDr opM nThr eshByt es,
dsRandonDr opM nThr eshPkt s,
dsRandonDr opMaxThr eshByt es,
dsRandonDr opMaxThr eshPkt s,
dsRandonDr opPr obMax,
dsRandonDr opWei ght ,
dsRandonDr opSanpl i ngRat e

}

STATUS current

DESCRI PTI ON
"The Random Drop G oup augnents the Algorithmc Drop G oup
for random dropper operation and configuration."”

::={ dsPolicyPi bGoups 19 }

dsPi bQG oup OBJECT- GROUP
OBJECTS {
dsQPrid, dsQNext, dsQM nRate, dsQvaxRate

}

STATUS current

DESCRI PTI ON
"The Queue Group contains the objects that describe
an interface type's queues."

::={ dsPolicyPi bGoups 20 }

dsPi bSchedul er G oup OBJECT- GROUP
OBJECTS {
dsSchedul er Pri d, dsSchedul er Next, dsSchedul er Met hod,
dsSchedul er M nRat e, dsSchedul er MaxRat e

}
STATUS current
DESCRI PTI ON
"The Schedul er Group contains the objects that
descri be packet schedulers on interface types."
::={ dsPolicyPi bGoups 21 }

dsPi bM nRat eG oup OBJECT- GROUP
OBJECTS {
dsM nRatePrid, dsMnRatePriority,
dsM nRat eAbsol ute, dsM nRat eRel ati ve

}
STATUS current
DESCRI PTI ON
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"The M ninum Rate Group contains the objects
that describe packet schedul ers’ paraneters on interface
types."

::={ dsPolicyPi bGoups 22 }

dsPi bMaxRat eG oup OBJECT- GROUP
OBJECTS {
dsMaxRat ePri d, dsMaxRateld, dsMaxRatelevel,
dsMaxRat eAbsol ut e, dsMaxRat eRel ati ve,
dsMaxRat eThr eshol d

}

STATUS current

DESCRI PTI ON
"The Maxi mum Rate Group contains the objects
that describe packet schedul ers’ paraneters on interface
types."

::={ dsPolicyPi bGoups 23 }

END
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10. Security Considerations

The information contained in a PIB when transported by the COPS
protocol [COPS-PR] nmay be sensitive, and its function of provisioning
a PEP requires that only authorized conmunication take place.

In this PIB, there are no PRCs which are sensitive in their own
right, such as passwords or nobnetary anounts. But there are a nunber
of PRCs in this PIB that nay contain infornmation that nay be
sensitive froma business perspective, in that they nmay represent a
customer’s service contract or the filters that the service provider
chooses to apply to a custoner’s traffic. These PRCs have a Pl B-
ACCESS cl ause of install
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11.

12.

dsDat aPat hTabl e, dsC frTable, dsC frEl enent Tabl e, dsMeter Tabl e,
dsTBPar anifabl e, dsActi onTabl e, dsDscpMarkAct Tabl e, dsAl gDropTabl e,
dsMQAI gDr opTabl e, dsRandonDr opTabl e, dsQrabl e, dsSchedul er Tabl e,
dsM nRat eTabl e, dsMaxRat eTabl e

Mal i cious altering of the above PRCs nay affect the DiffServ behavi or
of the device being provisioned.

Mal i ci ous access of the above PRCs exposes policy information
concer ni ng how the device is provisioned.

This PIB al so contain PRCs with PIB-ACCESS cl ause of notify:

dsBasel f CapsTAbl e, dslfC assificationCapsTabl e,

dsl f Met eri ngCapsTabl e, dslfAl gDropCapsTabl e, dslfQueueCapsTabl e,

dsl f Schedul er CapsTabl e, dslf MaxRat eCapsTabl e, dslfEl nDept hCapsTabl e,
dsl f El nLi nkCapsTabl e

Mal i ci ous access of the above PRCs exposes information concerning the
devi ce being provisi oned.

The use of | PSEC between PDP and PEP, as described in [ COPS],
provi des the necessary protection.

Intellectual Property Considerations

The | ETF has been notified of intellectual property rights clainmed in
regard to sone or all of the specification contained in this
docunment. For nore information consult the online Iist of clained
rights.

| ANA Consi der ati ons

Thi s docunent describes the dsPolicyPib Policy Information Base (PIB)
nmodul es for standardization under the "pib" branch registered with
| ANA. The | ANA has assigned a PIB nunber (4) under the "pib" branch.

[ SPPI] PI B SUBJECT- CATEGORI ES are mapped to COPS dient Types. |ANA
Consi derations for SUBJECT- CATEGORI ES foll ow the sane requirenents as
specified in [COPS] | ANA Considerations for COPS Client Types. The
DiffServ QoS PIB defines a new COPS dient Type in the Standards
space. The I ANA has assigned a COPS client type diffServ (2) as
described in [COPS] | ANA Considerations. |ANA has updated the
registry (http://ww.iana.org/assi gnnents/cops-paraneters) for COPS
Cient Types as a result.

Chan, et al. I nf or mat i onal [ Page 91]



RFC 3317 DiffServ QoS Policy Information Base March 2003

13. Normative References

[ COPS] Boyle, J., Cohen, R, Durham D., Herzog, S., Rajan,
R and A Sastry, "The COPS (Conmon Open Policy
Service) Protocol", RFC 2748, January 2000.

[ COPS- PR Chan, K., Durham D., Gai, S., Herzog, S.,
Mcd oghrie, K., Reichneyer, F., Seligson, J.,
Smith, A and R Yavatkar, "COPS Usage for
Pol i cy Provisioning", RFC 3084, March 2001.

[ SPPI ] McCl oghrie, K, Fine, M, Seligson, J., Chan, K,
Hahn, S., Sahita, R, Smith, A and F. Reichneyer,
"Structure of Policy Provisioning |Information",
RFC 3159, August 2001.

[ DSARCH] Carlson, M, Wiss, W, Blake, S., Wang, Z., Bl ack,
D. and E. Davies, "An Architecture for Differentiated
Servi ces", RFC 2475, Decenber 1998.

[ DSFI ELD| Ni chol s, K., Blake, S., Baker, F. and D. Bl ack,
"Definition of the Differentiated Services Field
(DS Field) in the 1Pv4 and | Pv6 Headers", RFC 2474,
Decenber 1998.

[ FR- PI B] Fine, M, Mdoghrie, K, Seligson, J., Chan, K.,
Hahn, S., Sahita, R, Smth, A and F. Reichneyer,
"Framework Policy Information Base", RFC 3318,
March 2003.

[ RAP- FRAMEWORK] Yavatkar, R and D. Pendarakis, "A Franework for
Pol i cy- based Admission Control", RFC 2753, January
2000.

[ SNMP- SM ] McCl oghrie, K., Perkins, D., Schoenwael der, J.,
Case, J., Rose, M and S. Wl dbusser, "Structure
of Managenent Information Version 2 (SMv2)",
STD 58, RFC 2578, April 1999.

[ MODEL] Bernet, Y., Blake, S., Gossman, D. and A Snmith
"An I nformal Managenent Model for Diffserv Routers”,
RFC 3290, May 2002.

[1 FM B] McCl oghrie, K and F. Kastenholz, "The Interfaces
Group MB", RFC 2863, June 2000.

Chan, et al. I nf or mat i onal [ Page 92]



RFC 3317

[ DS-M B

[ ACTQVIGMT]

[ AQVROUTER]

[ AF- PHB]

[ EF- PHB]

[ | NTSERVM B]

[ QUEUEMGMT]

[ SRTCM

[ TRTCM

[ TSWICM

[ RFC2026]

[ RFC2119]

Chan, et al.

DiffServ QoS Policy Information Base March 2003

Baker, F., Chan, K. and A Smith, "Managenent
Information Base for the Differentiated Services
Architecture", RFC 3289, My 2002.

Firoiu, V. and M Borden, "A Study of Active Queue
Managenment for Congestion Control", March 2000, In
| EEE | nf ocom 2000, http://ww. i eee-i nfocom org/
2000/ paper s/ 405. pdf

Msra, V., Gong, W and D. Towsl ey, "Fluid-based
anal ysis of a network of AQMrouters supporting TCP
flows with an application to RED', In SI GCOW 2000,
http://ww. acm or g/ si gconm si gcormR2000/ conf/ paper/
si gcommR000- 4- 3. ps. gz

Hei nanen, J., Baker, F., Wiss, W and J. Wocl anski,
"Assured Forwarding PHB G oup”, RFC 2597, June 1999.

Jacobson, V., N chols, K and K Poduri, "An
Expedi ted Forwardi ng PHB", RFC 2598, June 1999.

Baker, F., Krawczyk, J. and A Sastry, "Integrated
Servi ces Managenent |nformation Base using SMv2"
RFC 2213, Septenber 1997.

Braden, B., Cark, D., Crowroft, J., Davie, B.,
Deering, S., Estrin, D., Floyd, S., Jacobson, V.,

M nshall, G, Partridge, C., Peterson, L.

Ramakri shnan, K., Shenker, S., Wocl awski, J.

and L. Zhang, "Recomendati ons on Queue Managenent
and Congestion Avoi dance in the Internet", RFC 2309,
April 1998.

Hei nanen, J. and R CGuerin, "A Single Rate Three
Col or Marker", RFC 2697, Septenber 1999.

Hei nanen, J. and R CGuerin, "A Two Rate Three Col or
Mar ker", RFC 2698, Septenber 1999.

Fang, W, Seddigh, N and B. Nandy, "A Tine Sliding
W ndow Three Col our Marker", RFC 2859, June 2000.

Bradner, S., "The Internet Standards Process --
Revision 3", BCP 9, RFC 2026, Cctober 1996.

Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119, March 1997.

I nf or mat i onal [ Page 93]



RFC 3317

[ RFC2579]

[ SHAPER]

[ POLTERM

Chan,

et al.

DiffServ QoS Policy Information Base March 2003

McC oghrie, K., Perkins, D., Schoenwael der, J., Case,
J., Rose, M and S. Wl dbusser, "Textual Conventions
for SMv2", STD 58, RFC 2579, April 1999.

Bonaventure, O and S. De Cnodder, "A Rate Adaptive
Shaper for Differentiated Services", RFC 2963,
Cct ober 2000.

Westerinen, A, Schnizlein, J., Strassner, J.,
Scherling, M, Qinn, B., Herzog, S., Huynh, A,
Carlson, M, Perry, J. and S. \Wal dbusser,

"Term nol ogy for Policy-Based Managenent",

RFC 3198, Novenber 2001.

I nf or mat i onal [ Page 94]



RFC 3317 DiffServ QoS Policy Information Base March 2003

14. Authors’ Addresses

Kwok Ho Chan

Nortel Networks, I|nc.

600 Technol ogy Park Drive
Billerica, MA 01821 USA

Phone: +1 978 288 8175

EMai | : khchan@ort el net wor ks. com
Ravi Sahita
Intel Labs.

2111 NE 25t h Avenue
H |l sboro, OR 97124 USA

Phone: +1 503 712 1554

EMBi |l : ravi.sahita@ntel.com
Scott Hahn
I nt el

2111 NE 25th Avenue
H |l sboro, OR 97124 USA

Phone: +1 503 264 8231
EMail : scott.hahn@ntel.com

Keith McC oghrie

Cisco Systems, Inc.

170 West Tasnan Drive

San Jose, CA 95134-1706 USA

Phone: +1 408 526 5260
EMBi | : kzm@i sco. com

Chan, et al. I nf or mat i onal [ Page 95]



RFC 3317 DiffServ QoS Policy Information Base March 2003

15. Full Copyright Statenent
Copyright (C) The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Acknowl edgenent

Funding for the RFC Editor function is currently provided by the
I nternet Society.

Chan, et al. I nf or mat i onal [ Page 96]



