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Abstr act

Thi s docunent describes the use of a single RSVP (Resource

ReSer Vation Protocol) reservation to aggregate other RSVP
reservations across a transit routing region, in a manner
conceptually simlar to the use of Virtual Paths in an ATM
(Asynchronous Transfer Mde) network. 1t proposes a way to
dynanically create the aggregate reservation, classify the traffic
for which the aggregate reservation applies, determni ne how nuch
bandwi dth is needed to achieve the requirenment, and recover the
bandwi dt h when the sub-reservations are no longer required. It also
contai ns recommendati ons concerning algorithns and policies for
predi ctive reservations.

1. Introduction

A key problemin the design of RSVP version 1 [RSVP] is, as noted in
its applicability statenent, that it lacks facilities for aggregation
of individual reserved sessions into a comon class. The use of such
aggregation is recomended in [CSZ], and required for scalability.

The probl em of aggregation may be addressed in a variety of ways.

For exanple, it may sonetines be sufficient sinply to mark reserved
traffic with a suitable DSCP (e.g., EF), thus enabling aggregation of
scheduling and classification state. It nmay also be desirable to
install one or nore aggregate reservations fromingress to egress of
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an "aggregation region" (defined bel ow) where each aggregate
reservation carries simlarly marked packets froma | arge nunber of
flows. This is to provide high |evels of assurance that the end-to-
end requirements of reserved flows will be net, while at the sane
time enabling reservation state to be aggregated.

Throughout, we will talk about "Aggregator" and "Deaggregator"
referring to the routers at the ingress and egress edges of an
aggregation region. Exactly how a router deternines whether it
shoul d performthe role of aggregator or deaggregator is described
bel ow.

W will refer to the individual reserved sessions (the sessions we
are attenpting to aggregate) as "end-to-end" reservations ("E2E" for
short), and to their respective Path/Resv nmessages as E2E Pat h/ Resv
messages. We refer to the the larger reservation (that which
represents many E2E reservations) as an "aggregate" reservation, and
its respective Path/ Resv nessages as "aggregate Path/Resv nessages”

1.1. Problem Statenent: Aggregation O E2E Reservations

The problem of many small reservati ons has been extensively

di scussed, and may be summarized in the observation that each
reservation requires a non-trivial anount of nessage exchange
conputation, and nenory resources in each router along the way. It
woul d be nice to reduce this to a nore manageabl e | evel where the

| oad i s heavi est and aggregation is possible.

Aggregation, however, brings its own challenges. |In particular, it
reduces the | evel of isolation between individual flows, inplying
that one flow nay suffer delay fromthe bursts of another
Synchroni zati on of bursts fromdifferent flows may occur. However,
there is evidence [CSZ] to suggest that aggregation of flows has no
negative effect on the nean delay of the flows, and actually leads to
a reduction of delay in the "tail" of the delay distribution (e.qg.
99% percentile delay) for the flows. These benefits of aggregation
to sone extent offset the loss of strict isolation

1.2. Proposed Sol ution

The solution we propose involves the aggregation of several E2E
reservations that cross an "aggregation region" and share conmon

i ngress and egress routers into one larger reservation fromingress
to egress. W define an "aggregation region" as a contiguous set of
systenms capabl e of perform ng RSVP aggregation (as defined follow ng)
al ong any possible route through this contiguous set.
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Communi cation interfaces fall into two categories with respect to an
aggregation region; they are "exterior" to an aggregation region, or
they are "interior" to it. Routers that have at |east one interface
inthe region fall into one of three categories with respect to a

gi ven RSVP session; they aggregate, they deaggregate, or they are
bet ween an aggregator and a deaggregat or

Aggr egati on depends on being able to hide E2E RSVP nmessages from
RSVP- capabl e routers inside the aggregation region. To achieve this
end, the I P Protocol Number in the E2E reservation’s Path, PathTear,
and ResvConf nessages is changed from RSVP (46) to RSVP- E2E- | GNORE
(134) upon entering the aggregation region, and restored to RSVP at

t he deaggregator point. These nessages are ignored (no state is
stored and the nmessage is forwarded as a nornmal | P datagran) by each
router within the aggregation regi on whenever they are forwarded to
an interior interface. Since the deaggregating router perceives the
previ ous RSVP hop on such nmessages to be the aggregating router, Resv
and ot her nessages do not require this nodification; they are unicast
from RSVP hop to RSVP hop anyway.

The token buckets (SENDER _TSPECs and FLOASPECS) of E2E reservations
are sumed into the corresponding information elenents in aggregate
Pat h and Resv messages. Aggregate Path messages are sent fromthe
aggregator to the deaggregator(s) using RSVP' s nornal |P Protocol
Nunmber. Aggregate Resv nessages are sent back fromthe deaggregator
to the aggregator, thus establishing an aggregate reservation on
behal f of the set of E2E flows that use this aggregator and

deaggr egat or .

Such establishnent of a snaller nunber of aggregate reservations on
behal f of a |arger nunmber of E2E reservations yields the
corresponding reduction in the anount of state to be stored and
amount of signalling nmessages exchanged in the aggregation region.

By using Differentiated Servi ces mechani snms for classification and
scheduling of traffic supported by aggregate reservations (rather
than perform ng per aggregate reservation classification and
schedul i ng), the anount of classification and scheduling state in the
aggregation region is even further reduced. It is not only

i ndependent of the number of E2E reservations, it is also i ndependent
of the nunber of aggregate reservations in the aggregation region
One or nore Diff-Serv DSCPs are used to identify traffic covered by
aggregate reservations and one or nore Diff-Serv PHBs are used to
offer the required forwarding treatnment to this traffic. There may
be nore than one aggregate reservati on between the sane pair of
routers, each representing different classes of traffic and each
using a different DSCP and a different PHB.
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1.3. Definitions

We define an "aggregation region" as a set of RSVP-capable routers
for which E2E RSVP nessages arriving on an exterior interface of one
router in the set would traverse one or nore interior interfaces (of
this and possibly of other routers in the set) before finally
traversing an exterior interface.

Such an E2E RSVP nessage is said to have crossed the aggregation
regi on.

We define the "aggregating" router for this E2E flow as the first
router that processes the E2E Path nessage as it enters the
aggregation region (i.e., the one which forwards the nessage from an
exterior interface to an interior interface).

We define the "deaggregating” router for this E2E flow as the | ast
router to process the E2E Path as it |eaves the aggregation region
(i.e., the one which forwards the nmessage froman interior interface
to an exterior interface).

We define an "interior" router for this E2E flow as any router in the
aggregation regi on which receives this nmessage on an interior
interface and forwards it to another interior interface. Interior
routers perform neither aggregation nor deaggregation for this flow.

Note that by these definitions a single router with a mx of interior
and exterior interfaces may have the capability to act as an
aggregator on sonme E2E flows, a deaggregator on other E2E flows, and
an interior router on yet other flows.

1.4. Detailed Aspects of Proposed Sol ution
A nunber of issues junp to nmind in considering this nodel
1.4.1. Traffic Cassification Wthin The Aggregati on Regi on

One of the reasons that RSVP Version 1 did not identify a way to
aggregat e sessions was that there was not a clear way to classify the
aggregate. Wth the devel opnent of the Differentiated Services
architecture, this is at least partially resolved; traffic of a
particul ar class can be narked with a given DSCP and so cl assified.
We presune this nodel

We presune that on each link en route, a queue, WDM col or, or sinilar

managenent conponent is set aside for all aggregated traffic of the
same cl ass, and that sufficient bandwi dth is nade avail able to carry
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the traffic that has been assigned to it. This bandwi dth nay be
adj usted based on the total amount of aggregated reservation traffic
assigned to the sane cl ass.

There are numerous options for exactly which Diff-serv PHBs m ght be
used for different classes of traffic as it crosses the aggregation
region. This is the "service mappi ng" problem described in

[ RFC2998], and is applicable to situations broader than those
described in this docunent. Argunments can be nade for using either
EF or one or nore AF PHBs for aggregated traffic. For exanple, since
controll ed | oad requires non-TSpec-conformant (policed) traffic to be
forwarded as best effort traffic rather than dropped, it nmay be
appropriate to use an AF class for controlled | oad, using the higher
drop preference for non-confornmant packets.

In conventional (unaggregated) RSVP operation, a session is
identified by a destination address and optionally a protocol port.
Since data belonging to an aggregated reservation is identified by a
DSCP, the session is defined by the destination address and DSCP

For those cases where two DSCPs are used (for confornmant and non-
conf ormant packets, as noted above), the session is identified by the
DSCP of conformant packets. 1In general we will talk about mapping
aggregated traffic onto a DSCP (even if a second DSCP may be used for
non-conformant traffic).

Whi chever PHB or PHBs are used to carry aggregated reservations, care
needs to be take in an environment where provisioned Diff-Serv and
aggregated RSVP are used in the same network, to ensure that the
total admitted load for a single PHB does not exceed the |ink
capacity allocated to that PHB. One solution to this is to reserve
one PHB (or nore) strictly for the aggregated reservation traffic
(e.g., AF1 dass) while using other PHBs for provisioned Diff-Serv
(e.g., AF2, AF3 and AF4 Cl asses).

I nsi de the aggregation region, sonme RSVP reservation state is

mai nt ai ned per aggregate reservation, while classification and
scheduling state (e.g., DSCPs used for classifying traffic) is

mai nt ai ned on a per aggregate reservation class basis (rather than
per aggregate reservation). For exanple, if Guaranteed Service
reservations are mapped to the EF DSCP t hroughout the aggregation
region, there may be a reservation for each aggregator/deaggregat or
pair in each router, but only the EF DSCP needs to be inspected at
each interior interface, and only a single queue is used for all EF
traffic.
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1.4.2. Deaggregator Determ nation

The first question is "How do we determi ne the
Aggr egat or / Deaggregator pair that are responsible for aggregating a
particul ar E2E fl ow through the aggregation regi on?"

Determ nation of the aggregator is trivial: we know that an E2E fl ow
has arrived at an aggregator when its Path nessage arrives at a
router on an exterior interface and nust be forwarded on an interior
i nterface.

Determ nation of the deaggregator is nore involved. |f an SPF
routing protocol, such as OSPF or IS 1S, isinuse, and if it has
been extended to advertise information on Deaggregation roles, it can
tell us the set of routers fromwhich the deaggregator wll be
chosen. In principle, if the aggregator and deaggregator are in the
same area, then the identity of the deaggregator could be determ ned
fromthe Iink state database. However, this approach would not work
in nmulti-area environments or for distance vector protocols.

One nethod for Deaggregator deternination is manual configuration
Wth this method the network operator would configure the Aggregator
and the Deaggregator with the necessary information.

Anot her nethod al |l ows autonati c Deaggregator deternination and
correspondi ng Aggregator notification. Wen the E2E RSVP Path
nmessage transits froman interior interface to an exterior interface,
t he deaggregating router must advi se the aggregating router of the
correlation between itself and the flow This has the nice attribute
of not being specific to the routing protocol. It also has the
property of automatically adjusting to route changes. For instance,

i f because of a topol ogy change, anot her Deaggregator is now on the
shortest path, this nmethod will automatically identify the new
Deaggregator and swap to it.

1.4.3. Mapping E2E Reservations Onto Aggregate Reservations

As di scussed above, there may be nultiple Aggregate Reservations

bet ween the sanme Aggregator/ Deaggregator pair. The rules for nmapping
E2E reservations onto aggregate reservations are policy decisions

whi ch depend on the network environment and network administrator’s
obj ectives. Such a policy is outside the scope of this specification
and we sinply assune that such a policy is defined by the network
admi nistrator. W also assume that such a policy is sonehow

accessi ble to the Aggregators/ Deaggregators but the details of how
this policy is nmade accessi ble to Aggregators/ Deaggregators (Loca
Configuration, COPS, LDAP, etc.) is outside the scope of this

speci fication.
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An exanpl e of very sinple policy would be that all the E2E
reservations are mapped onto a single Aggregate Reservation (i.e.
singl e DSCP) between a given pair of Aggregator/ Deaggregator

Anot her exanpl e of policy, which takes into account the Int-Serv
service type requested by the receiver (and signalled in the E2E
Resv), would be where Guaranteed Service E2E reservations are mapped
onto one DSCP in the aggregation regi on and where Controlled Load E2E
reservati ons are mapped onto anot her DSCP

A third exanple of policy would be one where the mappi ng of E2E
reservati ons onto Aggregate Reservations take into account Policy
bj ects (such as information authenticating the end user) which nmay
be included by the sender in the E2E path and/or by the receiver in
the E2E Resv.

Regardl ess of the actual policy, a range of options are conceivable
for where the decision to map an E2E reservation onto an aggregate
reservation is taken and how this decision is conmunicated between
Aggregat or and Deaggregator. Both Aggregator and Deaggregator could
be assuned to make such a decision independently. However, this
woul d either require definition of additional procedures to solve

i nconsi stent mappi ng decisions (i.e., Aggregator and Deaggregator
decide to map a given E2E reservation onto different Aggregate
Reservations) or would result in possible undetected m sbehavior in
the case of inconsistent decisions.

For simplicity and reliability, we assign the responsibility of the
mappi ng decision entirely to the Deaggregator. The Aggregator is
notified of the selected mapping by the Deaggregator and follows this
deci sion. The Deaggregator was chosen rather than the Aggregator
because the Deaggregator is the first to have access to all the

i nformation required to nmake such a decision (in particular receipt
of the E2E Resv which indicates the requested Int-Serv service type
and includes information signalled by the receiver). This allows
faster operations such as set-up or size adjustnent of an Aggregate
Reservation in a nunber of situations resulting in faster E2E
reservation establishnent.

1.4.4. Size of Aggregate Reservations

A range of options exist for determning the size of the aggregate
reservation, presenting a tradeoff between sinplicity and
scalability. Sinplistically, the size of the aggregate reservation
needs to be greater than or equal to the sum of the bandw dth of the
E2E reservations it aggregates, and its burst capacity nust be
greater than or equal to the sumof their burst capacities. However,
if followed religiously, this |leads us to change the bandw dth of the
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aggregate reservation each time an underlying E2E reservati on
changes, which | oses one of the key benefits of aggregation, the
reducti on of message processing cost in the aggregation region

We assune, therefore, that there is some policy, not defined in this
specification (although sanple policies are suggested which have the
necessary characteristics). This policy nmaintains the anount of
bandwi dth required on a given aggregate reservation by taking account
of the sum of the bandwi dths of its underlying E2E reservati ons,
whi |l e endeavoring to change it infrequently. This may require sone
| evel of trend analysis. |If there is a significant probability that
in the next interval of time the current aggregate reservation wll
be exhausted, the router nust predict the necessary bandw dth and
request it. |If the router has a significant amount of bandwi dth
reserved but has very little probability of using it, the policy may
be to predict the anount of bandw dth required and rel ease the
excess.

This policy is likely to benefit fromintroduction of some hysteresis
(i.e., ensure that the trigger condition for aggregate reservation
size increase is sufficiently different fromthe trigger condition
for aggregate reservation size decrease) to avoid oscillation in
stabl e conditions.

Clearly, the definition and operation of such policies are as nuch
busi ness issues as they are technical, and are out of the scope of
thi s docunent.

1.4.5. E2E Path ADSPEC updat e

As descri bed above, E2E RSVP nessages are hidden fromthe Interior
routers inside the aggregation region. Consequently, the ADSPECs of
E2E Path nessages are not updated as they travel through the
aggregation region. Therefore, the Deaggregator for a flowis
responsi bl e for updating the ADSPEC in the correspondi ng E2E Path to
reflect the inpact of the aggregation region on the Q@S that may be
achi eved end-to-end. The Deaggregator shoul d update the ADSPEC of
the E2E Path as accurately as possible.

Si nce Aggregate Path nessages are processed inside the aggregation
region, their ADSPEC is updated by Interior routers to reflect the

i mpact of the aggregation region on the QS that may be achi eved
within the interior region. Consequently, the Deaggregator should
make use of the information included in the ADSPEC from an Aggregate
Pat h where avail able. The Deaggregator may elect to wait until such
information is avail able before forwarding the E2E Path in order to
accurately update its ADSPEC.
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To nmaxinize the informati on nade avail abl e to the Deaggregat or
whenever the Aggregator signals an Aggregate Path, the Aggregator
shoul d i nclude an ADSPEC with fragnments for all service types
supported in the aggregation region (even if the Aggregate Path
corresponds to an Aggregate Reservation that only supports a subset
of those service types). Providing this infornmation to the
Deaggregator for every possible service type facilitates accurate and
timely update of the E2E ADSPEC by the Deaggregat or

Dependi ng on the environnment and on the policy for mapping E2E
reservati ons onto Aggregate Reservations, to accurately update the
E2E Path ADSPEC, the Deaggregator may for exanpl e:

- update all the E2E Path ADSPEC segnents (Default Genera
Par aneters Fragnment, Guaranteed Service Fragnent, Controll ed-Load
Service Fragnent) based on the ADSPEC of a single Aggregate Path,
or

- update the E2E Path ADSPEC by taking into account the ADSPEC from
mul tiple Aggregate Path nessages (e.g.,. update the Default
General Paraneters Fragnment using the "worst" value for each
paraneter across all the Aggregate Paths’ ADSPECs, update the
Cuar ant eed Service Fragnment using the Guaranteed Service Fragnent
fromthe ADSPEC of the Aggregate Path for the reservation used for
Quar ant eed Servi ces).

By taking into account the information contained in the ADSPEC of
Aggregate Path(s) as nentioned above, the Deaggregator should be able
to accurately update the E2E Path ADSPEC i n nost situations.

However, we note that there may be particular situations where the
E2E Pat h ADSPEC update cannot be nade entirely accurately by the
Deaggregator. This is nost likely to happen when the path taken
across the aggregation regi on depends on the service requested in the
E2E Resv, which is yet to arrive. Such a situation could arise if,
for exanpl e:

- The service mapping policy for the aggregation region is such that
E2E reservations requesting Guaranteed Service are mapped to a
different PHB that those requesting Controlled Load service.

- Diff-Serv aware routing is used in the aggregation region, so that
packets with different DSCPs follow different paths (sending them
over different MPLS | abel switched paths, for exanple).

As a result, the ADSPEC for the aggregate reservation that supports

guaranteed service may differ fromthe ADSPEC for the aggregate
reservation that supports controlled | oad.
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Assume that the sender sends an E2E Path with an ADSPEC cont ai ni ng
segrments for both Guaranteed Services and Controlled Load. Then, at
the time of updating the E2E ADSPEC, the Deaggregator does not know
whi ch service type will actually be requested by the receiver and

t heref ore cannot know which PHB will be used to transport this E2E
flow and, in turn, cannot pick the right paraneter values to factor
i n when updating the Default General Paraneters Fragnent. As

nmenti oned above, in this particular case, a conservative approach
woul d be to always take into account the worst value for every
paraneter. Regardless of whether this conservative approach is

foll owed or sone sinpler approach such as taking into account one of
the two Aggregate Path ADSPEC, the E2E Path ADSPEC wi |l be inaccurate
(over-optinistic or over-pessimstic) for at |east one service type
actual ly requested by the destination.

Recogni zing that entirely accurate update of E2E Path ADSPEC may not
be possible in all situations, we recomend that a conservative
approach be taken in such situations (over-pessimstic rather than
over-optimstic) and that the E2E Path ADSPEC be corrected as soon as
possible. In the exanple described above, this would nean that as
soon as the Deaggregator receives the E2E Resv fromthe receiver, the
Deaggregat or shoul d generate another E2E Path with an accurately
updat ed ADSPEC based on the know edge of which aggregate reservation
will actually carry the E2E fl ow

1.4.6. Intra-domai n Routes

RSVP directly handl es route changes, in that reservations follow the
routes that their data follow This follows fromthe property that
Pat h nessages contain the same | P source and destination address as
the data flow for which a reservation is to be established. However,
since we are now naki ng aggregate reservations by sending a Path
nmessage from an aggregating to a deaggregating router, the reserved
(E2E) data packets no longer carry the sane | P addresses as the

rel evant (aggregate) Path message. The issue becones one of making
sure that data packets for reserved flows follow the same path as the
Pat h nessage that established Path state for the aggregate
reservation. Several approaches are viable.

First, the data may be tunnel ed from aggregator to deaggregator,

usi ng technol ogi es such as IP-in-IP tunnels, GRE tunnels, MPLS

| abel -swi tched paths, and so on. These each have particul ar

advant ages, especially MPLS, which allows traffic engineering. They
each al so have some cost in |link overhead and configuration

conpl exity.
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If data is not tunneled, then we are depending on a characteristic of
| P best netric routing , which is that if the route fromAto Z

i ncludes the path fromH to L, and the best netric route was chosen
all along the way, then the best netric route was chosen fromH to L.
Theref ore, an aggregate path nessage which crosses a given aggregator
and deaggregator will of necessity use the best path between them

If this is a single path, the problemis solved. If it is a multi-
path route, and the paths are of equal cost, then we are forced to
det erm ne, perhaps by neasurenent, what proportion of the traffic for
a given E2E reservation is passing al ong each of the paths, and
assure ourselves of sufficient bandwidth for the present use. A
simpl e, though wasteful, way of doing this is to reserve the total
capacity of the aggregate route down each path.

For this reason, we believe it is advantageous to use one of the
above- nenti oned tunneling nmechani sns in cases where multiple equal -
cost paths may exist.

1.4.7. Inter-domai n Routes

The case of inter-domain routes differs sonewhat fromthe intra-
domai n case just described. Specifically, best-path considerations
do not apply, as routing is by a conbination of routing policy and
shortest AS path rather than sinple best netric.

In the case of inter-domain routes, data traffic belonging to

di fferent E2E sessions (but the sanme aggregate session) may not enter
an aggregation region via the sane aggregator interface, and/or may
not |eave via the sane deaggregator interface. It is possible that
we could identify this occurrence in sone central system which sees
the reservation information for both of the apparent sessions, but it
is not clear that we could deternmine a priori how nuch traffic went
one way or the other apart from measurenent.

W sinply note that this problemcan occur and needs to be all owed
for in the inplenentation. W recommend that each such E2E
reservation be sumed into its appropriate aggregate reservation
even though this involves over-reservation

1. 4. 8. Reservations for Miulticast Sessions

Aggregating reservations for nulticast sessions is significantly nore
conpl ex than for unicast sessions. The first challenge is to
construct a multicast tree for distribution of the aggregate Path
messages which follows the same path as will be followed by the data
packets for which the aggregate reservation is to be nmade. This is
conplicated by the fact that the path taken by a data packet may
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depend on many factors such as its source address, the choice of
shared trees or source-specific trees, and the location of a
rendezvous point for the tree.

Once the problem of distributing aggregate Path nessages is sol ved,
there are considerable problens in determning the correct anount of
resources to reserve at each link along the nulticast tree. Because
of the anmount of heterogeneity that may exist in an aggregate

mul ticast reservation, it appears that it would be necessary to
retain information about individual E2E reservations within the
aggregation region to allocate resources correctly. Thus, we may end
up with a conplex set of procedures for form ng aggregate
reservations that do not actually reduce the anpbunt of stored state
significantly for nulticast sessions.

As noted above, there are several aspects to RSVP state, and our
approach for unicast aggregates all forns of state: «classification
schedul i ng, and reservation state. One possible approach to
multicast is to focus only on aggregation of classification and
schedul i ng state, which are arguably the nost inportant because of
their inmpact on the forwarding path. That approach is the one
described in the current draft.

1.4.9. Milti-level Aggregation

| deal Iy, an aggregation schene should be able to acconmodate
recursive aggregation, with aggregate reservati ons being thensel ves
aggregated. Milti-level aggregation can be acconplished using the
procedures described here and a sinple extension to the protoco
nunber swappi ng process.

We can consider E2E RSVP reservations to be at aggregation |evel O.
Wien we aggregate these reservations, we produce reservations at
aggregation level 1. 1In general, level n reservations nmay be
aggregated to formreservations at |evel n+l

When an aggregating router receives an E2E Path, it swaps the
protocol nunber from RSVP to RSVP-E2E-IGNORE. In addition, it should
wite the aggregation level (1, in this case) in the 2 byte field
that is present (and currently unused) in the router alert option

In general, a router which aggregates reservations at level n to
create reservations at level n+tl will wite the nunber n+l in the
router alert field. A router which deaggregates |evel n+l1
reservations will exam ne all messages with | P protocol number RSVP-
E2E-1 GNORE but will process the nmessage and swap the protocol nunber
back to RSVP only in the case where the router alert field carries
the nunber n+l1. For any other value, the nessage is forwarded
unchanged. Interior routers ignore all nessages with I P protoco
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nunber RSVP-E2E-1GNORE. Note that only a few bits of the 2 byte
field in the option would be needed, given the likely nunber of
| evel s of aggregation.

For 1 Pv6, certain values of the router alert "value" field are
reserved. This specification requires | ANA assignnent of a snal
nunber of consecutive values for the purpose of recording the
aggregation | evel

1.4.10. Reliability Issues

There are a variety of issues that arise in the context of
aggregation that would benefit fromsone form of explicit

acknow edgnent nechani smfor RSVP nessages. For exanple, it is
possible to configure a set of routers such that an E2E Path of
protocol type RSVP-E2E-| GNORE woul d be effectively "black-holed", if
it never reached a router which was appropriately configured to act
as a deaggregator. It could then travel all the way to its
destination where it would probably be ignored due to its non-
standard protocol nunmber. This situation is not easy to detect. The
aggregator can be sure this problemhas not occurred if an aggregate
Pat hErr nessage is received fromthe deaggregator (as described in
detail below). It can also be sure there is no problemif an E2E
Resv is received. However, the fact that neither of these events has
happened may only nean that no receiver wi shes to reserve resources
for this session, or that an RSVP nessage | oss occurred, or it may
nmean that the Path was bl ack-holed. However, if a neighbor-to-

nei ghbor acknow edgnment mechani sm exi sted, the aggregator woul d
expect to receive an acknow edgnment of the E2E Path fromthe
deaggregator, and would interpret the lack of a response as an

i ndi cation that a problemof configuration existed. It could then
refrain fromaggregating this particular session. W note that such
a reliability nechani sm has been proposed for RSVP in [ RFC291] and
propose that it be used here.

1.4.11. Message Integrity and Node Authentication

[ RSVP] defines a hop-by-hop authentication and integrity check. The
present specification allows use of this check on Aggregate RSVP
messages and al so preserves this check on E2E RSVP nessages for E2E
RSVP nessages

Qut si de the Aggregation Region, any E2E RSVP nessage nay contain an
| NTEGRI TY obj ect using a keyed cryptographic digest technique which
assunes that RSVP nei ghbors share a secret. Because E2E RSVP
nmessages are not processed by routers in the Aggregation Region, the
Aggr egat or and Deaggr egat or appear as |ogi cal RSVP nei ghbors of each
other. The Deaggregator is the Aggregator’s Next Hop for E2E RSVP
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messages while the Aggregator is the Deaggregator’s Previous Hop
Consequently, INTEGRITY objects which nay appear in E2E RSVP nessages
traversing the Aggregati on Region are exchanged directly between the
Aggregat or and Deaggregator in a manner which is entirely transparent
to the Interior routers. Thus, hop-by-hop integrity checking for E2E
messages over the Aggregation Region requires that the Aggregator and
Deaggregator share a secret. Techniques for establishing that secret
are described in [INTEGRI TY].

I nsi de the Aggregation Region, any Aggregate RSVP nessage may contain
an | NTEGRI TY obj ect which assunes that the correspondi ng RSVP

nei ghbors inside the Aggregati on Region (e.g., Aggregator and
Interior Router, two Interior Routers, Interior Router and
Deaggregator) share a secret.

1.4.12. Aggregated reservations w thout E2E reservations

Up to this point we have assuned that the aggregate reservation is
established as a result of the establishment of E2E reservations from
outside the aggregation region. It should be clear that alternative
triggers are possible. As discussed in [ RFC2998], an aggregate RSVP
reservation can be used to manage bandwidth in a diff-serv cloud even
if RSVP is not used end-to-end.

The sinplest exanple of an alternative configuration is the static
configuration of an aggregated reservation for a certain amunt for
traffic froman ingress (aggregator) router to an egress (de-
aggregator) router. This would have to be configured in at |east the
system origi nati ng the aggregate PATH nessage (the aggregator). The
deaggregator could detect that the PATH nessage is directed to it,
and could be configured to "turn around" such nessages, i.e., it
responds with a RESV back to the aggregator. Alternatively,
configuration of the aggregate reservation could be perforned at both
t he aggregator and the deaggregator. As before, an aggregate
reservation is associated with a DSCP for the traffic that will use
the reserved capacity.

In the absence of E2E nicroflow reservations, the aggregator can use
a variety of policies to set the DSCP of packets passing into the
aggregation region, thus determ ning whether they gain access to the
resources reserved by the aggregate reservation. These policies are
a matter of local configuration, as usual for a device at the edge of
a diffserv cloud.
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Note that the "aggregator" could even be a device such as a PSTN

gat eway whi ch nmakes an aggregate reservation for the set of calls to
anot her PSTN gat eway (the deaggregator) across an intervening diff-
serv region. In this case the reservation nay be established in
response to call signalling.

From the perspective of RSVP signalling and the handling of data
packets in the aggregation region, these cases are equivalent to the
case of aggregating E2E RSVP reservations. The only difference is
that E2E RSVP signalling does not take place and cannot therefore be
used as a trigger, so sonme additional know edge is required in
setting up the aggregate reservation

2. Elenments of Procedure

To i nmpl enent aggregati on, we define a nunber of elenments of
pr ocedur e.

2.1. Receipt of E2E Path Message By Aggregating Router

The very first event is the arrival of the E2E Path nessage at an
exterior interface of an aggregator. Standard RSVP procedures [RSVP]
are followed for this, including onto what set of interfaces the
message shoul d be forwarded. These interfaces conprise zero or nore
exterior interfaces and zero or nore interior interfaces. (If the
nunber of interior interfaces is zero, the router is not acting as an
aggregator for this E2E flow.)

Service on exterior interfaces is handled as defined in [ RSVP].

Service on interior interfaces is conplicated by the fact that the
message needs to be included in sonme aggregate reservation, but at
this point it is not known which one, because the deaggregator is not
known. Therefore, the E2E Path nessage is forwarded on the interior
interface(s) using the I P Protocol number RSVP-E2E-1 GNORE, but in
every other respect identically to the way it would be sent by an
RSVP router that was not perform ng aggregation

2.2. Handling O E2E Path Message By Interior Routers

At this point, the E2E Path nessage traverses zero or nore interior
routers. Interior routers receive the E2E Path nessage on an
interior interface and forward it on another interior interface. The
Router Alert IP Option alerts interior routers to check internally,
but they find that the IP Protocol is RSVP-E2E-1 GNORE and the next
hop interface is interior. As such, they sinply forward it as a
normal | P datagram
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2.3. Receipt of E2E Path Message By Deaggregati ng Router

The E2E Path nessage finally arrives at a deaggregating router, which
receives it on an interior interface and forwards it on an exterior
interface. Again, the Router Alert IP Option alerts it to intercept
the nmessage, but this tine the | P Protocol is RSVP-E2E-|I GNORE and the
next hop interface is an exterior interface.

Bef ore forwardi ng the E2E Path towards the receiver, the Deaggregator
shoul d update its ADSPEC. This update is to reflect the inpact of

t he aggregation region onto the QoS to be achi eved E2E by the fl ow.
Such information can be collected by the ADSPEC of Aggregate Path
messages travelling fromthe Aggregator to the Deaggregator. Thus,
to enabl e correct updating of the ADSPEC, a deaggregating router nay
wait as described below for the arrival of an aggregate Path before
forwardi ng the E2E Pat h.

When receiving the E2E Path, depending on the policy for nmapping E2E
reservation onto Aggregate Reservations, the Deaggregator may or nay
not be in a position to decide which DSCP the E2E flow for the
processed E2E Path is going to be mapped onto, as described above.

If the Deaggregator is in a position to know the mapping at this

poi nt, then the Deaggregator first checks that there is an Aggregate
Path in place for the corresponding DSCP. |f so, then the
Deaggregat or uses the ADSPEC of this Aggregate Path to update the
ADSPEC of the E2E Path and then forwards the E2E Path towards the
receiver. |f not, then the Deaggregator requests establishnent of
the correspondi ng Aggregate Path by sending an E2E Pat hErr message
with an error code of NEW AGGREGATE- NEEDED and the desired DSCP
encoded in the DCLASS Object. The Deaggregator may al so at the sane
time request establishnent of an aggregate reservation for other
DSCPs. When receiving the Aggregate Path for the desired DSCP, the
Deaggregat or then uses the ADSPEC of this Aggregate Path to update

t he ADSPEC of the E2E Pat h.

If the Deaggregator is not in a position to know the mapping at this
poi nt, then the Deaggregator uses the information contained in the
ADSPEC of one Aggregate Path or of nultiple Aggregate Paths to update
the E2E Path ADSPEC. Sinmilarly, if one or nore of the necessary
Aggregate Paths is not yet established, the Deaggregator requests

est abl i shnent of the correspondi ng Aggregate Path by sendi ng an E2E
Pat hErr nessage with an error code of NEW AGGREGATE- NEEDED and t he
desired DSCP encoded in the respective DCLASS Object. Wen receiving
the Aggregate Path for the desired DSCP, the Deaggregator then uses
the ADSPEC of this Aggregate Path to update the ADSPEC of the E2E

Pat h.
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Cenerating a E2E PathErr nessage with an error code of NEW
AGCGREGATE- NEEDED shoul d not result in any Path state being renoved,
but should result in the aggregating router initiating the necessary
aggregate Path nmessage, as described in the follow ng section

The deaggregating router changes the E2E Path nessage’'s | P Protoco
from RSVP- E2E- | GNORE to RSVP and forwards the E2E Path nessage
towards its intended destination

2.4. Initiation of New Aggregate Path Message By Aggregating Router

The aggregating Router is responsible for generating a new Aggregate
Path for a DSCP when receiving a E2E Pat hErr nmessage with the error
code NEW AGGREGATE- NEEDED from t he deaggregator. The DSCP val ue to
include in the Aggregate Path Session is found in the DCLASS Obj ect
of the received E2E Pat hErr nmessage. The identity of the
deaggregator itself is found in the ERROR SPECI FI CATI ON of the E2E
Pat hErr nessage. The destination address of the aggregate Path
nmessage i s the address of the deaggregating router, and the nessage
is sent with I P protocol nunber RSVP

Exi sting RSVP procedures specify that the size of a reservation
established for a flowis set to the m ninumof the Path SENDER TSPEC
and the Resv FLOW SPEC. Consequently, the size of an Aggregate
Reservation cannot be larger than the SENDER TSPEC i ncluded in the
Aggregate Path by the Aggregator. To ensure that Aggregate
Reservations can be sized by the Deaggregator w thout undesired
limtations, the Aggregating router should always attenpt to include
in the Aggregate Path a SENDER TSPEC which is at |east as large as
the size that would actually be required as deternined by the
Deaggregator. One nethod to achieve this is to use a SENDER TSPEC
whi ch is obviously larger than the highest |oad of E2E reservations
that may be supported onto this network. Another nethod is for the
Aggregator to keep track of which flows are mapped onto a DSCP and
al ways add their E2E Path SENDER TSPEC into the Aggregate Path
SENDER _TSPEC (and possi bly al so add sone additional bandwi dth in
anticipation of future E2E reservations).

The aggregating router is notified of the mapping froman E2E flow to
a DSCP in two ways. First, when the aggregating router receives a
E2E Pat hErr with error code NEW AGGREGATE- NEEDED, the Aggregator is
notified that the corresponding E2E flow is (at |least tenporarily)
mapped onto a given DSCP. Secondly, when the aggregating router
receives an E2E Resv contai ning a DCLASS Ohj ect (as described further
bel ow), the Aggregating Router is notified that the correspondi ng E2E
flowis mapped onto a gi ven DSCP
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2.5. Handling of E2E Resv Message by Deaggregati ng Router

Havi ng sent the E2E Path nessage on toward the destination, the
deaggregat or nmust now expect to receive an E2E Resv for the session
On receipt, its responsibility is to ensure that there is sufficient
bandwi dth reserved within the aggregation region to support the new
E2E reservation, and if there is, then to forward the E2E Resv to the
aggregating router.

The Deaggregating router first makes the final decision of which
Aggregate Reservation (and thus which DSCP) this E2E reservation is
to be napped onto. This decision is nade according to the policy
sel ected by the network adninistrator as described above.

If this final mapping decision is such that the Deaggregator can now
make a nore accurate update of the E2E Path ADSPEC t han done when
forwarding the initial E2E Path, the Deaggregator should do so and
generate a new E2E Path inmediately in order to provide the accurate
ADSPEC i nformation to the receiver as soon as possible. Oherw se,
normal Refresh procedures should be followed for the E2E Path.

If no Aggregate Reservation currently exists fromthe correspondi ng
aggregating router with the correspondi ng DSCP, the Deaggregating
router will establish a new Aggregate Reservation as described in the
next section.

If the correspondi ng Aggregate Reservation exists but has

i nsufficient bandwi dth reserved to acconmodate the new E2E
reservation (in addition to all the existing E2E reservations
currently mapped onto it), it should follow the nornal RSVP
procedures [RSVP] for a reservation being placed with insufficient
bandwi dth to support the reservation. It may also first attenpt to
i ncrease the aggregate reservation that is supplying bandw dth by

i ncreasing the size of the FLOWNSPEC that it includes in the
aggregate Resv that it sends upstream As discussed in the previous
section, the Aggregating Router should ensure that the SENDER TSPEC
it includes in the Aggregate Path is always in excess of the

FLOW SPEC that may be requested in the Aggregate Resv by the
Deaggregator, so that the Deaggregator is not unnecessarily prevented
fromeffectively increasing the Aggregate Reservation bandw dth as
required.

When sufficient bandwidth is avail able on the correspondi ng aggregate
reservation, the Deaggregating Router may sinply send the E2E Resv
nmessage with I P Protocol RSVP to the aggregating router. This
message shoul d include the DCLASS object to indicate which DSCP the
aggregator nmust use for this E2E flow. The deaggregator will also
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add the token bucket fromthe E2E Resv FLOAMSPEC object into its
i nternal understanding of how nmuch of the Aggregate reservation is in
use.

As di scussed above, in order to minimze the occurrence of situations
where insufficient bandwidth is reserved on the corresponding
Aggregate Reservation at the tinme of processing an E2E Resv, and in
turn to avoid the delay associated with the increase of this

aggr egat e bandwi dth, the Deaggregator MAY anticipate the current
demand and increase the Aggregate Reservations size ahead of actua
requi renents by E2E reservations

2.6. Initiation of New Aggregate Resv Message By Deaggregating Router

Upon receiving an E2E Resv nessage on an exterior interface, and
havi ng determ ned the appropriate DSCP for the session according to

t he mappi ng policy, the Deaggregator |ooks for the corresponding path
state for a session with the chosen DSCP. |If aggregate Path state
exi sts, but no aggregate Resv state exists, the Deaggregator creates
a new aggregate Resv.

If no aggregate Path state exists for the appropriate DSCP, this may
be because the Deaggregator could not decide earlier the fina

mappi ng for this E2E flow and elected to not establish Aggregate Path
state for all DSCPs. In that case, the Deaggregator should request
establ i shment of the correspondi ng Aggregate Path by sending a E2E
Pat hErr with error code of NEW AGGREGATE- NEEDED and wi th a DCLASS
containing the required DSCP. This will trigger the Aggregator to
establish the correspondi ng Aggregate Path. Once the Deaggregat or
has determi ned that the aggregate Path state is established, it
creates a new Aggregate Resv.

The FLOW SPEC of the new Aggregate Resv is set to a value not snaller
than the requirenent of the E2E reservation it is supporting. The
Aggregate Resv is sent toward the aggregator (i.e., to the previous
hop), using the AGGREGATED- RSVP session and filter specifications
defined below. Since the DSCP is in the SESSI ON object, no DCLASS
obj ect is necessary. The nessage should be reliably delivered using
the mechani sms in [ RFC2961] or, alternatively, the CONFI RM object may
be used, to assure that the aggregate Resv does indeed arrive and is
granted. This enables the deaggregator to determ ne that the
requested bandwidth is available to allocate to the E2E flows it
supports.

In order to minimze the occurrence of situations where no
correspondi ng Aggregate Reservation is established at the time of
processing an E2E Resv, and in turn to avoid the delay associ ated
with the creation of this aggregate reservation, the Deaggregator MAY
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anticipate the current denand and create the Aggregate Reservation
bef ore receiving E2E Resv nessages requiring bandwi dth on those
aggregate reservations.

2.7. Handling of Aggregate Resv Message by Interior Routers

The aggregate Resv nessage is handled in essentially the sane way as
defined in [RSVP]. The Session object contains the address of the
deaggregating router (or the group address for the session in the
case of multicast) and the DSCP that has been chosen for the session
The Filterspec object identifies the aggregating router. These
routers perform adni ssion control and resource allocation as usua
and send the aggregate Resv on towards the aggregator.

2.8. Handling of E2E Resv Message by Aggregating Router

The recei pt of the E2E Resv nessage with a DCLASS (bject is the fina
confirmation to the aggregating router of the mapping of the E2E
reservati on onto an Aggregate Reservation. Under nornal
circunstances, this is the only way it will be infornmed of this
association. It should now forward the E2E Resv to its previous hop,
foll owi ng normal RSVP processing rules [RSVP].

2.9. Renoval of E2E Reservation

E2E reservations are renoved in the usual way via PathTear, ResvTear,
timeout, or as the result of an error condition. Wen they are
renoved, their FLOWSPEC information nust al so be renmoved fromthe

al l ocated portion of the aggregate reservation. This sane bandw dth
may be re-used for other traffic in the near future. Wen E2E Path
messages are renoved, their SENDER TSPEC i nformation nust al so be
renoved fromthe aggregate Path.

2.10. Renoval of Aggregate Reservation

Shoul d an aggregate reservation go away (presunably due to a
configuration change, route change, or policy event), the E2E
reservations it supports are no longer active. They nust be treated
accordingly.

2.11. Handling of Data On Reserved E2E Fl ow by Aggregati ng Router

Prior to establishnent that a given E2E flow is part of a given
aggregate, the flow s data should be treated as traffic without a
reservati on by whatever policies prevail for such. Generally, this
wi |l nean being given the sane forwardi ng behavior as best effort
traffic. However, upon establishing that the flow belongs to a given
aggregate, the aggregating router is responsible for marking any
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related traffic with the correct DSCP and forwarding it in the manner
appropriate to traffic on that reservation. This may inply
forwarding it to a given IP next hop, or piping it down a given link
| ayer circuit, tunnel, or MPLS | abel switched path.

The aggregator is responsible for performng per-reservation policing
on the E2E flows that it is aggregating. The aggregator perforns
metering of traffic belonging to each reservation to assess
conpliance to the token bucket for the correspondi ng E2E reservation
Packets which are assessed in conpliance are forwarded as nentioned
above. Packets which are assessed out of conpliance nust be either
dropped, reshaped or nmarked to a different DSCP. The detailed
policing behavior is an aspect of the service nmapping described in

[ RFC2998] .

2.12. Procedures for Miulticast Sessions

Because of the difficulties of aggregating nulticast sessions

descri bed above, we focus on the aggregation of scheduling and
classification state in the nmulticast case. The main difference
between the nulticast and unicast cases is that rather than sending
an aggregate Path message to the unicast address of a single
deaggregating router, in the nmulticast case we send the "aggregate"
Pat h nessage to the sane group address as the E2E session. This
ensures that the aggregate Path nessage follows the same route as the
E2E Path. This difference between unicast and multicast is reflected
in the Session objects defined below A consequence of this approach
is that we continue to have reservation state per multicast session

i nside the aggregation region

A further challenge arises in nmulticast sessions with heterogeneous
receivers. Consider an interior router which nust forward packets
for a nulticast session on two interfaces, but has only received a
reservation request on one of those interfaces. It receives packets
mar ked with the DSCP chosen for the aggregate reservation. Wen
sending themout the interface which has no installed reservation, it
has the follow ng options:

a) remark those packets to best effort before sending them out the
i nterface;

b) send the packets out the interface with the DSCP chosen for the
aggregate reservation.

The first approach suffers fromthe drawback that it requires nM
classification at an interior router in order to recognize the flows
whose packets nmust be denmpted. The second approach requires over-
reservation of resources on the interface on which no reservati on was

Baker, et al. St andards Track [ Page 21]



RFC 3175 RSVP Reservation Aggregation Sept ember 2001

received. |n the absence of such over-reservation, the packets sent
with the "wong" DSCP would be able to degrade the service
experi enced by packets using that DSCP legitimtely.

To make MF cl assification acceptable in an interior router, it may be
possible to treat the case of heterogeneous flows as an exception
That is, an interior router only needs to be able to recogni ze those
i ndi vidual microflows that have het erogeneous resource needs on the
out bound interfaces of this router

3. Pr ot ocol El enents
3.1. | P Protocol RSVP-E2E-| GNORE

This specification requires the assignnment of a protocol type RSVP-
E2E- 1 GNORE, whose nunber is at this point 134. This is used only on
E2E nessages which require a router alert (Path, PathTear, and
ResvConf), and signifies that the nessage nust be treated one way
when destined to an interior interface, and another way when desti ned
to an exterior interface. The protocol type is swapped by the
Aggregator from RSVP to RSVP- E2E-| GNORE i n E2E Pat h, PathTear, and
ResvConf nessages when they enter the Aggregation Region. The
protocol type is swapped back by the Deaggregator from RSVP-E2E-

| GNORE to RSVP in such E2E nessages when they exit the Aggregation
Regi on.

3.2. Path Error Code

A Pat hErr code NEW AGGREGATE- NEEDED is required. This value does not
signify that a fatal error has occurred, but that an action is
required of the aggregating router to avoid an error condition in the
near future

3.3. SESSI ON bj ect

The SESSI ON obj ect contains two values: the | P Address of the
aggregat e session destination, and the DSCP that it will use on the
E2E data the reservation contains. For unicast sessions, the session
destination address is the address of the deaggregating router. For
mul ti cast sessions, the session destination is the multicast address
of the E2E session (or sessions) being aggregated. The inclusion of
the DSCP in the session allows for nultiple sessions toward the sane
address to be distinguished by their DSCP and queued separately. It
al so provides the neans for aggregating scheduling and classification
state. In the case where a session uses a pair of PHBs (e.g., AFll
and AF12), the DSCP used should represent the nunerically snallest
PHB (e.g., AF11l). This follows the sanme nam ng convention described
in [BRIM.
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Session types are defined for |IPv4 and | Pv6 addresses.

0 | P4 SESSION object: Cass = SESSI ON
C Type = RSVP- AGGREGATE- | P4

S S S S +
| | Pv4 Session Address (4 bytes) |
S S S S +
| 117111000 Fl ags | 111rrrnrr DSCP |
Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e o oo +

0 | P6 SESSION object: Cass = SESSI ON
C- Type = RSVP- AGGREGATE- | P6

B B B B +
| |
+ +
| |
+ | Pv6 Session Address (16 bytes) +
| |
+ +
| |
B S B S B S B S +
| 11110000 Fl ags | 111rrrrrn DSCP |
T T T T +

3.4. SENDER TEMPLATE Obj ect

The SENDER TEMPLATE object identifies the aggregating router for the
aggregate reservation.

0o | P4 SENDER_TEMPLATE obj ect: Cl ass = SENDER_TEMPLATE,
C- Type = RSVP- AGCREGATE- | P4

B S B S B S B S +
| | Pv4 Aggregator Address (4 bytes)
T T T T +
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3.5.

Bak

o |P6 SENDER TEMPLATE object: O ass = SENDER TEMPLATE,
C Type = RSVP- AGGREGATE- | P6

Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e o oo +
| |
+ +
| |
+ | Pv6 Aggregator Address (16 bytes) +
| |
+ +
| |
S S S S +

FI LTER_SPEC Obj ect

The FILTER SPEC object identifies the aggregating router for the
aggregate reservation, and is syntactically identical to the
SENDER_TEMPLATE obj ect .

Policies and Algorithnms For Predictive Managenent O Bl ocks O
Bandwi dt h

The exact policies used in determ ning how much bandw dth should be
all ocated to an aggregate reservation at any given tinme are beyond
the scope of this docunent, and nay be proprietary to the service
provider in question. However, here we explore sone of the issues
and suggest approaches.

In short, the ideal condition is that the aggregate reservation

al ways has enough resources to allocate to any E2E reservation that
requires its support, and never takes too nuch. Sinply stated, but
nore difficult to achieve. Factors that cone into account include
significant tines in the diurnal cycle: one may find that a large
nunber of people start placing calls at 800 AM even though the hour
from7:00 to 8:00 is dead calm They also include recent history: if
nore people have been placing calls recently than have been
finishing them a prediction of the necessary bandwi dth a few nonments
hence may call for nore bandwidth than is currently allocated.

Li kewi se, at the end of a busy period, we may find that the trend
calls for declining reservation anmounts.

We recommend a policy sonething along this Iine. At any given ting,
one shoul d expect that the amount of bandwi dth required for the
aggregate reservation is the larger of the foll ow ng:

(a) a requirenment known a priori, such as fromhistory of the diurna
cycle at a particular week day and tinme of day, and
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(b) the trend line over recent history, with 90 or 99% stati stica
confi dence.

We further expect that changes to that aggregate reservati on would be
made no nore often than every few minutes, and ideally perhaps on

| arger granularity such as fifteen mnute intervals or hourly. The
finer the granularity, the greater the level of signaling required,
whil e the coarser the granularity, the greater the chance for error
and the need to recover fromthat error.

In general, we expect that the aggregate reservation will not ever
add up to exactly the sumof the reservations it supports, but rather
will be an integer nultiple of sonme block reservation size, which
exceeds that val ue.

5. Security Considerations

Nunmerous security issues pertain to this docunent; for exanple, the

| oss of an aggregate reservation to an aggressor causes nmany calls to
operate unreserved, and the reservation of a great excess of

bandwi dth may result in a denial of service. However, these issues
are not confined to this extension: RSVP itself has them W believe
that the security mechani sms in RSVP address these issues as well.

One security issue specific to RSVP aggregation involves the

nodi fication of the I P protocol number in RSVP Path nmessages that
traverse an aggregation region. |If that field were maliciously
nmodified in a Path nmessage, it would cause the nmessage to be ignored
by all subsequent devices on its path, preventing reservations from
being nmade. It could even be possible to correct the value before it
reached the receiver, making it difficult to detect the attack. In
theory, it mght also be possible for a node to nodify the IP
protocol nunber for non-RSVP nessages as well, thus interfering with
the operation of other protocols.

One way to mitigate the risks of nmalicious nodification of the IP
protocol nunber is to use an | PSEC aut henti cation header, which would
ensure that malicious nodification of the I P header is detected.

This is a desirabl e approach but inposes sone adninistrative burden
in the formof key managenent for authentication purposes.

It is RECOWENDED that inplenentations of this specification only
support nodification of the I P protocol nunmber for RSVP Path,

Pat hTear, and ResvConf messages. That is, a general facility for
nmodi fication of the I P protocol nunmber SHOULD NOT be nade avail abl e.
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Net wor k operators deploying routers with RSVP aggregation capability
shoul d be aware of the risks of inappropriate nodification of the IP
prot ocol nunber and shoul d take appropriate steps (physical security,
password protection, etc.) to reduce the risk that a router could be
configured by an attacker to performmalicious nodification of the
prot ocol nunber.

6. | ANA Consi derati ons

Section 1.2 proposes a new protocol type, RSVP-E2E-1GNORE, which is
used to identify a nessage that routers in the network core will see;
further processing of such nessages may or may not be required,
dependi ng on the egress interface type, as described in Section 1.2.
The | ANA assigned | P protocol nunmber 134, in accordance with

[ RFC2780], neeting the Standards Track publication criterion

Section 1.4.9 describes the manner in which the Router Alert is used
in the context of this specification, which is essentially a sinple
counter of the depth of nesting of aggregation. The |IPv4 Router
Alert [RFC2113] has the option sinply to ask the router to | ook at
the protocol type of the intercepted datagram and deci de what to do
with it; the paraneter is additional information to that decision
The 1 Pv6 Router Alert [RFC2711] turns the parameter into an option
sub-type. As a result, the IPv6 router alert option may not be used
algorithmcally in the context of the protocol in question. The | ANA
assigned a block of 32 values (3-35, "Aggregated Reservation Nesting
Level ") which we rmay nap to nesting depths 0..31, hoping that 32

| evel s i s enough

Section 3.2 discusses a new, required path error code. The | ANA has
assigned RSVP Paraneters Error Code 26 to NEW AGGREGATE- NEEDED.

Sections 3.3, 3.4, and 3.5 describe extensions to three object

cl asses: Session, Filter Specification, and Sender Tenplate. The

| ANA has assigned two new common C Types to be specified for the
aggregator’s address. RSVP-AGGREGATE-I1P4 is C Type 9 and RSVP-
AGCGREGATE-1 P6 is C Type 10. In adding these C-types to | ANA RSVP

O ass Nanes, O ass Nunbers and C ass Types registry, the sane
nunbering for themis used in all three Casses, as is done for |Pv4
and | Pv6 address tuples in [ RSVP].
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APPENDI X 1: Exanple Signalling Flow For First E2E Fl ow

Thi s Appendi x does not provide additional specification. It only
illustrates the specification detail ed above through a possible flow
of RSVP signalling nessages involved in the successful establishnent
of a unicast E2E reservation which is the first between a given pair
of Aggregat or/ Deaggr egat or.

Aggr egat or Deaggr egat or
E2E Path
________________ >
(1)
E2E Pat h
............................... >
(2)
E2E Pat hErr ( New agg- needed, DCLASS=x)
Lo m e e e e e e e e e e e e e e e m e —— . — - - -
E2E Pat hErr ( New agg- needed, DCLASS=y)
=
(3)
AggPat h( DSCP=x)
_______________________________ >
AggPat h( DSCP=y)
_______________________________ >
(4)
E2E Path
----------- >
(5)
AggResv ( DSCP=x)
Lo m e e e e e e e e e e e e e e e e e e ——m . m - -
AggResv ( DSCP=y)
e e e e e e e e e e e e e m e m— . m =
(6) _
AggResvConfi rm ( DSCP=x)
______________________________ >
AggResvConfirm ( DSCP=y)
______________________________ >
(7)
E2E Resv
Cmm e e e m - -
(8)
E2E Resv ( DCLASS=x)
=
(9)
E2E Resv
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(1) Aggregator forwards E2E Path into aggregation region after
nmodi fying its | P Protocol Nunber to RSVP-E2E- | GNORE

(2) Let’'s assune no Aggregate Path exists. To be able to accurately
update the ADSPEC of the E2E Pat h, the Deaggregator needs the
ADSPEC of Aggregate PATH. In this exanple the Deaggregator
elects to instruct the Aggregator to set up Aggregate Path
states for the two supported DSCPs by sendi ng a New Agg- Needed
Pat hErr code for each DSCP

(3) The Aggregator follows the request fromthe Deaggregator and
signals an Aggregate Path for both DSCPs.

(4) The Deaggregator takes into account the information contained in
t he ADSPEC from both Aggregate Path and updates the E2E Path
ADSPEC accordi ngly. The Deaggregator also nodifies the E2E Path
I P Protocol Number to RSVP before forwarding it.

(5) In this exanple, the Deaggregator elects to i mediately proceed
with establishnent of Aggregate Reservations for both DSCPs. In
ef fect, the Deaggregator can be seen as anticipating the actua
demand of E2E reservations so that resources are avail able on
Aggregat e Reservations when the E2E Resv requests arrive in
order to speed up establishnent of E2E reservations. Assune
al so that the Deaggregator includes the optional Resv Confirm
Request in these Aggregate Resv.

(6) The Aggregator nerely conplies with the received ResvConfirm
Request and returns the correspondi ng Aggregate ResvConfirm

(7) The Deaggregator has explicit confirnation that both Aggregate
Resv are established.

(8) On receipt of the E2E Resv, the Deaggregator applies the napping
policy defined by the network adm nistrator to map the E2E Resv
onto an Aggregate Reservation. Let's assune that this policy is
such that the E2E reservation is to be nmapped onto the Aggregate
Reservation with DSCP=x. The Deaggregator knows that an
Aggregate Reservation is in place for the correspondi ng DSCP
since (7). The Deaggregator perforns adm ssion control of the
E2E Resv onto the Aggregate Resv for DSCP=x. Assuning that the
Aggregate Resv for DSCP=x had been established with sufficient
bandwi dth to support the E2E Resv, the Deaggregator adjusts its
counter tracking the unused bandwi dth on the Aggregate
Reservation and forwards the E2E Resv to the Aggregator
i ncludi ng a DCLASS obj ect conveying the sel ected mappi ng onto
DSCP=x.
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(9) The Aggregator records the mapping of the E2E Resv onto DSCP=x.
The Aggregator renpves the DCLASS object and forwards the E2E
Resv towards the sender

APPENDI X 2: Exanple Signalling Fl ow For Subsequent E2E Fl ow Wt hout
Reservation Resi zing

Thi s Appendi x does not provide additional specification. It only
illustrates the specification detail ed above through a possible flow
of RSVP signalling nessages involved in the successful establishnent
of a unicast E2E reservation which follows other E2E reservations
between a given pair of Aggregator/Deaggregator. This flow could be

i magi ned as following the flow of nmessages illustrated in Appendix 1
Aggr egat or Deaggr egat or
E2E Path
________________ >
(10)
E2E Pat h
............................... >
(11)
E2E Path
----------- >
E2E Resv
Cmmm e e e ==
(12)

(10) Aggregator forwards E2E Path into aggregation region after
nmodi fying its | P Protocol Nunber to RSVP-E2E-1 GNORE

(11) Because previous E2E reservati ons have been established, let's
assune that Aggregate Path exists for all supported DSCPs. The
Deaggregator takes into account the information contained in the
ADSPEC from the Aggregate Paths and updates the E2E Path ADSPEC
accordingly. The Deaggregator also nodifies the E2E Path IP
Prot ocol Nunber to RSVP before forwarding it.

(12) On receipt of the E2E Resv, the Deaggregator applies the napping
policy defined by the network adnministrator to map the E2E Resv
onto an Aggregate Reservation. Let’s assunme that this policy is
such that the E2E reservation is to be mapped onto the Aggregate
Reservation with DSCP=x. Because previous E2E reservati ons have
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(13)

been established, let’'s assune that an Aggregate Reservation is
in place for DSCP=x. The Deaggregator perforns adm ssion
control of the E2E Resv onto the Aggregate Resv for DSCP=x.
Assum ng that the Aggregate Resv for DSCP=x has sufficient
unused bandwi dth to support the new E2E Resv, the Deaggregator
then adjusts its counter tracking the unused bandw dth on the
Aggregate Reservation and forwards the E2E Resv to the

Aggr egat or including a DCLASS obj ect conveying the selected
mappi ng ont o DSCP=x.

The Aggregator records the mappi ng of the E2E Resv ont o DSCP=x.
The Aggregator renpves the DCLASS object and forwards the E2E
Resv towards the sender

APPENDI X 3: Exanple Signalling Fl ow For Subsequent E2E Flow Wth

Reservation Resizing

Thi s Appendi x does not provide additional specification. It only
illustrates the specification detailed above through a possible flow
of RSVP signalling nmessages involved in the successful establishment
of a unicast E2E reservation which follows other E2E reservations
between a given pair of Aggregator/Deaggregator. This flow could be
i magi ned as followi ng the flow of nmessages illustrated in Appendi x 2.
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Aggr egat or Deaggr egat or
E2E Pat h
________________ >
(14)
E2E Pat h
_______________________________ >
(15)
E2E Pat h
----------- >
E2E Resv
Cmm e e e e m e m
(16)
AggResv (DSCP=x, increased Bw)
Lo m e e e e e e e e e e e e e e e m e —— . — - - -
(17)
AggResvConfirm (DSCP=x, increased Bw)
.............................. >
(18)
E2E Resv ( DCLASS=x)
=
(19)
E2E Resv
Lo e e e e e e e e e - -
(14) Aggregator forwards E2E Path into aggregation region after

(15)

(16)

Baker ,

nodi fying its | P Protocol Nunber to RSVP-E2E- | GNORE

Because previous E2E reservations have been established, let’'s
assune that Aggregate Path exists for all supported DSCPs. The
Deaggregator takes into account the information contained in the
ADSPEC from the Aggregate Paths and updates the E2E Path ADSPEC
accordingly. The Deaggregator also nodifies the E2E Path IP
Prot ocol Nunber to RSVP before forwarding it.

On recei pt of the E2E Resv, the Deaggregator applies the mapping
policy defined by the network admi nistrator to map the E2E Resv
onto an Aggregate Reservation. Let’s assunme that this policy is
such that the E2E reservation is to be napped onto the Aggregate
Reservation with DSCP=x. Because previous E2E reservations have
been established, let’s assune that an Aggregate Reservation is
in place for DSCP=x. The Deaggregator perfornms adm ssion
control of the E2E Resv onto the Agg Resv for DSCP=x. Let’s
assune that the Aggregate Resv for DSCP=x does NOT have
sufficient unused bandwi dth to support the new E2E Resv. The
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(17)

(18)

(19)

Deaggregator then attenpts to increase the Aggregate Reservation
bandwi dth for DSCP=x by sendi ng a new Aggregate Resv with an

i ncreased bandwi dth sufficient to accormmodate all the E2E
reservations already mapped onto that Aggregate reservation plus
the new E2E reservation plus possibly sone additional spare
bandwi dth in anticipation of additional E2E reservations to
conme. Assune al so that the Deaggregator includes the optional
Resv Confirm Request in these Aggregate Resv.

The Aggregator nerely conplies with the received ResvConfirm
Request and returns the correspondi ng Aggregate ResvConfirm

The Deaggregator has explicit confirnmation that the Aggregate
Resv has been successfully increased. The Deaggregator performns
agai n admi ssion control of the E2E Resv onto the increased
Aggregate Reservation for DSCP=x. Assum ng that the increased
Aggregate Reservation for DSCP=x now has sufficient unused
bandwi dth and resources to support the new E2E Resv, the
Deaggregator then adjusts its counter tracking the unused

bandwi dth on the Aggregate Reservation and forwards the E2E Resv
to the Aggregator including a DCLASS object conveying the

sel ect ed nmappi ng onto DSCP=x.

The Aggregator records the nmappi ng of the E2E Resv ont o DSCP=x.
The Aggregator renoves the DCLASS object and forwards the E2E
Resv towards the sender.
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