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1. Introduction

We begin by describing TCP's use of packet drops as an indication of
congestion. Next we explain that with the addition of active queue
managenment (e.g., RED) to the Internet infrastructure, where routers
det ect congestion before the queue overflows, routers are no | onger
limted to packet drops as an indication of congestion. Routers can
i nstead set the Congestion Experienced (CE) codepoint in the IP
header of packets from ECN capable transports. W describe when the
CE codepoint is to be set in routers, and describe nodifications
needed to TCP to make it ECN capable. Mdifications to other
transport protocols (e.g., unreliable unicast or nmulticast, reliable
mul ticast, other reliable unicast transport protocols) could be
consi dered as those protocols are devel oped and advance through the
standards process. W also describe in this docunent the issues

i nvol ving the use of ECNwithin IP tunnels, and within I Psec tunnels
in particular.

One of the guiding principles for this docunent is that, to the
extent possible, the nechani snms specified here be increnentally

depl oyable. One challenge to the principle of increnental depl oynent
has been the prior existence of some |IP tunnels that were not
conpatible with the use of ECN. As ECN becones depl oyed, non-
conmpatible I P tunnels will have to be upgraded to conformto this
docunent .

Thi s docunent obsol etes RFC 2481, "A Proposal to add Explicit
Congestion Notification (ECN) to IP", which defined ECN as an

Experi mental Protocol for the Internet Community. This docunent also
updates RFC 2474, "Definition of the Differentiated Services Field
(DS Field) in the 1Pv4 and | Pv6 Headers™, in defining the ECN field
in the | P header, RFC 2401, "Security Architecture for the Internet
Protocol" to change the handling of IPv4 TCS Byte and | Pv6 Traffic
Cass Cctet in tunnel node header construction to be conpatible with
the use of ECN, and RFC 793, "Transmi ssion Control Protocol", in
defining two new flags in the TCP header.

TCP' s congestion control and avoidance algorithns are based on the
notion that the network is a bl ack-box [Jacobson88, Jacobson90]. The
network’s state of congestion or otherwi se is determ ned by end-
systens probing for the network state, by gradually increasing the

| oad on the network (by increasing the wi ndow of packets that are
outstanding in the network) until the network becones congested and a
packet is lost. Treating the network as a "bl ack-box" and treating
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| oss as an indication of congestion in the network is appropriate for
pure best-effort data carried by TCP, with little or no sensitivity
to delay or loss of individual packets. |In addition, TCP' s
congesti on managenent al gorithns have techniques built-in (such as
Fast Retransmit and Fast Recovery) to mininize the inpact of |osses,
froma throughput perspective. However, these nechanisns are not
intended to help applications that are in fact sensitive to the del ay
or loss of one or nore individual packets. Interactive traffic such
as tel net, web-browsing, and transfer of audio and video data can be
sensitive to packet |osses (especially when using an unreliable data
delivery transport such as UDP) or to the increased |latency of the
packet caused by the need to retransnit the packet after a loss (wth
the reliable data delivery semantics provided by TCP)

Since TCP determ nes the appropriate congesti on wi ndow to use by
gradual Iy increasing the window size until it experiences a dropped
packet, this causes the queues at the bottleneck router to build up
Wth nost packet drop policies at the router that are not sensitive
to the | oad placed by each individual flow (e.g., tail-drop on queue
overflow), this nmeans that sone of the packets of |atency-sensitive
flows may be dropped. In addition, such drop policies lead to
synchroni zati on of |oss across nmultiple flows.

Active queue managenent nechani sns detect congestion before the queue
overfl ows, and provide an indication of this congestion to the end
nodes. Thus, active queue nanagenent can reduce unnecessary queui ng
delay for all traffic sharing that queue. The advantages of active
gueue managenent are discussed in RFC 2309 [ RFC2309]. Active queue
managenent avoi ds sone of the bad properties of dropping on queue
overflow, including the undesirable synchronization of |oss across
multiple flows. Mre inportantly, active queue managenent neans that
transport protocols with nechanisns for congestion control (e.g.

TCP) do not have to rely on buffer overflow as the only indication of
congesti on.

Active queue managenent nechani sns nay use one of several nethods for
i ndi cating congestion to end-nodes. One is to use packet drops, as is
currently done. However, active queue nanagenent allows the router to
separate policies of queuing or dropping packets fromthe policies
for indicating congestion. Thus, active queue managenent all ows
routers to use the Congestion Experienced (CE) codepoint in a packet
header as an indication of congestion, instead of relying solely on
packet drops. This has the potential of reducing the inpact of |oss
on |l atency-sensitive flows.
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There exi st sone m ddl eboxes (firewalls, |oad bal ancers, or intrusion
detection systens) in the Internet that either drop a TCP SYN packet
configured to negotiate ECN, or respond with a RST. This docunent
speci fies procedures that TCP inpl enentati ons may use to provide
robust connectivity even in the presence of such equi pnent.

2. Conventions and Acronyns

The keywords MJUST, MJST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD
SHOULD NOT, RECOMIVENDED, MAY, and OPTI ONAL, when they appear in this
docunent, are to be interpreted as described in [ RFC2119].

3. Assunptions and General Principles

In this section, we describe sonme of the inportant design principles
and assunptions that guided the design choices in this proposal

* Because ECN is likely to be adopted gradual |y, accommopdati ng
mgration is essential. Some routers nmay still only drop packets
to indicate congestion, and sone end-systens nmay not be ECN
capabl e. The nost viable strategy is one that accomopdates
i ncrenent al depl oynent without having to resort to "islands" of
ECN- capabl e and non- ECN- capabl e environnents.

* New nechani sns for congestion control and avoi dance need to co-
exi st and cooperate with existing nmechani sns for congestion
control. In particular, new nmechani snms have to co-exist with
TCP's current nethods of adapting to congestion and with
routers’ current practice of dropping packets in periods of
congesti on.

* Congestion may persist over different tine-scales. The tine
scales that we are concerned with are congestion events that may
| ast longer than a round-trip tine.

* The nunber of packets in an individual flow (e.g., TCP
connection or an exchange using UDP) may range froma snall
nunber of packets to quite a |large nunber. W are interested in
managi ng the congestion caused by flows that send enough packets
so that they are still active when network feedback reaches
t hem

* Asymmetric routing is likely to be a normal occurrence in the
Internet. The path (sequence of links and routers) followed by
data packets may be different fromthe path foll owed by the
acknow edgnment packets in the reverse direction.
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4.

* Many routers process the "regular" headers in | P packets nore
efficiently than they process the header infornmation in IP
options. This suggests keepi ng congestion experienced
information in the regul ar headers of an |IP packet.

* |t nmust be recognized that not all end-systens will cooperate in
mechani snms for congestion control. However, new nechanisns
shouldn’t make it easier for TCP applications to disable TCP
congestion control. The benefit of |ying about participating in
new nmechani sns such as ECN-capability should be snall.

Active Queue Managenent (AQM

Random Early Detection (RED) is one nechanismfor Active Queue
Managenment (AQV) that has been proposed to detect incipient
congestion [FJ93], and is currently being deployed in the |Internet

[ RFC2309]. AQ@Jis neant to be a general nechani smusing one of
several alternatives for congestion indication, but in the absence of
ECN, AQMis restricted to using packet drops as a nechani sm for
congestion indication. AQM drops packets based on the average queue
| engt h exceeding a threshold, rather than only when the queue
overflows. However, because AQM may drop packets before the queue
actually overflows, AQMis not always forced by nenory limtations to
di scard the packet.

AQM can set a Congestion Experienced (CE) codepoint in the packet
header instead of dropping the packet, when such a field is provided
in the | P header and understood by the transport protocol. The use
of the CE codepoint with ECN all ows the receiver(s) to receive the
packet, avoiding the potential for excessive delays due to

retransm ssions after packet |osses. W use the term’CE packet’ to
denote a packet that has the CE codepoint set.

Explicit Congestion Notification in IP

This docunent specifies that the Internet provide a congestion

i ndi cation for incipient congestion (as in RED and earlier work
[RI90]) where the notification can sonetines be through marking
packets rather than dropping them This uses an ECN field in the IP
header with two bits, making four ECN codepoints, '00° to '11'. The
ECN- Capabl e Transport (ECT) codepoints 10" and '01' are set by the
data sender to indicate that the end-points of the transport protoco
are ECN-capable; we call them ECT(0) and ECT(1) respectively. The
phrase "the ECT codepoint” in this docunents refers to either of the
two ECT codepoints. Routers treat the ECT(0) and ECT(1l) codepoints
as equivalent. Senders are free to use either the ECT(0) or the
ECT(1) codepoint to indicate ECT, on a packet-by-packet basis.
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The use of both the two codepoints for ECT, ECT(0) and ECT(1), is
notivated primarily by the desire to allow nechanisns for the data
sender to verify that network el ements are not erasing the CE
codepoi nt, and that data receivers are properly reporting to the
sender the receipt of packets with the CE codepoint set, as required

by the transport protocol. Guidelines for the senders and receivers
to differentiate between the ECT(0) and ECT(1) codepoints will be
addressed in separate docunents, for each transport protocol. In

particular, this docunent does not address nechanisns for TCP end-
nodes to differentiate between the ECT(0) and ECT(1) codepoints.
Protocol s and senders that only require a single ECT codepoi nt SHOULD
use ECT(0).

The not - ECT codepoint '00" indicates a packet that is not using ECN
The CE codepoint '11' is set by a router to indicate congestion to
the end nodes. Routers that have a packet arriving at a full queue
drop the packet, just as they do in the absence of ECN

S e S e +
| ECN FI ELD |
o - +oeem - +
ECT CE [ bsol ete] RFC 2481 nanmes for the ECN bits.

0 0 Not - ECT

0 1 ECT(1)

1 0 ECT(0)

1 1 CE

Figure 1: The ECN Field in IP

The use of two ECT codepoints essentially gives a one-bit ECN nonce

i n packet headers, and routers necessarily "erase" the nonce when
they set the CE codepoint [SCWA99]. For exanple, routers that erased
the CE codepoint would face additional difficulty in reconstructing
the original nonce, and thus repeated erasure of the CE codepoint
woul d be nore likely to be detected by the end-nodes. The ECN nonce
al so can address the problem of m sbehaving transport receivers |ying
to the transport sender about whether or not the CE codepoint was set
in a packet. The notivations for the use of two ECT codepoints is

di scussed in nore detail in Section 20, along with sone discussion of
alternate possibilities for the fourth ECT codepoint (that is, the
codepoint '01'). Backwards conpatibility with earlier ECN

i npl enentations that do not understand the ECT(1) codepoint is

di scussed in Section 11

In RFC 2481 [ RFC2481], the ECN field was divided into the ECN Capabl e
Transport (ECT) bit and the CE bit. The ECN field with only the

ECN- Capabl e Transport (ECT) bit set in RFC 2481 corresponds to the
ECT(0) codepoint in this docunent, and the ECN field with both the
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ECT and CE bit in RFC 2481 corresponds to the CE codepoint in this
docunent. The '01' codepoint was |left undefined in RFC 2481, and
this is the reason for recommendi ng the use of ECT(0) when only a
singl e ECT codepoint is needed.

0 1 2 3 4 5 6 7
T T T T T T T T +
| DS FI ELD, DSCP | ECN FIELD |
R — T T T T T R — T +

DSCP: differentiated services codepoi nt
ECN: Explicit Congestion Notification

Figure 2: The Differentiated Services and ECN Fields in IP

Bits 6 and 7 in the IPv4 TCS octet are designated as the ECN field.
The 1 Pv4 TCS octet corresponds to the Traffic Class octet in |Pv6,
and the ECN field is defined identically in both cases. The
definitions for the IPv4 TOS octet [RFC791] and the IPv6 Traffic

Ol ass octet have been superseded by the six-bit DS (D fferentiated
Services) Field [RFC2474, RFC2780]. Bits 6 and 7 are listed in

[ RFC2474] as Currently Unused, and are specified in RFC 2780 as
approved for experinmental use for ECN. Section 22 gives a brief
history of the TGOS octet

Because of the unstable history of the TOS octet, the use of the ECN
field as specified in this docunent cannot be guaranteed to be
backwards conpatible with those past uses of these two bits that
pre-date ECN. The potential dangers of this |lack of backwards
conpatibility are discussed in Section 22.

Upon the receipt by an ECN- Capabl e transport of a single CE packet,
the congestion control algorithnms followed at the end-systens MJST be
essentially the same as the congestion control response to a *single*
dropped packet. For exanple, for ECN Capable TCP the source TCP is
required to halve its congestion wi ndow for any w ndow of data

contai ning either a packet drop or an ECN indication

One reason for requiring that the congestion-control response to the
CE packet be essentially the same as the response to a dropped packet
is to acconmodate the increnental depl oynment of ECN in both end-
systens and in routers. Sone routers nay drop ECN Capabl e packets
(e.g., using the sane AQM policies for congestion detection) while

ot her routers set the CE codepoint, for equivalent |evels of
congestion. Sinmilarly, a router mght drop a non- ECN- Capabl e packet
but set the CE codepoint in an ECN Capabl e packet, for equival ent
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| evel s of congestion. |If there were different congestion contro
responses to a CE codepoint than to a packet drop, this could result
inunfair treatnent for different flows.

An additional goal is that the end-systens should react to congestion
at nost once per wi ndow of data (i.e., at nobst once per round-trip
tine), to avoid reacting nmultiple tines to nultiple indications of
congestion within a round-trip tine.

For a router, the CE codepoint of an ECN Capabl e packet SHOULD only
be set if the router would ot herwi se have dropped the packet as an

i ndi cation of congestion to the end nodes. Wien the router’s buffer
is not yet full and the router is prepared to drop a packet to inform
end nodes of incipient congestion, the router should first check to
see if the ECT codepoint is set in that packet’s IP header. |If so,
then instead of dropping the packet, the router MAY instead set the
CE codepoint in the |IP header

An environnment where all end nodes were ECN Capable could all ow new
criteria to be devel oped for setting the CE codepoi nt, and new
congestion control mechani sns for end-node reaction to CE packets.
However, this is a research issue, and as such is not addressed in
this docunent.

When a CE packet (i.e., a packet that has the CE codepoint set) is
received by a router, the CE codepoint is |left unchanged, and the
packet is transnmitted as usual. Wen severe congestion has occurred
and the router’s queue is full, then the router has no choice but to
drop sonme packet when a new packet arrives. W anticipate that such
packet | osses will becone relatively infrequent when a mgjority of
end- syst ens becone ECN Capabl e and participate in TCP or other
conpati bl e congestion control nechanisns. | n an ECN- Capabl e
environnent that is adequately-provisioned, packet |osses should
occur primarily during transients or in the presence of non-
cooperating sources.

The above di scussi on of when CE nay be set instead of dropping a
packet applies by default to all Differentiated Services Per-Hop
Behavi ors (PHBs) [RFC 2475]. Specifications for PHBs MAY provide
nmore specifics on how a conpliant inplenentation is to choose between
setting CE and dropping a packet, but this is NOI REQU RED. A router
MUST NOT set CE instead of dropping a packet when the drop that woul d
occur is caused by reasons other than congestion or the desire to

i ndi cate incipient congestion to end nodes (e.g., a diffserv edge
node may be configured to unconditionally drop certain classes of
traffic to prevent themfromentering its diffserv domain).
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We expect that routers will set the CE codepoint in response to

i nci pi ent congestion as indicated by the average queue size, using
the RED al gorithms suggested in [FJ93, RFC2309]. To the best of our
know edge, this is the only proposal currently under discussion in
the I1ETF for routers to drop packets proactively, before the buffer
overflows. However, this docunent does not attenpt to specify a
particul ar nmechani smfor active queue nmanagenent, |eaving that
endeavor, if needed, to other areas of the IETF. While ECN is
inextricably tied up with the need to have a reasonabl e active queue
managenent mnechani smat the router, the reverse does not hold; active
gqueue managenent nechani sns have been devel oped and depl oyed

i ndependent of ECN, using packet drops as indications of congestion
in the absence of ECNin the |IP architecture.

5.1. ECN as an Indication of Persistent Congestion

We enmphasi ze that a *single* packet with the CE codepoint set in an
| P packet causes the transport |ayer to respond, in terns of
congestion control, as it would to a packet drop. The instantaneous
queue size is likely to see considerable variations even when the
router does not experience persistent congestion. As such, it is

i mportant that transient congestion at a router, reflected by the

i nst ant aneous queue size reaching a threshold nuch smaller than the
capacity of the queue, not trigger a reaction at the transport |ayer
Therefore, the CE codepoint should not be set by a router based on

t he i nstantaneous queue si ze.

For exanple, since the ATM and Frane Rel ay nmechani snms for congestion
i ndi cation have typically been defined w thout an associ ated notion
of average queue size as the basis for determ ning that an

i nternedi ate node is congested, we believe that they provide a very
noi sy signal. The TCP-sender reaction specified in this document for
ECN is NOT the appropriate reaction for such a noisy signal of
congestion notification. However, if the routers that interface to
the ATM network have a way of maintaining the average queue at the
interface, and use it to cone to a reliable determ nation that the
ATM subnet is congested, they nay use the ECN notification that is
defined here.

We continue to encourage experinments in techniques at |layer 2 (e.g.
in ATM switches or Frame Relay switches) to take advantage of ECN
For exanple, using a schene such as RED (where packet marking is
based on the average queue |l ength exceeding a threshold), |ayer 2
devices could provide a reasonably reliable indication of congestion
When all the layer 2 devices in a path set that layer’s own
Congesti on Experienced codepoint (e.g., the EFCl bit for ATM the
FECN bit in Frame Relay) in this reliable manner, then the interface
router to the layer 2 network could copy the state of that |ayer 2
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Congesti on Experienced codepoint into the CE codepoint in the IP
header. We recognize that this is not the current practice, nor is
it in current standards. However, encouragi ng experinentation in this
manner may provide the information needed to enabl e evol ution of

exi sting |l ayer 2 nechanisns to provide a nore reliable neans of
congestion indication, when they use a single bit for indicating
congesti on.

5.2. Dropped or Corrupted Packets

For the proposed use for ECN in this docunent (that is, for a
transport protocol such as TCP for which a dropped data packet is an
i ndi cation of congestion), end nodes detect dropped data packets, and
t he congestion response of the end nodes to a dropped data packet is
at least as strong as the congestion response to a received CE
packet. To ensure the reliable delivery of the congestion indication
of the CE codepoint, an ECT codepoint MJUST NOT be set in a packet

unl ess the |l oss of that packet in the network would be detected by
the end nodes and interpreted as an indication of congestion.

Transport protocols such as TCP do not necessarily detect all packet
drops, such as the drop of a "pure" ACK packet; for exanple, TCP does
not reduce the arrival rate of subsequent ACK packets in response to
an earlier dropped ACK packet. Any proposal for extending ECN
Capability to such packets would have to address issues such as the
case of an ACK packet that was marked with the CE codepoint but was

| ater dropped in the network. W believe that this aspect is stil

the subject of research, so this docunent specifies that at this
time, "pure" ACK packets MJIST NOT indicate ECN Capability.

Simlarly, if a CE packet is dropped later in the network due to
corruption (bit errors), the end nodes should still invoke congestion
control, just as TCP would today in response to a dropped data
packet. This issue of corrupted CE packets would have to be
considered in any proposal for the network to distinguish between
packets dropped due to corruption, and packets dropped due to
congestion or buffer overflow. In particular, the ubiquitous

depl oynent of ECN would not, in and of itself, be a sufficient

devel opnent to all ow end-nodes to interpret packet drops as

i ndi cations of corruption rather than congestion

5.3. Fragnentation

ECN- capabl e packets MAY have the DF (Don't Fragnent) bit set.
Reassenbly of a fragmented packet MUST NOT | ose indications of

congestion. In other words, if any fragnent of an |IP packet to be
reassenbl ed has the CE codepoint set, then one of two actions MJST be
t aken:
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* Set the CE codepoint on the reassenbl ed packet. However, this
MUST NOT occur if any of the other fragnents contributing to
this reassenbly carries the Not-ECT codepoint.

* The packet is dropped, instead of being reassenbled, for any
ot her reason.

If both actions are applicable, either MAY be chosen. Reassenbly of
a fragnented packet MJUST NOT change the ECN codepoi nt when all of the
fragments carry the same codepoint.

We woul d note that because RFC 2481 did not specify reassenbly

behavi or, ol der ECN i npl enentations conformant with that Experinental
RFC do not necessarily performreassenbly correctly, in ternms of
preserving the CE codepoint in a fragment. The sender could avoid

t he consequences of this behavior by setting the DF bit in ECN
Capabl e packets.

Situations may arise in which the above reassenbly specification is
insufficiently precise. For exanple, if there is a malicious or
broken entity in the path at or after the fragnentation point, packet
fragments could carry a m xture of ECT(0), ECT(1), and/or Not-ECT
codepoi nts. The reassenbly specification above does not pl ace

requi renents on reassenbly of fragnments in this case. |In situations
where nore precise reassenbly behavior would be required, protocol
speci ficati ons SHOULD i nstead specify that DF MJUST be set in al

ECN- capabl e packets sent by the protocol

6. Support fromthe Transport Protoco

ECN requires support fromthe transport protocol, in addition to the
functionality given by the ECN field in the | P packet header. The
transport protocol mght require negotiation between the endpoints
during setup to deternmine that all of the endpoints are ECN capabl e,
so that the sender can set the ECT codepoint in transmtted packets.
Second, the transport protocol nust be capabl e of reacting
appropriately to the receipt of CE packets. This reaction could be
in the formof the data receiver inform ng the data sender of the
recei ved CE packet (e.g., TCP), of the data receiver unsubscribing to
a layered multicast group (e.g., RRM[MIV96]), or of some other
action that ultimately reduces the arrival rate of that flow on that
congested link. CE packets indicate persistent rather than transient
congestion (see Section 5.1), and hence reactions to the receipt of
CE packets should be those appropriate for persistent congestion

Thi s docunent only addresses the addition of ECN Capability to TCP

| eaving i ssues of ECN in other transport protocols to further
research. For TCP, ECN requires three new pieces of functionality:
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negoti ati on between the endpoints during connection setup to
determine if they are both ECN capable; an ECN-Echo (ECE) flag in the
TCP header so that the data receiver can informthe data sender when
a CE packet has been received; and a Congesti on W ndow Reduced (CWR)
flag in the TCP header so that the data sender can informthe data
recei ver that the congestion wi ndow has been reduced. The support
required fromother transport protocols is likely to be different,
particularly for unreliable or reliable nulticast transport

protocols, and will have to be deternined as other transport
protocol s are brought to the I ETF for standardization

In a mld abuse of terminology, in this document we refer to ‘' TCP
packets’ instead of ‘TCP segnents’.

6.1. TCP

The follow ng sections describe in detail the proposed use of ECN in
TCP. This proposal is described in essentially the sane formin

[ Fl oyd94]. We assune that the source TCP uses the standard congestion
control algorithms of Slowstart, Fast Retransnmit and Fast Recovery

[ RFC2581] .

This proposal specifies two new flags in the Reserved field of the
TCP header. The TCP nechani sm for negotiating ECN- Capability uses
the ECN-Echo (ECE) flag in the TCP header. Bit 9 in the Reserved
field of the TCP header is designated as the ECN-Echo flag. The

| ocation of the 6-bit Reserved field in the TCP header is shown in
Figure 4 of RFC 793 [RFC793] (and is reproduced bel ow for

compl eteness). This specification of the ECN Field | eaves the
Reserved field as a 4-bit field using bits 4-7.

To enable the TCP receiver to determ ne when to stop setting the

ECN- Echo flag, we introduce a second new flag in the TCP header, the
CWR flag. The CWR flag is assigned to Bit 8 in the Reserved field of
the TCP header.

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
I e e C L T e e L L s L S
I I | Ul Al P| R] S| F|
| Header Length | Reserved | R] C| S| S| Y| I
I I | G| K| H| T] NJ| N|
B T ST LT T S T I

Figure 3: The old definition of bytes 13 and 14 of the TCP
header.

Ramakri shnan, et al. St andards Track [ Page 13]



RFC 3168 The Addition of ECNto IP Sept ember 2001

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
I e e C L T e e L L s L S
I I | CI E]l U] A] P| R| S| F|
| Header Length | Reserved | W| C| Rl C| S| S| Y| I
I I | RI E]l G| K| H| T| NJ NJ
B T ST LT T S T I

Figure 4: The new definition of bytes 13 and 14 of the TCP
Header .

Thus, ECN uses the ECT and CE flags in the I P header (as shown in
Figure 1) for signaling between routers and connection endpoints, and
uses the ECN-Echo and CAR flags in the TCP header (as shown in Figure
4) for TCP-endpoint to TCP-endpoint signaling. For a TCP connection
a typical sequence of events in an ECN-based reaction to congestion
is as follows:

* An ECT codepoint is set in packets transmtted by the sender to
indicate that ECN is supported by the transport entities for
t hese packets.

* An ECN-capabl e router detects inpendi ng congestion and detects
that an ECT codepoint is set in the packet it is about to drop
I nstead of dropping the packet, the router chooses to set the CE
codepoint in the I P header and forwards the packet.

* The receiver receives the packet with the CE codepoint set, and
sets the ECN-Echo flag in its next TCP ACK sent to the sender.

* The sender receives the TCP ACK with ECN-Echo set, and reacts to
the congestion as if a packet had been dropped.

* The sender sets the CWR flag in the TCP header of the next
packet sent to the receiver to acknow edge its recei pt of and
reaction to the ECN Echo fl ag.

The negotiation for using ECN by the TCP transport entities and the
use of the ECN-Echo and CWR flags is described in nore detail in the
sections bel ow.

6.1.1 TCP Initialization

In the TCP connection setup phase, the source and destination TCPs
exchange information about their willingness to use ECN. Subsequent
to the conpletion of this negotiation, the TCP sender sets an ECT
codepoint in the I P header of data packets to indicate to the network
that the transport is capable and willing to participate in ECN for
this packet. This indicates to the routers that they may nmark this
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packet with the CE codepoint, if they would Iike to use that as a

nmet hod of congestion notification. If the TCP connecti on does not

wi sh to use ECN notification for a particular packet, the sending TCP
sets the ECN codepoint to not-ECT, and the TCP receiver ignores the
CE codepoint in the received packet.

For this discussion, we designate the initiating host as Host A and
the respondi ng host as Host B. W call a SYN packet with the ECE and
CWR flags set an "ECN-setup SYN packet", and we call a SYN packet
with at | east one of the ECE and CAR flags not set a "non- ECN set up
SYN packet”. Simlarly, we call a SYN-ACK packet with only the ECE
flag set but the CWR flag not set an "ECN setup SYN-ACK packet", and
we call a SYN- ACK packet with any other configuration of the ECE and
CWR flags a "non- ECN-setup SYN-ACK packet".

Bef ore a TCP connection can use ECN, Host A sends an ECN setup SYN
packet, and Host B sends an ECN-setup SYN-ACK packet. For a SYN
packet, the setting of both ECE and CWR in the ECN setup SYN packet
is defined as an indication that the sending TCP i s ECN Capabl e,
rather than as an indication of congestion or of response to
congestion. Myre precisely, an ECN-setup SYN packet indicates that
the TCP inplenmentation transmitting the SYN packet will participate
in ECN as both a sender and receiver. Specifically, as a receiver,
it will respond to inconing data packets that have the CE codepoi nt
set in the | P header by setting ECE in outgoing TCP Acknow edgenent
(ACK) packets. As a sender, it will respond to inconing packets that
have ECE set by reducing the congestion wi ndow and setti ng CAR when
appropriate. An ECN-setup SYN packet does not commit the TCP sender
to setting the ECT codepoint in any or all of the packets it may
transmt. However, the comitnent to respond appropriately to

i ncom ng packets with the CE codepoint set renmmins even if the TCP
sender in a later transnmission, within this TCP connection, sends a
SYN packet without ECE and CWR set.

When Host B sends an ECN-setup SYN- ACK packet, it sets the ECE flag
but not the CAR flag. An ECN-setup SYN-ACK packet is defined as an
indication that the TCP transmtting the SYN-ACK packet is ECN
Capable. As with the SYN packet, an ECN setup SYN ACK packet does
not commt the TCP host to setting the ECT codepoint in transmitted
packets.

The following rules apply to the sending of ECN-setup packets within
a TCP connection, where a TCP connection is defined by the standard
rules for TCP connection establishnment and term nation.

* | f a host has received an ECN-setup SYN packet, then it MAY send

an ECN-setup SYN-ACK packet. Oherwise, it MJST NOT send an
ECN-set up SYN- ACK packet .
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* A host MJST NOT set ECT on data packets unless it has sent at
| east one ECN-setup SYN or ECN setup SYN-ACK packet, and has
received at | east one ECN setup SYN or ECN setup SYN-ACK packet,
and has sent no non- ECN-setup SYN or non- ECN-setup SYN ACK
packet. If a host has received at |east one non- ECN setup SYN
or non- ECN-setup SYN-ACK packet, then it SHOULD NOT set ECT on
dat a packets.

* | f a host ever sets the ECT codepoint on a data packet, then
that host MJST correctly set/clear the CAR TCP bit on all
subsequent packets in the connection.

* | f a host has sent at |east one ECN-setup SYN or ECN-setup SYN
ACK packet, and has received no non- ECN-setup SYN or non- ECN-
setup SYN-ACK packet, then if that host receives TCP data
packets with ECT and CE codepoints set in the | P header, then
that host MJST process these packets as specified for an ECN
capabl e connecti on.

* A host that is not willing to use ECN on a TCP connecti on SHOULD
clear both the ECE and CAR flags in all non-ECN-setup SYN and/or
SYN- ACK packets that it sends to indicate this unw Ilingness.
Recei vers MIST correctly handle all forns of the non- ECN setup
SYN and SYN- ACK packets.

* A host MJST NOT set ECT on SYN or SYN ACK packets.

A TCP client enters TIME-WAIT state after receiving a FIN ACK, and
transitions to CLOSED state after a timeout. Many TCP

i npl enentations create a new TCP connection if they receive an in-
wi ndow SYN packet during TIME-WAIT state. Wen a TCP host enters
TIME-WAIT or CLOSED state, it should ignore any previous state about
the negotiati on of ECN for that connection.

6.1.1.1. M ddl ebox | ssues

ECN i ntroduces the use of the ECN-Echo and CWR flags in the TCP
header (as shown in Figure 3) for initialization. There exist sone
faulty firewalls, |oad bal ancers, and intrusion detection systens in
the Internet that either drop an ECN-setup SYN packet or respond with
a RST, in the belief that such a packet (with these bits set) is a
signature for a port-scanning tool that could be used in a denial-
of -service attack. Sone of the offending equi pnent has been
identified, and a web page [FI XES] contains a |list of non-conpliant
products and the fixes posted by the vendors, where these are

avail able. The TBIT web page [TBIT] lists sone of the web servers
affected by this faulty equipnment. We nmention this in this docunent
as a warning to the community of this problem
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To provide robust connectivity even in the presence of such faulty
equi pment, a host that receives a RST in response to the transm ssion
of an ECN-setup SYN packet MAY resend a SYN with CWR and ECE cl eared
This could result in a TCP connecti on being established w thout using
ECN.

A host that receives no reply to an ECN-setup SYN within the nornal
SYN retransni ssion timeout interval MAY resend the SYN and any
subsequent SYN retransm ssions with CAR and ECE cl eared. To overcone
normal packet loss that results in the original SYN being lost, the
originating host may retransnmt one or nore ECN setup SYN packets
before giving up and retransmtting the SYNwith the CAR and ECE bits
cl ear ed.

W note that in this case, the foll owing exanple scenario is

possi bl e:

(1) Host A: Sends an ECN-setup SYN

(2) Host B: Sends an ECN-setup SYN ACK, packet is dropped or del ayed.
(3) Host A: Sends a non-ECN setup SYN

(4) Host B: Sends a non-ECN setup SYN ACK.

We note that in this case, follow ng the procedures above, neither
Host A nor Host B may set the ECT bit on data packets. Further, an

i mportant consequence of the rules for ECN setup and usage in Section
6.1.1 is that a host is forbidden fromusing the reception of ECT
data packets as an inplicit signal that the other host is ECN
capabl e.

6.1.1.2. Robust TCP Initialization with an Echoed Reserved Field

There is the question of why we chose to have the TCP sending the SYN
set two ECN-related flags in the Reserved field of the TCP header for
t he SYN packet, while the responding TCP sending the SYN-ACK sets
only one ECN-related flag in the SYN-ACK packet. This asymetry is
necessary for the robust negotiation of ECN-capability with sone

depl oyed TCP inplenentations. There exists at |east one faulty TCP

i mpl ementation in which TCP receivers set the Reserved field of the
TCP header in ACK packets (and hence the SYN-ACK) sinply to reflect
the Reserved field of the TCP header in the received data packet.
Because the TCP SYN packet sets the ECN-Echo and OAR flags to

i ndi cate ECN-capability, while the SYN-ACK packet sets only the ECN
Echo flag, the sending TCP correctly interprets a receiver’'s
reflection of its own flags in the Reserved field as an indication
that the receiver is not ECN-capable. The sending TCP is not mislead
by a faulty TCP inplenmentati on sendi ng a SYN-ACK packet that sinply
reflects the Reserved field of the incom ng SYN packet.
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6.1.2. The TCP Sender

For a TCP connection using ECN, new data packets are transnitted with
an ECT codepoint set in the IP header. Wen only one ECT codepoi nt
is needed by a sender for all packets sent on a TCP connecti on

ECT(0) SHOULD be used. |If the sender receives an ECN-Echo (ECE) ACK
packet (that is, an ACK packet with the ECN-Echo flag set in the TCP
header), then the sender knows that congestion was encountered in the
network on the path fromthe sender to the receiver. The indication
of congestion should be treated just as a congestion |oss in non-

ECN- Capabl e TCP. That is, the TCP source hal ves the congestion w ndow
"cwnd" and reduces the slow start threshold "ssthresh". The sending
TCP SHOULD NOT increase the congestion wi ndow in response to the
recei pt of an ECN-Echo ACK packet.

TCP shoul d not react to congestion indications nore than once every
wi ndow of data (or nore |oosely, nore than once every round-trip
tine). That is, the TCP sender’s congestion w ndow shoul d be reduced
only once in response to a series of dropped and/or CE packets froma
single wi ndow of data. |In addition, the TCP source shoul d not
decrease the slowstart threshold, ssthresh, if it has been decreased
within the last round trip tine. However, if any retransmtted
packets are dropped, then this is interpreted by the source TCP as a
new i nstance of congestion

After the source TCP reduces its congestion window in response to a
CE packet, incom ng acknow edgnents that continue to arrive can
"clock out" outgoing packets as allowed by the reduced congestion

wi ndow. |f the congestion wi ndow consists of only one MSS (nmaxinmum
segnment size), and the sending TCP recei ves an ECN- Echo ACK packet,
then the sending TCP should in principle still reduce its congestion
wi ndow i n hal f. However, the value of the congestion w ndowis
bounded bel ow by a value of one MSS. If the sending TCP were to
continue to send, using a congestion wi ndow of 1 MSS, this results in
the transm ssion of one packet per round-trip tine. It is necessary
to still reduce the sending rate of the TCP sender even further, on
recei pt of an ECN- Echo packet when the congestion window is one. W
use the retransnit timer as a means of reducing the rate further in
this circunstance. Therefore, the sending TCP MJST reset the
retransmt timer on receiving the ECN-Echo packet when the congestion
wi ndow is one. The sending TCP will then be able to send a new
packet only when the retransnit tiner expires.

When an ECN- Capabl e TCP sender reduces its congestion w ndow for any
reason (because of a retransmt tinmeout, a Fast Retransnit, or in
response to an ECN Notification), the TCP sender sets the CWR flag in
the TCP header of the first new data packet sent after the w ndow
reduction. |If that data packet is dropped in the network, then the
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sending TCP will have to reduce the congestion w ndow agai n and
retransmt the dropped packet.

We ensure that the "Congestion Wndow Reduced" information is
reliably delivered to the TCP receiver. This conmes about fromthe
fact that if the new data packet carrying the CWR flag is dropped,
then the TCP sender will have to again reduce its congestion w ndow,
and send another new data packet with the CAR flag set. Thus, the
CWR bit in the TCP header SHOULD NOT be set on retransnitted packets.

When the TCP data sender is ready to set the CAR bit after reducing
t he congestion wi ndow, it SHOULD set the CWR bit only on the first
new data packet that it transmts.

[ Fl oyd94] di scusses TCP's response to ECN in nore detail. [Floyd98]
di scusses the validation test in the ns sinmulator, which illustrates
a wi de range of ECN scenarios. These scenarios include the foll ow ng:
an ECN foll owed by another ECN, a Fast Retransnit, or a Retransnit
Tinmeout; a Retransmit Tineout or a Fast Retransmit followed by an
ECN, and a congestion wi ndow of one packet followed by an ECN

TCP follows existing algorithns for sending data packets in response
to incom ng ACKs, mnultiple duplicate acknow edgnents, or retransmt
timeouts [ RFC2581]. TCP also follows the normal procedures for

i ncreasing the congestion wi ndow when it receives ACK packets wi thout
the ECN-Echo bit set [RFC2581].

6.1.3. The TCP Recei ver

When TCP receives a CE data packet at the destination end-system the
TCP data receiver sets the ECN-Echo flag in the TCP header of the
subsequent ACK packet. |[|f there is any ACK wi t hhol di ng i npl enent ed,
as in current "del ayed- ACK" TCP inpl ementations where the TCP

recei ver can send an ACK for two arriving data packets, then the

ECN- Echo flag in the ACK packet will be set to "1 if the CE
codepoint is set in any of the data packets being acknow edged. That
is, if any of the received data packets are CE packets, then the
returni ng ACK has the ECN-Echo flag set.

To provide robustness agai nst the possibility of a dropped ACK packet
carrying an ECN-Echo flag, the TCP receiver sets the ECN-Echo flag in
a series of ACK packets sent subsequently. The TCP receiver uses the
CWR flag received fromthe TCP sender to deternine when to stop
setting the ECN-Echo fl ag.

After a TCP receiver sends an ACK packet with the ECN-Echo bit set,

that TCP receiver continues to set the ECN-Echo flag in all the ACK
packets it sends (whether they acknowl edge CE data packets or non-CE
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data packets) until it receives a CAR packet (a packet with the CWR
flag set). After the receipt of the CAR packet, acknow edgnments for
subsequent non- CE data packets do not have the ECN-Echo flag set. If
anot her CE packet is received by the data receiver, the receiver
woul d once again send ACK packets with the ECN-Echo flag set. Wile
the recei pt of a CWR packet does not guarantee that the data sender
recei ved the ECN Echo nessage, this does suggest that the data sender
reduced its congestion wi ndow at sone point *after* it sent the data
packet for which the CE codepoint was set.

We have already specified that a TCP sender is not required to reduce
its congestion wi ndow nore than once per wi ndow of data. Sone care
is required if the TCP sender is to avoid unnecessary reductions of

t he congestion wi ndow when a wi ndow of data includes both dropped
packets and (marked) CE packets. This is illustrated in [Fl oyd98].

6.1.4. Congestion on the ACK-path

For the current generation of TCP congestion control algorithnms, pure
acknow edgenent packets (e.g., packets that do not contain any
acconpanyi ng data) MJST be sent with the not-ECT codepoint. Current
TCP recei vers have no nechani snms for reducing traffic on the ACK-path
in response to congestion notification. Mechanisns for responding to
congestion on the ACK-path are areas for current and future research.
(One sinple possibility would be for the sender to reduce its
congestion wi ndow when it receives a pure ACK packet with the CE
codepoint set). For current TCP inplenmentations, a single dropped ACK
generally has only a very small effect on the TCP s sending rate.

6.1.5. Retransmtted TCP packets

Thi s docunent specifies ECN-capable TCP inpl enentati ons MJST NOT set
ei ther ECT codepoint (ECT(0) or ECT(1)) in the IP header for
retransmtted data packets, and that the TCP data receiver SHOULD
ignore the ECN field on arriving data packets that are outside of the
receiver’'s current window. This is for greater security against

deni al - of -service attacks, as well as for robustness of the ECN
congestion indication with packets that are dropped later in the

net wor k.

First, we note that if the TCP sender were to set an ECT codepoi nt on
a retransmtted packet, then if an unnecessarily-retransmtted packet
was | ater dropped in the network, the end nodes woul d never receive
the indication of congestion fromthe router setting the CE
codepoint. Thus, setting an ECT codepoint on retransmitted data
packets is not consistent with the robust delivery of the congestion
i ndi cation even for packets that are later dropped in the network.
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In addition, an attacker capable of spoofing the |IP source address of
the TCP sender could send data packets with arbitrary sequence
nunmbers, with the CE codepoint set in the | P header. On receiving
this spoofed data packet, the TCP data receiver woul d deternine that
the data does not lie in the current receive window, and return a
duplicate acknow edgenent. We define an out-of -wi ndow packet at the
TCP data receiver as a data packet that lies outside the receiver’'s
current wi ndow. On receiving an out-of -wi ndow packet, the TCP data
receiver has to decide whether or not to treat the CE codepoint in

t he packet header as a valid indication of congestion, and therefore
whet her to return ECN-Echo indications to the TCP data sender. If
the TCP data receiver ignored the CE codepoint in an out-of -w ndow
packet, then the TCP data sender would not receive this possibly-
legitimate indication of congestion fromthe network, resulting in a
viol ati on of end-to-end congestion control. On the other hand, if
the TCP data receiver honors the CE indication in the out-of-w ndow
packet, and reports the indication of congestion to the TCP data
sender, then the nalicious node that created the spoofed, out-of-

wi ndow packet has successfully "attacked" the TCP connection by
forcing the data sender to unnecessarily reduce (halve) its
congestion wi ndow. To prevent such a denial-of-service attack, we
specify that a legitimate TCP data sender MJST NOT set an ECT
codepoint on retransnitted data packets, and that the TCP data

recei ver SHOULD i gnore the CE codepoi nt on out-of-w ndow packets.

One drawback of not setting ECT(0) or ECT(1) on retransmitted packets
is that it denies ECN protection for retransnitted packets. However,
for an ECN-capabl e TCP connection in a fully-ECN capabl e environnent
with mld congestion, packets should rarely be dropped due to
congestion in the first place, and so instances of retransmtted
packets should rarely arise. |f packets are being retransmtted,
then there are already packet | osses (fromcorruption or from
congestion) that ECN has been unable to prevent.

We note that if the router sets the CE codepoint for an ECN capable
data packet within a TCP connection, then the TCP connection is
guaranteed to receive that indication of congestion, or to receive
some ot her indication of congestion within the sanme w ndow of data,
even if this packet is dropped or reordered in the network. W
consi der two cases, when the packet is later retransnmtted, and when
the packet is not later retransmtted.

In the first case, if the packet is either dropped or del ayed, and at
some point retransnmitted by the data sender, then the retransm ssion
is aresult of a Fast Retransnit or a Retransnit Tineout for either
that packet or for sonme prior packet in the same wi ndow of data. In
this case, because the data sender already has retransmtted this
packet, we know that the data sender has already responded to an
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i ndi cation of congestion for sone packet within the sane w ndow of
data as the original packet. Thus, even if the first transnission of
the packet is dropped in the network, or is delayed, if it had the CE
codepoint set, and is later ignored by the data receiver as an out-

of -wi ndow packet, this is not a problem because the sender has

al ready responded to an indication of congestion for that w ndow of
dat a.

In the second case, if the packet is never retransnitted by the data
sender, then this data packet is the only copy of this data received
by the data receiver, and therefore arrives at the data receiver as
an i n-wi ndow packet, regardl ess of how nuch the packet m ght be

del ayed or reordered. 1In this case, if the CE codepoint is set on
the packet within the network, this will be treated by the data
receiver as a valid indication of congestion

6.1.6. TCP W ndow Probes.

Wien the TCP data receiver advertises a zero wi ndow, the TCP data
sender sends w ndow probes to determine if the receiver’s w ndow has
i ncreased. W ndow probe packets do not contain any user data except
for the sequence nunber, which is a byte. |If a wi ndow probe packet
is dropped in the network, this loss is not detected by the receiver
Therefore, the TCP data sender MJUST NOT set either an ECT codepoi nt
or the CWR bit on w ndow probe packets.

However, because w ndow probes use exact sequence nunbers, they
cannot be easily spoofed in denial-of-service attacks. Therefore, if
a wi ndow probe arrives with the CE codepoint set, then the receiver
SHOULD respond to the ECN i ndi cations.

7. Non-conpliance by the End Nodes

This section discusses concerns about the vulnerability of ECN to
non- conpl i ant end-nodes (i.e., end nodes that set the ECT codepoi nt
in transmtted packets but do not respond to received CE packets).
We argue that the addition of ECNto the I P architecture will not
significantly increase the current vulnerability of the architecture
to unresponsive flows.

Even for non-ECN environnments, there are serious concerns about the
damage that can be done by non-conpliant or unresponsive flows (that
is, flows that do not respond to congestion control indications by
reducing their arrival rate at the congested link). For exanple, an
end- node could "turn off congestion control"™ by not reducing its
congestion wi ndow i n response to packet drops. This is a concern for
the current Internet. It has been argued that routers will have to
depl oy nechanisns to detect and differentially treat packets from
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non-conpliant flows [ RFC2309, FF99]. It has al so been suggested that
techni ques such as end-to-end per-flow scheduling and isolation of
one flow fromanother, differentiated services, or end-to-end
reservations could renmove sone of the nore damagi ng effects of

unr esponsi ve fl ows.

It might seemthat dropping packets in itself is an adequate
deterrent for non-conpliance, and that the use of ECN renoves this
deterrent. We would argue in response that (1) ECN-capable routers
preserve packet-droppi ng behavior in tinmes of high congestion; and
(2) even in tinmes of high congestion, dropping packets in itself is
not an adequate deterrent for non-conpliance.

First, ECN Capable routers will only nark packets (as opposed to
droppi ng then) when the packet marking rate is reasonably |ow. During
peri ods where the average queue size exceeds an upper threshold, and
therefore the potential packet marking rate would be high, our
recommendation is that routers drop packets rather then set the CE
codepoi nt in packet headers.

During the periods of |ow or noderate packet marking rates when ECN
woul d be depl oyed, there would be little deterrent effect on
unresponsi ve flows of dropping rather than marking those packets. For
exanpl e, delay-insensitive flows using reliable delivery m ght have
an incentive to increase rather than to decrease their sending rate
in the presence of dropped packets. Similarly, delay-sensitive flows
using unreliable delivery might increase their use of FEC in response
to an increased packet drop rate, increasing rather than decreasing
their sending rate. For the sane reasons, we do not believe that
packet dropping itself is an effective deterrent for non-conpliance
even in an environnment of high packet drop rates, when all flows are
sharing the sane packet drop rate.

Several nmethods have been proposed to identify and restrict non-
conmpliant or unresponsive flows. The addition of ECN to the network
environnent would not in any way increase the difficulty of designing
and depl oyi ng such nechanisns. |If anything, the addition of ECN to
the architecture would make the job of identifying unresponsive flows
slightly easier. For exanple, in an ECN Capabl e environnment routers
are not limted to informati on about packets that are dropped or have
the CE codepoint set at that router itself; in such an environment,
routers could also take note of arriving CE packets that indicate
congestion encountered by that packet earlier in the path.
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8.

Non-conpl i ance in the Network

This section considers the issues when a router is operating,
possibly maliciously, to nodify either of the bits in the ECN field.
We note that in IPv4, the IP header is protected frombit errors by a
header checksum this is not the case in IPv6. Thus for |Pv6 the
ECN field can be accidentally nodified by bit errors on links or in
routers wthout being detected by an | P header checksum

By tanpering with the bits in the ECN field, an adversary (or a
broken router) could do one or nore of the follow ng: falsely report
congestion, disable ECN-Capability for an individual packet, erase
the ECN congestion indication, or falsely indicate ECN Capability.
Section 18 systematically exam nes the various cases by which the ECN
field could be nodified. The inportant criterion considered in
determ ni ng the consequences of such nodifications is whether it is
likely to |l ead to poorer behavior in any dinmension (throughput,

delay, fairness or functionality) than if a router were to drop a
packet .

The first two possible changes, falsely reporting congestion or

di sabling ECN Capability for an individual packet, are no worse than
if the router were to sinply drop the packet. From a congestion
control point of view, setting the CE codepoint in the absence of
congestion by a non-conpliant router would be no worse than a router
droppi ng a packet unnecessarily. By "erasing" an ECT codepoint of a
packet that is later dropped in the network, a router’s actions could
result in an unnecessary packet drop for that packet later in the

net wor k.

However, as discussed in Section 18, a router that erases the ECN
congestion indication or falsely indicates ECN-Capability could
potentially do nore damage to the flowthat if it has sinply dropped
the packet. A rogue or broken router that "erased" the CE codepoi nt
in arriving CE packets would prevent that indication of congestion
fromreachi ng downstreamreceivers. This could result in the failure
of congestion control for that flow and a resulting increase in
congestion in the network, ultimately resulting in subsequent packets
dropped for this flow as the average queue size increased at the
congest ed gat eway.

Section 19 considers the potential repercussions of subverting end-
to-end congestion control by either falsely indicating ECN
Capability, or by erasing the congestion indication in ECN (the CE-
codepoint). W observe in Section 19 that the consequence of
subverting ECN-based congestion control may lead to potentia
unfairness, but this is likely to be no worse than the subversion of
ei ther ECN-based or packet-based congestion control by the end nodes.
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8.

9.

9.

1. Conplications Introduced by Split Paths

If a router or other network el ement has access to all of the packets
of a flow, then that router could do no nore danage to a flow by
altering the ECN field than it could by sinply dropping all of the
packets fromthat flow. However, in sone cases, a nalicious or
broken router m ght have access to only a subset of the packets from
a flow The question is as follows: <can this router, by altering
the ECN field in this subset of the packets, do nore damage to that
flowthan if it has sinply dropped that set of the packets?

This is also discussed in detail in Section 18, which concludes as
follows: It is true that the adversary that has access only to a
subset of packets in an aggregate might, by subverting ECN based
congestion control, be able to deny the benefits of ECN to the other
packets in the aggregate. While this is undesirable, this is not a
sufficient concern to result in disabling ECN

Encapsul at ed Packets
1. | P packets encapsulated in IP

The encapsul ation of | P packet headers in tunnels is used in many

pl aces, including IPsec and IP in |IP [RFC2003]. This section
considers issues related to interactions between ECN and | P tunnel s,
and specifies two alternative solutions. This discussion is

conpl enented by RFC 2983’ s di scussion of interactions between
Differentiated Services and I P tunnels of various forms [RFC 2983],
as Differentiated Services uses the remaining six bits of the IP
header octet that is used by ECN (see Figure 2 in Section 5).

Some | P tunnel nodes are based on adding a new "outer" |P header that
encapsul ates the original, or "inner" |IP header and its associ ated
packet. In many cases, the new "outer” |P header nmay be added and
renoved at internedi ate points along a connection, enabling the
network to establish a tunnel without requiring endpoint
participation. W denote tunnels that specify that the outer header
be discarded at tunnel egress as "sinple tunnels”

ECN uses the ECN field in the | P header for signaling between routers
and connection endpoints. ECN interacts with IP tunnels based on the
treatment of the ECN field in the IP header. 1In sinple IP tunnels
the octet containing the ECN field is copied or mapped fromthe inner
| P header to the outer I P header at IP tunnel ingress, and the outer
header’s copy of this field is discarded at IP tunnel egress. |If the
outer header were to be sinply discarded without taking care to dea
with the ECN field, and an ECN-capable router were to set the CE
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(Congesti on Experienced) codepoint within a packet in a sinple IP
tunnel, this indication would be discarded at tunnel egress, |osing
the indication of congestion

Thus, the use of ECN over sinple IP tunnels would result in routers
attenpting to use the outer |IP header to signal congestion to

endpoi nts, but those congestion warni ngs never arriving because the
outer header is discarded at the tunnel egress point. This problem
was encountered with ECN and | Psec in tunnel node, and RFC 2481
recommended that ECN not be used with the ol der sinple |IPsec tunnels
in order to avoid this behavior and its consequences. Wen ECN
becones wi dely deployed, then sinple tunnels likely to carry ECN\
capable traffic will have to be changed. |f ECN-capable traffic is
carried by a sinple tunnel through a congested, ECN- capable router
this could result in subsequent packets being dropped for this flow
as the average queue size increases at the congested router, as

di scussed in Section 8 above.

Froma security point of view, the use of ECN in the outer header of
an | P tunnel might raise security concerns because an adversary coul d
tanmper with the ECN i nformation that propagates beyond the tunne
endpoint. Based on an analysis in Sections 18 and 19 of these
concerns and the resultant risks, our overall approach is to nake
support for ECN an option for IP tunnels, so that an I P tunnel can be
specified or configured either to use ECN or not to use ECN in the
outer header of the tunnel. Thus, in environments or tunneling
protocol s where the risks of using ECN are judged to outweigh its
benefits, the tunnel can sinply not use ECN in the outer header.

Then the only indication of congestion experienced at routers within
the tunnel would be through packet | oss.

The result is that there are two viable options for the behavior of
ECN- capabl e connections over an |IP tunnel, including |Psec tunnels:

* Alimted-functionality option in which ECN is preserved in the
i nner header, but disabled in the outer header. The only
mechani sm avai |l abl e for signaling congestion occurring within
the tunnel in this case is dropped packets.

* A full-functionality option that supports ECN in both the inner
and outer headers, and propagates congestion warni ngs from nodes
within the tunnel to endpoints.

Support for these options requires varying amounts of changes to IP
header processing at tunnel ingress and egress. A small subset of
these changes sufficient to support only the limted-functionality
option would be sufficient to elimnate any inconpatibility between
ECN and | P tunnels.
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One goal of this docunent is to give gui dance about the tradeoffs
between the limted-functionality and full-functionality options. A
full discussion of the potential effects of an adversary’s

nmodi fications of the ECN field is given in Sections 18 and 19.

9.1.1. The Limted-functionality and Full-functionality Options

The linmted-functionality option for ECN encapsulation in IP tunnels
is for the not-ECT codepoint to be set in the outside (encapsul ating)
header regardl ess of the value of the ECN field in the inside
(encapsul ated) header. Wth this option, the ECN field in the inner
header is not altered upon de-capsulation. The disadvantage of this
approach is that the flow does not have ECN support for that part of
the path that is using I P tunneling, even if the encapsul ated packet
(fromthe original TCP sender) is ECN Capable. That is, if the
encapsul at ed packet arrives at a congested router that is ECN
capabl e, and the router can decide to drop or mark the packet as an
i ndi cation of congestion to the end nodes, the router will not be
pernmitted to set the CE codepoint in the packet header, but instead
will have to drop the packet.

The full-functionality option for ECN encapsulation is to copy the
ECN codepoi nt of the inside header to the outside header on

encapsul ation if the inside header is not-ECT or ECT, and to set the
ECN codepoi nt of the outside header to ECT(0) if the ECN codepoint of
the inside header is CEE On decapsulation, if the CE codepoint is
set on the outside header, then the CE codepoint is also set in the
i nner header. Oherw se, the ECN codepoint on the inner header is

| eft unchanged. That is, for full ECN support the encapsul ation and
decapsul ati on processing involves the followi ng: At tunnel ingress,
the full-functionality option sets the ECN codepoint in the outer
header. |If the ECN codepoint in the inner header is not-ECT or ECT
then it is copied to the ECN codepoint in the outer header. |If the
ECN codepoint in the inner header is CE, then the ECN codepoint in
the outer header is set to ECT(0). Upon decapsul ation at the tunne
egress, the full-functionality option sets the CE codepoint in the

i nner header if the CE codepoint is set in the outer header

O herwi se, no change is made to this field of the inner header

Wth the full-functionality option, a flow can take advantage of ECN
in those parts of the path that m ght use IP tunneling. The

di sadvantage of the full-functionality option froma security
perspective is that the I P tunnel cannot protect the flow from
certain nodifications to the ECN bits in the | P header within the
tunnel. The potential dangers fromnodifications to the ECN bits in
the I P header are described in detail in Sections 18 and 19.
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(1) An IP tunnel MUST nodify the handling of the DS field octet at
| P tunnel endpoints by inplenenting either the |imted-
functionality or the full-functionality option

(2) Optionally, an IP tunnel MAY enable the endpoints of an IP
tunnel to negotiate the choice between the Iinited-functionality
and the full-functionality option for ECN in the tunnel

The minimumrequired to make ECN usable with I P tunnels is the
limted-functionality option, which prevents ECN from bei ng enabl ed
in the outer header of the tunnel. Full support for ECN requires the
use of the full-functionality option. |If there are no optiona
mechani snms for the tunnel endpoints to negotiate a choice between the
limted-functionality or full-functionality option, there can be a
pre-existing agreement between the tunnel endpoints about whether to
support the limted-functionality or the full-functionality ECN
option.

Al 1P tunnels MJUST inplement the linmted-functionality option, and
SHOULD support the full-functionality option.

In addition, it is RECOWENDED that packets with the CE codepoint in
the outer header be dropped if they arrive at the tunnel egress point
for a tunnel that uses the limted-functionality option, or for a
tunnel that uses the full-functionality option but for which the
not - ECT codepoint is set in the inner header. This is notivated by
backwards conpatibility and to ensure that no unauthorized

nmodi fications of the ECN field take place, and is discussed further
in the next Section (9.1.2).

9.1.2. Changes to the ECN Field within an |IP Tunnel

The presence of a copy of the ECN field in the inner header of an IP
tunnel node packet provides an opportunity for detection of

unaut hori zed nodifications to the ECN field in the outer header
Conparison of the ECT fields in the inner and outer headers falls
into two categories for inplenentations that conformto this
docunent :

* |f the IP tunnel uses the full-functionality option, then the
not - ECT codepoi nt should be set in the outer header if and only
if it is also set in the inner header

* | f the tunnel uses the linted-functionality option, then the
not - ECT codepoi nt should be set in the outer header

Recei pt of a packet not satisfying the appropriate condition could be
a cause of concern
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Consi der the case of an | P tunnel where the tunnel ingress point has
not been updated to this docunment’s requirenments, while the tunne
egress point has been updated to support ECN. In this case, the IP
tunnel is not explicitly configured to support the full-functionality
ECN option. However, the tunnel ingress point is behaving identically
to a tunnel ingress point that supports the full-functionality
option. |If packets froman ECN capabl e connection use this tunnel
the ECT codepoint will be set in the outer header at the tunne

i ngress point. Congestion within the tunnel may then result in ECN
capabl e routers setting CE in the outer header. Because the tunne
has not been explicitly configured to support the full-functionality
option, the tunnel egress point expects the not-ECT codepoint to be
set in the outer header. Wen an ECN capabl e tunnel egress point
receives a packet with the ECT or CE codepoint in the outer header

in a tunnel that has not been configured to support the full-
functionality option, that packet should be processed, according to
whet her the CE codepoint was set, as follows. It is RECOMVENDED t hat
on a tunnel that has not been configured to support the full-
functionality option, packets should be dropped at the egress point
if the CE codepoint is set in the outer header but not in the inner
header, and shoul d be forwarded ot herw se.

An | P tunnel cannot provide protection agai nst erasure of congestion
i ndi cati ons based on changi ng the ECN codepoint from CE to ECT. The
erasure of congestion indications nmay inpact the network and ot her
flows in ways that would not be possible in the absence of ECN. It
is inportant to note that erasure of congestion indications can only
be performed to congestion indications placed by nodes within the
tunnel ; the copy of the ECN field in the inner header preserves
congestion notifications from nodes upstream of the tunnel ingress
(unl ess the inner header is also erased). |If erasure of congestion
notifications is judged to be a security risk that exceeds the
congestion managenent benefits of ECN, then tunnels could be
specified or configured to use the limted-functionality option

9.2. |Psec Tunnels

| Psec supports secure conmuni cati on over potentially insecure network
conmponents such as internediate routers. |Psec protocols support two
operating nodes, transport node and tunnel nobde, that span a w de
range of security requirenents and operating environnents. Transport
node security protocol header(s) are inserted between the IP (1Pv4 or
| Pv6) header and hi gher | ayer protocol headers (e.g., TCP), and hence
transport node can only be used for end-to-end security on a
connection. |Psec tunnel node is based on adding a new "outer" |IP
header that encapsulates the original, or "inner" |IP header and its
associ at ed packet. Tunnel node security headers are inserted between
these two | P headers. |n contrast to transport node, the new "outer"
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| P header and tunnel nbde security headers can be added and renoved
at internedi ate points along a connection, enabling security gateways
to secure vul nerabl e portions of a connection w thout requiring
endpoi nt participation in the security protocols. An inportant
aspect of tunnel node security is that in the original specification,
the outer header is discarded at tunnel egress, ensuring that
security threats based on nodifying the | P header do not propagate
beyond that tunnel endpoint. Further discussion of |IPsec can be
found in [ RFC2401].

The |1 Psec protocol as originally defined in [ESP, AH required that
the inner header’s ECN field not be changed by | Psec decapsul ati on
processing at a tunnel egress node; this would have rul ed out the
possibility of full-functionality node for ECN. At the sane tineg,
this would ensure that an adversary’'s nodifications to the ECN field
cannot be used to launch theft- or denial-of-service attacks across
an | Psec tunnel endpoint, as any such nodifications will be discarded
at the tunnel endpoint.

In principle, pernmitting the use of ECN functionality in the outer
header of an |IPsec tunnel raises security concerns because an
adversary could tanmper with the information that propagates beyond
the tunnel endpoint. Based on an analysis (included in Sections 18
and 19) of these concerns and the associated risks, our overal
approach has been to provide configuration support for |Psec changes
to renove the conflict with ECN

In particular, in tunnel node the I Psec tunnel MJST support the
limted-functionality option outlined in Section 9.1.1, and SHOULD
support the full-functionality option outlined in Section 9.1. 1.

Thi s nmakes permnission to use ECN functionality in the outer header of
an | Psec tunnel a configurable part of the corresponding | Psec
Security Association (SA), so that it can be disabled in situations
where the risks are judged to outwei gh the benefits. The result is
that an I Psec security adnministrator is presented with two
alternatives for the behavi or of ECN capabl e connections within an

| Psec tunnel, the linmted-functionality alternative and full-
functionality alternative described earlier

In addition, this document specifies how the endpoints of an |IPsec
tunnel could negotiate enabling ECN functionality in the outer
headers of that tunnel based on security policy. The ability to
negoti ate ECN usage between tunnel endpoints would enable a security
administrator to disable ECN in situations where she believes the
risks (e.g., of lost congestion notifications) outweigh the benefits
of ECN.
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The | Psec protocol, as defined in [ESP, AH, does not include the IP
header’s ECN field in any of its cryptographic calculations (in the
case of tunnel node, the outer |IP header’s ECN field is not

i ncluded). Hence nodification of the ECN field by a network node has
no effect on IPsec’s end-to-end security, because it cannot cause any
| Psec integrity check to fail. As a consequence, |Psec does not
provi de any defense against an adversary’s nodification of the ECN
field (i.e., a man-in-the-mddle attack), as the adversary’'s

nodi fication will also have no effect on |IPsec’s end-to-end security.
In sone environnments, the ability to nodify the ECN field w thout
affecting I Psec integrity checks may constitute a covert channel; if
it is necessary to elimnate such a channel or reduce its bandw dth
then the I Psec tunnel should be run in linmted-functionality node.

9.2.1. Negotiation between Tunnel Endpoints

This section describes the detail ed changes to enabl e usage of ECN
over | Psec tunnels, including the negotiation of ECN support between
tunnel endpoints. This is supported by three changes to | Psec:

* An optional Security Association Database (SAD) field indicating
whet her tunnel encapsul ation and decapsul ati on processing al |l ows
or forbids ECN usage in the outer |P header

* An optional Security Association Attribute that enables
negotiation of this SAD field between the two endpoints of an SA
that supports tunnel node.

* Changes to tunnel node encapsul ati on and decapsul ati on
processing to allow or forbid ECN usage in the outer |P header
based on the value of the SAD field. When ECN usage is all owed
in the outer |IP header, the ECT codepoint is set in the outer
header for ECN capabl e connections and congestion notifications
(i ndi cated by the CE codepoint) from such connections are
propagated to the inner header at tunnel egress.

If negotiation of ECN usage is inplenented, then the SAD field SHOULD
al so be inplenmented. On the other hand, negotiation of ECN usage is
OPTIONAL in all cases, even for inplenmentations that support the SAD
field. The encapsul ati on and decapsul ati on processi ng changes are
REQUI RED, but MAY be inpl enented without the other two changes by
assunming that ECN usage is always forbidden. The full-functionality
alternative for ECN usage over |Psec tunnels consists of the SAD
field and the full version of encapsul ation and decapsul ati on
processi ng changes, with or w thout the OPTI ONAL negoti ati on support.
The linmted-functionality alternative consists of a subset of the
encapsul ati on and decapsul ati on changes that al ways forbids ECN
usage.
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These changes are covered further in the follow ng three subsections.
9.2.1.1. ECN Tunnel Security Association Database Field
Ful | ECN functionality adds a new field to the SAD (see [ RFC2401]):
ECN Tunnel : all owed or forbidden.

I ndi cat es whet her ECN- capabl e connections using this SA in tunne
node are permitted to receive ECN congestion notifications for
congestion occurring within the tunnel. The allowed val ue enabl es
ECN congestion notifications. The forbidden val ue disables such
notifications, causing all congestion to be indicated via dropped
packets.

[ OPTIONAL. The value of this field SHOULD be assunmed to be
"forbidden" in inplenmentations that do not support it.]

If this attribute is inplenented, then the SA specification in a
Security Policy Database (SPD) entry MJST support a corresponding
attribute, and this SPD attribute MJST be covered by the SPD

adm nistrative interface (currently described in Section 4.4.1 of
[ RFC2401]).

9.2.1.2. ECN Tunnel Security Association Attribute

A new | Psec Security Association Attribute is defined to enable the
support for ECN congestion notifications based on the outer |P header
to be negotiated for IPsec tunnels (see [RFC2407]). This attribute
is OPTIONAL, although inplenentations that support it SHOULD al so
support the SAD field defined in Section 9.2.1.1.

Attribute Type

ECN Tunnel 10 Basi c

The I Psec SA Attribute value 10 has been allocated by 1ANA to

i ndi cate that the ECN Tunnel SA Attribute is being negotiated; the
type of this attribute is Basic (see Section 4.5 of [RFC2407]). The
O ass Values are used to conduct the negotiation. See [RFC2407,
RFC2408, RFC2409] for further information including encoding formats
and requirenments for negotiating this SA attribute.
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Cl ass Val ues
ECN Tunnel
Speci fies whether ECN functionality is allowed to be used with Tunnel

Encapsul ati on Mode. This affects tunnel encapsul ation and
decapsul ati on processing - see Section 9.2.1.3.

RESERVED 0
Al | oned 1
For bi dden 2

Val ues 3-61439 are reserved to | ANA, Val ues 61440- 65535 are for
private use

If unspecified, the default shall be assumed to be Forbi dden

ECN Tunnel is a new SA attribute, and hence initiators that use it
can expect to encounter responders that do not understand it, and
therefore reject proposals containing it. For backwards
conmpatibility with such inplementations initiators SHOULD al ways al so
i nclude a proposal w thout the ECN Tunnel attribute to enable such a
responder to select a transformor proposal that does not contain the
ECN Tunnel attribute. RFC 2407 currently requires responders to
reject all proposals if any proposal contains an unknown attri bute;
this requirenment is expected to be changed to require a responder not
to sel ect proposals or transforms contai ni ng unknown attri butes.

9.2.1.3. Changes to | Psec Tunnel Header Processing
For full ECN support, the encapsul ati on and decapsul ati on processing
for the IPv4 TOS field and the IPv6 Traffic Cass field are changed
fromthat specified in [RFC2401] to the foll ow ng:

<-- How Quter Hdr Relates to Inner Hdr -->

Quter Hdr at I nner Hdr at
| Pv4 Encapsul at or Decapsul at or
Header fields:  -------ommmmmoonon oo
DS Field copied frominner hdr (5) no change
ECN Field constructed (7) constructed (8)
| Pv6
Header fiel ds:
DS Field copied frominner hdr (6) no change
ECN Field constructed (7) constructed (8)
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(5)(6) If the packet will imediately enter a donmain for which the
DSCP val ue in the outer header is not appropriate, that val ue MJST
be mapped to an appropriate value for the domain [ RFC 2474]. Al so
see [ RFC 2475] for further information

(7) I'f the value of the ECN Tunnel field in the SAD entry for this
SAis "allowed" and the ECN field in the inner header is set to
any val ue other than CE, copy this ECN field to the outer header.
If the ECN field in the inner header is set to CE, then set the
ECN field in the outer header to ECT(0).

(8) If the value of the ECN tunnel field in the SAD entry for this
SAis "allowed" and the ECN field in the inner header is set to
ECT(0) or ECT(1) and the ECN field in the outer header is set to
CE, then copy the ECN field fromthe outer header to the inner
header. O herw se, nake no change to the ECN field in the inner
header .

(5) and (6) are identical to match usage in [ RFC2401], although
they are different in [ RFC2401].

The above description applies to inplenmentations that support the ECN
Tunnel field in the SAD, such inplenentations MJST inplenent this
processing i nstead of the processing of the IPv4 TCS octet and | Pv6
Traffic Cass octet defined in [RFC2401]. This constitutes the
full-functionality alternative for ECN usage with | Psec tunnels.

An inplenentation that does not support the ECN Tunnel field in the
SAD MUST i nmplenent this processing by assumng that the value of the
ECN Tunnel field of the SAD is "forbidden" for every SA. In this
case, the processing of the ECN field reduces to:

(7) Set the ECN field to not-ECT in the outer header.
(8) Make no change to the ECN field in the inner header.

This constitutes the limted functionality alternative for ECN usage
with | Psec tunnels.

For backwards conpatibility, packets with the CE codepoint set in the
out er header SHOULD be dropped if they arrive on an SA that is using
the limted-functionality option, or that is using the full-
functionality option with the not-ECN codepoint set in the inner
header .
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9.2.2. Changes to the ECN Field within an | Psec Tunnel

If the ECN Field is changed i nappropriately within an | Psec tunnel
and this change is detected at the tunnel egress, then the receipt of
a packet not satisfying the appropriate condition for its SAis an
audi tabl e event. An inplenentation MAY create audit records with
per-SA counts of incorrect packets over sone tinme period rather than
creating an audit record for each erroneous packet. Any such audit
record SHOULD contain the headers from at | east one erroneous packet,
but need not contain the headers from every packet represented by the
entry.

9.2.3. Comments for |Psec Support

Substantial conments were received on two areas of this docunent
during review by the I Psec working group. This section describes
these comments and expl ains why the proposed changes were not

i ncor por at ed.

The first comment indicated that per-node configuration is easier to
i mpl erent than per-SA configuration. After serious thought and
despite some initial encouragenent of per-node configuration, it no
| onger seens to be a good idea. The concern is that as ECN awareness
is progressively deployed in |IPsec, nmany ECN-aware | Psec

i mpl enentations will find thensel ves conmunicating with a nixture of

ECN-aware and ECN-unaware | Psec tunnel endpoints. In such an
envi ronnment w th per-node configuration, the only reasonable thing to
do is forbid ECN usage for all |Psec tunnels, which is not the

desired out cone.

In the second area, several reviewers noted that SA negotiation is
complex, and adding to it is non-trivial. One reviewer suggested
using | CVMP after tunnel setup as a possible alternative. The
addition to SA negotiation in this docunment is OPTIONAL and wil |
remain so; inplementers are free to ignore it. The authors believe
that the assurance it provides can be useful in a nunber of
situations. |In practice, if this is not inplenented, it can be

del eted at a subsequent stage in the standards process. Extending
| CVMP to negotiate ECN after tunnel setup is nore conplex than
extending SA attribute negotiation. Sonme tunnels do not permit
traffic to be addressed to the tunnel egress endpoint, hence the | CW
packet would have to be addressed to sonewhere el se, scanned for by
the egress endpoint, and discarded there or at its actua

destination. In addition, I1CVMP delivery is unreliable, and hence
there is a possibility of an | CMP packet being dropped, entailing the
i nvention of yet another ack/retransmt mechanism It seenms better

simply to specify an OPTIONAL extension to the existing SA
negoti ati on nechani sm
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| P packets encapsul ated in non-IP Packet Headers.

A different set of issues are raised, relative to ECN, when IP
packets are encapsulated in tunnels with non-1P packet headers. This
occurs with MPLS [ MPLS], GRE [GRE], L2TP [L2TP], and PPTP [ PPTP].

For these protocols, there is no conflict with ECN, it is just that
ECN cannot be used within the tunnel unless an ECN codepoi nt can be
specified for the header of the encapsulating protocol. Earlier work
considered a prelimnary proposal for incorporating ECN into MPLS,
and proposals for incorporating ECN into GRE, L2TP, or PPTP will be
consi dered as the need ari ses.

| ssues Rai sed by Monitoring and Policing Devices

One possibility is that nmonitoring and policing devices (or nore
informally, "penalty boxes") will be installed in the network to
nmoni t or whet her best-effort flows are appropriately responding to
congestion, and to preferentially drop packets fromfl ows determ ned
not to be using adequate end-to-end congestion control procedures.

We recommend that any "penalty box" that detects a flow or an
aggregate of flows that is not responding to end-to-end congestion
control first change from marking to dropping packets fromthat flow,
before taking any additional action to restrict the bandw dth
available to that flow. Thus, initially, the router may drop packets
in which the router would otherwi se woul d have set the CE codepoint.
This could include dropping those arriving packets for that flow that
are ECN- Capable and that already have the CE codepoint set. In this
way, any congestion indications seen by that router for that flow
will be guaranteed to al so be seen by the end nodes, even in the
presence of nmalicious or broken routers el sewhere in the path. [If we
assume that the first action taken at any "penalty box" for an ECN
capable flow will be to drop packets instead of marking them then
there is no way that an adversary that subverts ECN based end-to-end
congestion control can cause a flowto be characterized as being

non- cooperative and placed into a nore severe action within the
"penal ty box".

The nmonitoring and policing devices that are actually depl oyed coul d
fall short of the ‘ideal’ nonitoring device described above, in that
the monitoring is applied not to a single flow, but to an aggregate
of flows (e.g., those sharing a single IPsec tunnel). |In this case,
the switch fromnmarking to dropping would apply to all of the flows
in that aggregate, denying the benefits of ECNto the other flows in
the aggregate also. At the highest |evel of aggregation, another
form of the disabling of ECN happens even in the absence of

Ramakri shnan, et al. St andards Track [ Page 36]



RFC 3168 The Addition of ECNto IP Sept ember 2001

11.

11.

11.

nmoni toring and policing devices, when ECN Capabl e RED queues switch
from marking to dropping packets as an indication of congestion when
t he average queue size has exceeded sone threshol d.

Eval uations of ECN
1. Related Wrk Eval uati ng ECN

This section discusses sonme of the related work eval uating the use of
ECN. The ECN Web Page [ECN] has pointers to other papers, as well as
to i nmpl enentations of ECN

[ Fl oyd94] considers the advantages and drawbacks of adding ECN to the
TCP/ I P architecture. As shown in the simulation-based conparisons
one advantage of ECN is to avoid unnecessary packet drops for short
or del ay-sensitive TCP connections. A second advantage of ECNis in
avoi di ng some unnecessary retransnmt timeouts in TCP. This paper

di scusses in detail the integration of ECN into TCP s congestion
control nechani sms. The possi bl e di sadvant ages of ECN discussed in
the paper are that a non-conpliant TCP connection could falsely
advertise itself as ECN-capable, and that a TCP ACK packet carrying
an ECN- Echo nessage could itself be dropped in the network. The
first of these two issues is discussed in the appendix of this
docunent, and the second is addressed by the addition of the CAR fl ag
in the TCP header.

Experi mental eval uations of ECN include [RFC2884, K98]. The
concl usi ons of [K98] and [ RFC2884] are that ECN TCP gets noderately
better throughput than non-ECN TCP; that ECN TCP flows are fair
towar ds non-ECN TCP flows; and that ECN TCP i s robust wth two-way
traffic (with congestion in both directions) and with nultiple
congest ed gateways. Experinents with nany short web transfers show
that, while nost of the short connections have sinilar transfer tines
with or without ECN, a small percentage of the short connections have
very long transfer tines for the non- ECN experinments as conpared to

t he ECN experinents.

2. A Discussion of the ECN nonce.

The use of two ECT codepoints, ECT(0) and ECT(1), can provide a one-
bit ECN nonce in packet headers [SCWA99]. The prinmary notivation for
this is the desire to allow nechanisns for the data sender to verify
that network elenents are not erasing the CE codepoint, and that data
receivers are properly reporting to the sender the receipt of packets
with the CE codepoint set, as required by the transport protocol

This section discusses issues of backwards conpatibility with | P ECN
i npl ementations in routers conformant with RFC 2481, in which only
one ECT codepoint was defined. W do not believe that the
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i ncrenental depl oynent of ECN i npl ementations that understand the
ECT(1) codepoint will cause significant operational problens. This
is particularly likely to be the case when the depl oynent of the
ECT(1) codepoint begins with routers, before the ECT(1) codepoi nt
starts to be used by end-nodes.

2.1. The Increnmental Deploynment of ECT(1l) in Routers.

ECN has been an Experinmental standard since January 1999, and there
are already inplenentations of ECNin routers that do not understand
the ECT(1) codepoint. Wen the use of the ECT(1l) codepoint is
standardi zed for TCP or for other transport protocols, this could
mean that a data sender is using the ECT(1l) codepoint, but that this
codepoint is not understood by a congested router on the path.

If allowed by the transport protocol, a data sender would be free not
to make use of ECT(1) at all, and to send all ECN capabl e packets
with the codepoint ECT(0). However, if an ECN- capabl e sender is
using ECT(1), and the congested router on the path did not understand
the ECT(1) codepoint, then the router would end up marking sone of
the ECT(0) packets, and dropping sone of the ECT(1) packets, as

i ndi cati ons of congestion. Since TCP is required to react to both
mar ked and dropped packets, this behavior of dropping packets that
coul d have been marked poses no significant threat to the network,
and is consistent with the overall approach to ECN that allows
routers to deternine when and whether to mark packets as they see fit
(see Section 5).

Summary of changes required in IP and TCP

This docunent specified two bits in the |IP header to be used for ECN
The not - ECT codepoi nt indicates that the transport protocol will
ignore the CE codepoint. This is the default value for the ECN
codepoi nt. The ECT codepoints indicate that the transport protoco
iswlling and able to participate in ECN

The router sets the CE codepoint to indicate congestion to the end
nodes. The CE codepoint in a packet header MJUST NOT be reset by a
router.

TCP requires three changes for ECN, a setup phase and two new fl ags
in the TCP header. The ECN-Echo flag is used by the data receiver to
informthe data sender of a received CE packet. The Congestion

W ndow Reduced (CWR) flag is used by the data sender to informthe
data receiver that the congestion wi ndow has been reduced.
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When ECN (Explicit Congestion Notification) is used, it is required
that congestion indications generated within an | P tunnel not be | ost
at the tunnel egress. W specified a mnor nodification to the IP
protocol’s handling of the ECN field during encapsul ati on and de-
capsulation to allow flows that will undergo IP tunneling to use ECN

Two options for ECN in tunnels were specified:

1) Alinmted-functionality option that does not use ECN inside the IP
tunnel, by setting the ECN field in the outer header to not-ECT, and
not altering the inner header at the tine of decapsul ation

2) The full-functionality option, which sets the ECN field in the
outer header to either not-ECT or to one of the ECT codepoints,
depending on the ECN field in the inner header. At decapsulation, if
the CE codepoint is set in the outer header, and the inner header is
set to one of the ECT codepoints, then the CE codepoint is copied to
t he i nner header.

For | Psec tunnels, this docunent also defines an optional |Psec
Security Association (SA) attribute that enabl es negotiation of ECN
usage within IPsec tunnels and an optional field in the Security
Associ ati on Dat abase to indicate whether ECNis permtted in tunne
node on a SA. The required changes to I Psec tunnels for ECN usage
nmodi fy RFC 2401 [ RFC2401], which defines the | Psec architecture and
specifies sone aspects of its inplenentation. The new | Psec SA
attribute is in addition to those already defined in Section 4.5 of
[ RFC2407] .

Thi s docunent obsol etes RFC 2481, "A Proposal to add Explicit
Congestion Notification (ECN) to IP", which defined ECN as an
Experimental Protocol for the Internet Community. The rest of this
section describes the relationship between this docunment and its

pr edecessor.

RFC 2481 included a brief discussion of the use of ECN with
encapsul at ed packets, and noted that for the | Psec specifications at
the tine (January 1999), flows could not safely use ECNif they were
to traverse | Psec tunnels. RFC 2481 al so described the changes that
could be nade to I Psec tunnel specifications to nmade them conpati bl e
with ECN.

Thi s docunent al so incorporates work that was done after RFC 2481
First was to describe the changes to IPsec tunnels in detail, and
extensively discuss the security inplications of ECN (now i ncluded as
Sections 18 and 19 of this docunment). Second was to extend the

di scussion of IPsec tunnels to include all IP tunnels. Because ol der
I P tunnels are not conpatible with a flow s use of ECN, the
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depl oynent of ECN in the Internet will create strong pressure for
older IP tunnels to be updated to an ECN conpati bl e version, using
either the limted-functionality or the full-functionality option

Thi s docunent does not address the issue of including ECNin non-1P
tunnel s such as MPLS, GRE, L2TP, or PPTP. An earlier prelimnary
docunent about addi ng ECN support to MPLS was not advanced.

A third new piece of work after RFC2481 was to descri be the ECN
procedure with retransmtted data packets, that an ECT codepoi nt
shoul d not be set on retransnmtted data packets. The notivation for
this additional specification is to elimnate a possible avenue for
deni al -of -service attacks on an existing TCP connection. Sone prior
depl oynents of ECN capable TCP night not conformto the (new)

requi renent not to set an ECT codepoint on retransnitted packets; we
do not believe this will cause significant problens in practice.

This docunent al so expands slightly on the specification of the use

of SYN packets for the negotiation of ECN. Wile sone prior

depl oynents of ECN capable TCP nmight not conformto the requirenments
specified in this docunent, we do not believe that this will lead to
any performance or conpatibility problenms for TCP connections with a
conmbi nation of TCP inplenentations at the endpoints.

This docunent al so includes the specification of the ECT(1)
codepoi nt, which nay be used by TCP as part of the inplenentation of
an ECN nonce.

Concl usi ons

G ven the current effort to inplenent AQM we believe this is the
right time to depl oy congestion avoi dance mechani snms that do not
depend on packet drops alone. Wth the increased depl oynent of
applications and transports sensitive to the delay and | oss of a
singl e packet (e.g., realtine traffic, short web transfers),
dependi ng on packet loss as a nornal congestion notification
mechani sm appears to be insufficient (or at the very |east, non-
optimal).

We exani ned the consequence of nodifications of the ECN field within
the network, analyzing all the opportunities for an adversary to
change the ECN field. |In nany cases, the change to the ECN field is
no worse than dropping a packet. However, we noted that sone changes
have the nore serious consequence of subverting end-to-end congestion
control. However, we point out that even then the potential danmage
islimted, and is simlar to the threat posed by end-systens
intentionally failing to cooperate with end-to-end congestion

control
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Security Considerations

Security considerations have been discussed in Sections 7, 8, 18, and
19.

| Pv4 Header Checksum Recal cul ati on

| Pv4 header checksumrecal culation is an issue with sone hi gh-end
router architectures using an output-buffered switch, since nost if
not all of the header manipulation is perforned on the input side of
the switch, while the ECN decision would need to be made local to the
out put buffer. This is not an issue for IPv6, since there is no | Pv6
header checksum The IPv4 TOS octet is the last byte of a 16-bit
hal f -word

RFC 1141 [RFC1141] discusses the increnmental updating of the |IPv4
checksum after the TTL field is decrenmented. The increnental
updati ng of the |IPv4 checksum after the CE codepoint was set would
work as follows: Let HC be the original header checksum for an ECT(0)
packet, and let HC be the new header checksum after the CE bit has
been set. That is, the ECN field has changed from’' 10" to ' 171’

Then for header checksuns cal culated with one’s conpl enent
subtraction, HC would be recal cul ated as foll ows:

HC ={ HC- 1 HC > 1
{ 0x0000 HC = 1

For header checksuns cal cul ated on two's conpl enent nachi nes, HC
woul d be recalculated as follows after the CE bit was set:

HC ={ HC- 1 HC
{ OXFFFE HC

v

0
0

A simlar incremental updating of the |IPv4 checksum can be carried
out when the ECN field is changed from ECT(1) to CE, that is, from’
01' to '11°

Possi bl e Changes to the ECN Field in the Network

This section discusses in detail possible changes to the ECN field in
the network, such as falsely reporting congestion, disabling ECN
Capability for an individual packet, erasing the ECN congestion

i ndication, or falsely indicating ECN Capability.
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18.1. Possible Changes to the | P Header
18.1.1. Erasing the Congestion Indication

First, we consider the changes that a router could nmake that woul d
result in effectively erasing the congestion indication after it had
been set by a router upstream The convention followed is: ECN
codepoi nt of received packet -> ECN codepoi nt of packet transmtted.

Repl aci ng the CE codepoint with the ECT(0) or ECT(1l) codepoint
effectively erases the congestion indication. However, with the use
of two ECT codepoints, a router erasing the CE codepoint has no way
to know whet her the original ECT codepoint was ECT(0) or ECT(1).
Thus, it is possible for the transport protocol to depl oy nechani sns
to detect such erasures of the CE codepoint.

The consequence of the erasure of the CE codepoint for the upstream
router is that there is a potential for congestion to build for a
ti me, because the congestion indication does not reach the source.
However, the packet would be received and acknow edged.

The potential effect of erasing the congestion indication is conplex,
and is discussed in depth in Section 19 below. Note that the effect
of erasing the congestion indication is different fromdropping a
packet in the network. Wen a data packet is dropped, the drop is
detected by the TCP sender, and interpreted as an indication of
congestion. Sinmlarly, if a sufficient nunber of consecutive

acknow edgenment packets are dropped, causing the cunul ative

acknow edgenent field not to be advanced at the sender, the sender is
limted by the congestion wi ndow from sendi ng additional packets, and
ultimately the retransmt tiner expires

In contrast, a systematic erasure of the CE bit by a downstream
router can have the effect of causing a queue buildup at an upstream
router, including the possible |oss of packets due to buffer
overflow. There is a potential of unfairness in that another flow
that goes through the congested router could react to the CE bit set
while the flow that has the CE bit erased could see better
performance. The linmitations on this potential unfairness are

di scussed in nore detail in Section 19 bel ow

The | ast of the three changes is to replace the CE codepoint with the
not - ECT codepoint, thus erasing the congestion indication and
di sabling ECN- Capability at the sane tine.

The ‘erasure’ of the congestion indication is only effective if the

packet does not end up being marked or dropped again by a downstream
router. |f the CE codepoint is replaced by an ECT codepoint, the
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packet remai ns ECN- Capabl e, and could be either marked or dropped by
a downstreamrouter as an indication of congestion. |If the CE
codepoint is replaced by the not-ECT codepoint, the packet is no

| onger ECN-capabl e, and can therefore be dropped but not narked by a
downstream router as an indication of congestion

1.2. Falsely Reporting Congestion

This change is to set the CE codepoi nt when an ECT codepoi nt was

al ready set, even though there was no congestion. This change does
not affect the treatnent of that packet along the rest of the path.
In particular, a router does not exam ne the CE codepoint in deciding
whether to drop or nark an arriving packet.

However, this could result in the application unnecessarily invoking
end-to-end congestion control, and reducing its arrival rate. By
itself, this is no worse (for the application or for the network)
than if the tanpering router had actually dropped the packet.

1.3. Disabling ECN Capability

This change is to turn off the ECT codepoint of a packet. This neans
that if the packet |ater encounters congestion (e.g., by arriving to
a RED queue with a noderate average queue size), it will be dropped

i nstead of being marked. By itself, this is no worse (for the
application) than if the tanpering router had actually dropped the
packet. The saving grace in this particular case is that there is no
congested router upstream expecting a reaction fromsetting the CE
bit.

1.4. Falsely Indicating ECN-Capability

This change would incorrectly | abel a packet as ECN Capable. The
packet may have been sent either by an ECN Capabl e transport or a
transport that is not ECN Capable.

If the packet |ater encounters noderate congestion at an ECN- Capabl e
router, the router could set the CE codepoint instead of dropping the
packet. |If the transport protocol in fact is not ECN Capabl e, then
the transport will never receive this indication of congestion, and
will not reduce its sending rate in response. The potenti al
consequences of falsely indicating ECN-capability are di scussed
further in Section 19 bel ow

If the packet never |ater encounters congestion at an ECN Capabl e
router, then the first of these two changes woul d have no effect,
other than possibly interfering with the use of the ECN nonce by the
transport protocol. The |last change, however, would have the effect
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of giving false reports of congestion to a nonitoring device al ong
the path. |If the transport protocol is ECN Capable, then this change
could al so have an effect at the transport |evel, by conbining
falsely indicating ECN-Capability with falsely reporting congestion.
For an ECN-capable transport, this would cause the transport to
unnecessarily react to congestion. In this particular case, the
router that is incorrectly changing the ECN field could have dropped
the packet. Thus for this case of an ECN-capabl e transport, the
consequence of this change to the ECN field is no worse than dropping
t he packet.

2. Information carried in the Transport Header

For TCP, an ECN- capable TCP receiver informs its TCP peer that it is
ECN- capabl e at the TCP level, conveying this information in the TCP
header at the time the connection is setup. This docunent does not
consi der potential dangers introduced by changes in the transport
header within the network. W note that when I Psec is used, the
transport header is protected both in tunnel and transport nodes
[ESP, AH.

Anot her issue concerns TCP packets with a spoofed |IP source address
carrying invalid ECN information in the transport header. For
conpl et eness, we exani ne here sone possible ways that a node spoofing
the I P source address of another node could use the two ECN flags in
the TCP header to | aunch a denial -of-service attack. However, these
attacks would require an ability for the attacker to use valid TCP
sequence nunmbers, and any attacker with this ability and with the
ability to spoof |IP source addresses could damage the TCP connection
wi t hout using the ECN flags. Therefore, ECN does not add any new

vul nerabilities in this respect.

An acknow edgenent packet with a spoofed |IP source address of the TCP
data receiver could include the ECE bit set. |If accepted by the TCP
data sender as a valid packet, this spoofed acknow edgenent packet
could result in the TCP data sender unnecessarily halving its
congestion wi ndow. However, to be accepted by the data sender, such
a spoofed acknow edgenent packet woul d have to have the correct 32-
bit sequence nunber as well as a valid acknow edgenent nunber. An
attacker that could successfully send such a spoofed acknow edgenent
packet could al so send a spoofed RST packet, or do other equally
damagi ng operations to the TCP connecti on.

Packets with a spoofed I P source address of the TCP data sender could
include the CAR bit set. Again, to be accepted, such a packet would
have to have a valid sequence nunber. |In addition, such a spoofed
packet would have a limted performance inpact. Spoofing a data
packet with the CWR bit set could result in the TCP data receiver
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sendi ng fewer ECE packets than it would otherwise, if the data
recei ver was sendi ng ECE packets when it received the spoofed CWR
packet .

3. Split Paths

In sone cases, a nalicious or broken router m ght have access to only
a subset of the packets froma flow The question is as follows:

can this router, by altering the ECN field in this subset of the
packets, do nore damage to that flowthan if it had sinply dropped
that set of packets?

W will classify the packets in the flow as A packets and B packets,
and assune that the adversary only has access to A packets. Assume
that the adversary is subverting end-to-end congestion control along
the path traveled by A packets only, by either falsely indicating
ECN- Capabil ity upstream of the point where congestion occurs, or
erasi ng the congestion indication downstream Consider also that
there exists a nonitoring device that sees both the A and B packets,
and wi Il "punish" both the A and B packets if the total flowis
determi ned not to be properly responding to indications of
congestion. Another key characteristic that we believe is likely to
be true is that the nonitoring device, before ‘punishing the A&B
flow, will first drop packets instead of setting the CE codepoint,
and will drop arriving packets of that flow that already have the CE

codepoint set. |If the end nodes are in fact using end-to-end
congestion control, they will see all of the indications of
congestion seen by the nmonitoring device, and will begin to respond

to these indications of congestion. Thus, the nmonitoring device is
successful in providing the indications to the flow at an early
st age.

It is true that the adversary that has access only to the A packets
m ght, by subverting ECN based congestion control, be able to deny
the benefits of ECN to the other packets in the A& aggregate. Wile
this is unfortunate, this is not a reason to disable ECN

A variant of falsely reporting congestion occurs when there are two
adversaries along a path, where the first adversary falsely reports
congestion, and the second adversary ‘erases’ those reports. (Unlike
packet drops, ECN congestion reports can be ‘reversed’ later in the
network by a malicious or broken router. However, the use of the ECN
nonce could help the transport to detect this behavior.) Wile this
woul d be transparent to the end node, it is possible that a

noni toring device between the first and second adversaries would see
the fal se indications of congestion. Keep in nmind our recomendation
in this docunent, that before ‘punishing’ a flow for not responding
appropriately to congestion, the router will first switch to dropping
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rat her than marking as an indication of congestion, for that flow.
When this includes dropping arriving packets fromthat flow that have
the CE codepoint set, this ensures that these indications of
congestion are being seen by the end nodes. Thus, there is no
additional harmthat we are able to postulate as a result of nultiple
conflicting adversari es.

I mplications of Subverting End-to-End Congestion Contro

This section focuses on the potential repercussions of subverting
end-to-end congestion control by either falsely indicating ECN
Capability, or by erasing the congestion indication in ECN (the CE
codepoint). Subverting end-to-end congestion control by either of

t hese two net hods can have consequences both for the application and
for the network. W discuss these separately bel ow

The first nmethod to subvert end-to-end congestion control, that of
falsely indicating ECN-Capability, effectively subverts end-to-end
congestion control only if the packet |ater encounters congestion
that results in the setting of the CE codepoint. |In this case, the
transport protocol (which may not be ECN-capabl e) does not receive
the indication of congestion fromthese downstream congested routers.

The second nethod to subvert end-to-end congestion control, ‘erasing
the CE codepoint in a packet, effectively subverts end-to-end
congestion control only when the CE codepoint in the packet was set
earlier by a congested router. |In this case, the transport protoco
does not receive the indication of congestion fromthe upstream
congested routers.

Ei ther of these two nmethods of subverting end-to-end congestion
control can potentially introduce nore danage to the network (and
possibly to the flowitself) than if the adversary had sinply dropped
packets fromthat flow However, as we discuss later in this section
and in Section 7, this potential damage is |imted.

1. Inplications for the Network and for Conpeting Fl ows

The CE codepoint of the ECN field is only used by routers as an

i ndi cati on of congestion during periods of *nobderate* congestion

ECN- capabl e routers should drop rather than mark packets during heavy
congestion even if the router’s queue is not yet full. For exanple,
for routers using active queue managenent based on RED, the router
shoul d drop rather than mark packets that arrive while the average
gueue si zes exceed the RED queue’ s maxi mum t hreshol d.
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One consequence for the network of subverting end-to-end congestion
control is that flows that do not receive the congestion indications
fromthe network might increase their sending rate until they drive
the network into heavier congestion. Then, the congested router
could begin to drop rather than mark arriving packets. For flows
that are not isolated by sone form of per-flow scheduling or other
per-fl ow mechani snms, but are instead aggregated with other flows in a
single queue in an undifferentiated fashion, this packet-dropping at
the congested router would apply to all flows that share that queue.
Thus, the consequences would be to increase the | evel of congestion
in the network.

In sone cases, the increase in the level of congestion will lead to a
substantial buffer buildup at the congested queue that will be
sufficient to drive the congested queue fromthe packet-marking to

t he packet-dropping regine. This transition could occur either
because of buffer overflow, or because of the active queue nmanagenent
policy described above that drops packets when the average queue is
above RED s naxi mumthreshold. At this point, all flows, including
the subverted flow, will begin to see packet drops instead of packet
mar ks, and a malicious or broken router will no longer be able to '
erase’ these indications of congestion in the network. |If the end
nodes are depl oyi ng appropriate end-to-end congestion control, then
the subverted flowwill reduce its arrival rate in response to
congestion. Wien the |evel of congestion is sufficiently reduced,

t he congested queue can return fromthe packet-dropping reginme to the
packet -marki ng regi ne. The steady-state pattern could be one of the
congested queue oscillating between these two regines.

In other cases, the consequences of subverting end-to-end congestion
control will not be severe enough to drive the congested link into
sufficiently-heavy congestion that packets are dropped instead of
being marked. In this case, the inplications for conpeting flows in
the network will be a slightly-increased rate of packet marking or
droppi ng, and a correspondi ng decrease in the bandw dth available to
those flows. This can be a stable state if the arrival rate of the
subverted flowis sufficiently small, relative to the Iink bandwi dth,
that the average queue size at the congested router renai ns under
control. In particular, the subverted flow could have a linmted
bandwi dth demand on the link at this router, while still getting nore
than its "fair" share of the link. This limted demand coul d be due
toalimted demand fromthe data source; a lintation fromthe TCP
adverti sed wi ndow, a | ower-bandw dth access pipe; or other factors.
Thus the subversion of ECN based congestion control can still lead to
unf ai rness, which we believe is appropriate to note here.
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The threat to the network posed by the subversi on of ECN based
congestion control in the network is essentially the sane as the
threat posed by an end-systemthat intentionally fails to cooperate
wi th end-to-end congestion control. The depl oynent of nechanisns in
routers to address this threat is an open research question, and is
di scussed further in Section 10.

Let us take the exanple described in Section 18.1.1, where the CE
codepoi nt that was set in a packet is erased: {'11" ->'10" or '11
->'01"}. The consequence for the congested upstreamrouter that set
the CE codepoint is that this congestion indication does not reach
the end nodes for that flow The source (even one which is conpletely
cooperative and not nalicious) is thus allowed to continue to
increase its sending rate (if it is a TCP flow, by increasing its
congestion window). The flow potentially achieves better throughput
than the other flows that also share the congested router, especially
if there are no policing nechanisns or per-flow queui ng mechani snms at
that router. Consider the behavior of the other flows, especially if
they are cooperative: that is, the flows that do not experience
subverted end-to-end congestion control. They are likely to reduce
their load (e.qg., by reducing their w ndow size) on the congested
router, thus benefiting our subverted flow This results in
unfairness. As we discussed above, this unfairness could either be
transi ent (because the congested queue is driven into the packet-
mar ki ng regine), oscillatory (because the congested queue oscill ates
bet ween t he packet narking and the packet dropping regine), or nore
noderate but a persistent stable state (because the congested queue
is never driven to the packet dropping regine).

The results would be simlar if the subverted flow was intentionally
avoi di ng end-to-end congestion control. One difference is that a
flowthat is intentionally avoiding end-to-end congestion control at
the end nodes can avoid end-to-end congestion control even when the
congested queue is in packet-dropping node, by refusing to reduce its
sending rate in response to packet drops in the network. Thus the
probl ens for the network fromthe subversion of ECN based congestion
control are less severe than the problens caused by the intentiona
avoi dance of end-to-end congestion control in the end nodes. It is
al so the case that it is considerably nore difficult to control the
behavi or of the end nodes than it is to control the behavior of the
infrastructure itself. This is not to say that the problens for the
networ k posed by the network’s subversi on of ECN based congestion
control are snall; just that they are dwarfed by the problens for the
net work posed by the subversion of either ECN based or other
currently known packet-based congestion control mnechani snms by the end
nodes.
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19.2. Inplications for the Subverted Fl ow

Wien a source indicates that it is ECN-capable, there is an
expectation that the routers in the network that are capabl e of
participating in ECN will use the CE codepoint for indication of
congestion. There is the potential benefit of using ECN in reducing
t he amount of packet loss (in addition to the reduced queui ng del ays
because of active queue managenent policies). Wen the packet flows
through an | Psec tunnel where the nodes that the tunnel ed packets
traverse are untrusted in some way, the expectation is that |Psec
will protect the flow from subversion that results in undesirable
consequences.

In many cases, a subverted flow will benefit fromthe subversion of
end-to-end congestion control for that flow in the network, by

recei ving nore bandwi dth than it would have otherw se, relative to
competing non-subverted flows. |[|f the congested queue reaches the
packet - dr oppi ng stage, then the subversion of end-to-end congestion
control might or might not be of overall benefit to the subverted
flow, depending on that flow s relative tradeoffs between throughput,
| oss, and del ay.

One form of subverting end-to-end congestion control is to falsely

i ndi cate ECN-capability by setting the ECT codepoint. This has the
consequence of downstream congested routers setting the CE codepoint
in vain. However, as described in Section 9.1.2, if an ECT codepoi nt
is changed in an IP tunnel, this can be detected at the egress point
of the tunnel, as long as the inner header was not changed within the
t unnel

The second form of subverting end-to-end congestion control is to

erase the congestion indication by erasing the CE codepoint. 1In this
case, it is the upstream congested routers that set the CE codepoint
in vain.

If an ECT codepoint is erased within an IP tunnel, then this can be
detected at the egress point of the tunnel, as long as the inner

header was not changed within the tunnel. |If the CE codepoint is set
upstream of the I P tunnel, then any erasure of the outer header’'s CE
codepoint within the tunnel will have no effect because the inner

header preserves the set value of the CE codepoint. However, if the
CE codepoint is set within the tunnel, and erased either within or
downstream of the tunnel, this is not necessarily detected at the
egress point of the tunnel

Wth this subversion of end-to-end congestion control, an end-system

transport does not respond to the congestion indication. Along with
the increased unfairness for the non-subverted flows described in the
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previ ous section, the congested router’s queue could continue to
build, resulting in packet |loss at the congested router - which is a
means for indicating congestion to the transport in any case. |In the
interim the flow nmight experience higher queuing del ays, possibly
along with an increased bandwidth rel ative to other non-subverted
flows. But transports do not inherently nake assunptions of

consi stently experiencing carefully managed queuing in the path. W
believe that these forms of subverting end-to-end congestion contro
are no worse for the subverted flow than if the adversary had sinply
dropped the packets of that flow itself.

3.  Non- ECN- Based Met hods of Subverting End-to-end Congestion Contro

W have shown that, in nmany cases, a nalicious or broken router that
is able to change the bits in the ECN field can do no nore damage
than if it had sinply dropped the packet in question. However, this
is not true in all cases, in particular in the cases where the broken
router subverted end-to-end congestion control by either falsely

i ndi cating ECN-Capability or by erasing the ECN congestion indication
(in the CE codepoint). While there are many ways that a router can
harm a fl ow by droppi ng packets, a router cannot subvert end-to-end
congestion control by dropping packets. As an exanple, a router
cannot subvert TCP congestion control by dropping data packets,
acknow edgenent packets, or control packets.

Even though packet-droppi ng cannot be used to subvert end-to-end
congestion control, there *are* non- ECNbased nethods for subverting
end-to-end congestion control that a broken or malicious router could
use. For exanple, a broken router could duplicate data packets, thus
effectively negating the effects of end-to-end congestion contro

al ong sone portion of the path. (For a router that duplicated
packets within an |IPsec tunnel, the security adm nistrator can cause
the duplicate packets to be discarded by configuring anti-replay
protection for the tunnel.) This duplication of packets within the
networ k woul d have simlar inplications for the network and for the
subverted fl ow as those described in Sections 18.1.1 and 18.1.4
above.

The Mbdtivation for the ECT Codepoints.
1. The Modtivation for an ECT Codepoi nt.

The need for an ECT codepoint is notivated by the fact that ECN will
be depl oyed increnentally in an Internet where sone transport
protocol s and routers understand ECN and sone do not. Wth an ECT
codepoint, the router can drop packets fromflows that are not ECN
capabl e, but can *instead* set the CE codepoint in packets that *are*
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ECN- capabl e. Because an ECT codepoint allows an end node to have the
CE codepoint set in a packet *instead* of having the packet dropped,
an end node mi ght have sone incentive to deploy ECN

If there was no ECT codepoint, then the router would have to set the
CE codepoint for packets from both ECN capabl e and non- ECN- capabl e
flows. In this case, there would be no incentive for end-nodes to
depl oy ECN, and no viable path of increnental depl oynent froma non-
ECN world to an ECN-capable world. Consider the first stages of such
an increnmental deploynment, where a subset of the flows are ECN\
capable. At the onset of congestion, when the packet
droppi ng/ marking rate would be I ow, routers would only set CE
codepoi nts, rather than droppi ng packets. However, only those flows
that are ECN capabl e woul d understand and respond to CE packets. The
result is that the ECN-capable flows woul d back off, and the non-
ECN- capabl e fl ows woul d be unaware of the ECN signals and woul d
continue to open their congestion w ndows.

In this case, there are two possible outcones: (1) the ECN capable
flows back off, the non-ECN-capable flows get all of the bandw dth
and congestion remains mld, or (2) the ECN-capable fl ows back off,

t he non- ECN-capabl e fl ows don’t, and congestion increases until the
router transitions fromsetting the CE codepoint to dropping packets.
Wil e this second outcone evens out the fairness, the ECN capabl e
flows would still receive little benefit from bei ng ECN-capabl e,
because the increased congestion would drive the router to packet-

dr oppi ng behavi or.

A flow that advertised itself as ECN Capabl e but does not respond to
CE codepoints is functionally equivalent to a flow that turns off
congestion control, as discussed earlier in this docunent.

Thus, in a world when a subset of the flows are ECN capable, but
where ECN- capabl e fl ows have no nmechani smfor indicating that fact to
the routers, there would be less effective and |l ess fair congestion
control in the Internet, resulting in a strong incentive for end
nodes not to depl oy ECN

2. The Mdtivation for two ECT Codepoints.

The primary notivation for the two ECT codepoints is to provide a
one-bit ECN nonce. The ECN nonce all ows the devel opnent of
mechani snms for the sender to probabilistically verify that network
el ements are not erasing the CE codepoint, and that data receivers
are properly reporting to the sender the recei pt of packets with the
CE codepoi nt set.
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Anot her possibility for senders to detect m sbehaving network

el ements or receivers would be for the data sender to occasionally
send a data packet with the CE codepoint set, to see if the receiver
reports receiving the CE codepoint. O course, if these packets
encount ered congestion in the network, the router m ght nake no
change in the packets, because the CE codepoi nt would al ready be set.
Thus, for packets sent with the CE codepoint set, the TCP end-nodes
could not deternine if some router intended to set the CE codepoint
in these packets. For this reason, sending packets with the CE
codepoi nt woul d have to be done sparingly, and would be a | ess

ef fecti ve check agai nst m sbehaving network el enents and receivers

t han woul d be the ECN nonce.

The assignnment of the fourth ECN codepoint to ECT(1) precludes the
use of this codepoint for sone other purposes. For clarity, we
briefly Iist other possible purposes here.

One possibility mght have been for the data sender to use the fourth
ECN codepoint to indicate an alternate semantics for ECN. However,
this seens to us nore appropriate to be signaled using a
differentiated services codepoint in the DS field.

A second possible use for the fourth ECN codepoi nt woul d have been to
give the router two separate codepoints for the indication of
congestion, CE(0) and CE(1), for nild and severe congestion
respectively. While this could be useful in sone cases, this
certainly does not seema conpelling requirenment at this point. |If
there was judged to be a conpelling need for this, the conplications
of increnental deploynment would nost |ikely necessitate nore that
just one codepoint for this function

A third use that has been informally proposed for the ECN codepoi nt
is for use in some forms of nulticast congestion control, based on
randoni zed procedures for duplicating marked packets at routers.

Some proposed nul ticast packet duplication procedures are based on a
new ECN codepoint that (1) conveys the fact that congestion occurred
upstream of the duplication point that nmarked the packet with this
codepoi nt and (2) can detect congestion downstream of that
duplication point. ECT(1l) can serve this purpose because it is both
distinct fromECT(0) and is replaced by CE when ECN mar ki ng occurs in
response to congestion or incipient congestion. Explanation of how
this enhanced version of ECN would be used by nulticast congestion
control is beyond the scope of this docunent, as are ECN- aware

mul ticast packet duplication procedures and the processing of the ECN
field at nmulticast receivers in all cases (i.e., irrespective of the
mul ti cast packet duplication procedure(s) used).
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The specification of IP tunnel nodifications for ECN in this docunent
assunes that the only change made to the outer | P header’s ECN field
bet ween tunnel endpoints is to set the CE codepoint to indicate
congestion. This is not consistent with sone of the proposed uses of
ECT(1) by the multicast duplication procedures in the previous

par agr aph, and such procedures SHOULD NOT be depl oyed unless this

i nconsi stency between multicast duplication procedures and IP tunnels
with full ECN functionality is resolved. Limted ECN functionality
may be used instead, although in practice many tunnel protocols
(including I Psec) will not work correctly if multicast traffic
duplication occurs within the tunne

Way use Two Bits in the | P Header?

G ven the need for an ECT indication in the | P header, there stil
remai ns the question of whether the ECT (ECN- Capabl e Transport) and
CE (Congestion Experienced) codepoints should have been overl oaded on
a single bit. This overloaded-one-bit alternative, explored in

[ Fl oyd94], would have involved a single bit with two values. One

val ue, "ECT and not CE", would represent an ECN Capabl e Transport,
and the other value, "CE or not ECT", would represent either
Congesti on Experienced or a non- ECN-Capabl e transport.

One difference between the one-bit and two-bit inplenentations
concerns packets that traverse nmultiple congested routers. Consider
a CE packet that arrives at a second congested router, and is

sel ected by the active queue managenent at that router for either

mar ki ng or dropping. |In the one-bit inplenmentation, the second
congested router has no choice but to drop the CE packet, because it
cannot di stingui sh between a CE packet and a non-ECT packet. 1In the

two-bit inplenentation, the second congested router has the choice of
ei ther dropping the CE packet, or of leaving it alone with the CE
codepoi nt set.

Anot her difference between the one-bit and two-bit inplenentations
comes fromthe fact that with the one-bit inplenentation, receivers
in a single flow cannot distinguish between CE and non- ECT packets.
Thus, in the one-bit inplenmentation an ECN capabl e data sender woul d
have to unanbi guously indicate to the receiver or receivers whether
each packet had been sent as ECN Capabl e or as non- ECN- Capable. One
possibility would be for the sender to indicate in the transport
header whet her the packet was sent as ECN- Capable. A second
possibility that would involve a functional limtation for the one-
bit inplenmentation would be for the sender to unanbi guously indicate
that it was going to send *all* of its packets as ECN Capable or as
non- ECN- Capabl e. For a multicast transport protocol, this

unambi guous i ndication would have to be apparent to receivers joining
an on-going nulticast session.
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Anot her concern that was described earlier (and recomended in this
docunent) is that transports (particularly TCP) should not nmark pure
ACK packets or retransnitted packets as being ECN Capable. A pure
ACK packet from a non- ECN- capabl e transport could be dropped, w thout
necessarily having an inpact on the transport froma congestion
control perspective (because subsequent ACKs are cunul ative). An
ECN- capabl e transport reacting to the CE codepoint in a pure ACK
packet by reducing the wi ndow would be at a di sadvantage in

conpari son to a non- ECN- capabl e transport. For this reason (and for
reasons described earlier in relation to retransmtted packets), it
is desirable to have the ECT codepoint set on a per-packet basis.

Anot her advantage of the two-bit approach is that it is sonewhat nore
robust. The nost critical issue, discussed in Section 8, is that the
defaul t indication should be that of a non-ECN Capable transport. In
a two-bit inplementation, this requirenent for the default val ue
simply nmeans that the not-ECT codepoint should be the default. In
the one-bit inplementation, this neans that the single overloaded bit
shoul d by default be in the "CE or not ECT" position. This is |less
clear and straightforward, and possibly nore open to incorrect

i mpl ementations either in the end nodes or in the routers.

In summary, while the one-bit inplementation could be a possible

i npl ementation, it has the following significant limtations relative
to the two-bit inplenentation. First, the one-bit inplenmentation has
nmore limted functionality for the treatnment of CE packets at a
second congested router. Second, the one-bit inplenmentation requires
either that extra information be carried in the transport header of
packets from ECN Capable flows (to convey the functionality of the
second bit elsewhere, nanely in the transport header), or that
senders in ECN Capable flows accept the linitation that receivers
must be able to determine a priori which packets are ECN Capabl e and
whi ch are not ECN Capable. Third, the one-bit inplenentation is

possi bly more open to errors fromfaulty inplenentations that choose
the wong default value for the ECN bit. W believe that the use of
the extra bit in the IP header for the ECT-bit is extrenely val uabl e
to overcone these limitations.

Hi storical Definitions for the | Pv4 TOS Cct et

RFC 791 [ RFC/791] defined the ToS (Type of Service) octet in the IP
header. In RFC 791, bits 6 and 7 of the ToS octet are |listed as
"Reserved for Future Use", and are shown set to zero. The first two
fields of the ToS octet were defined as the Precedence and Type of
Service (TOS) fields
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0 1 2 3 4 5 6 7
T T T T T T T T +
|  PRECEDENCE | TOS | 0| O | RFC791
R S S R S S R R +

RFC 1122 included bits 6 and 7 in the TOS field, though it did not
di scuss any specific use for those two bits:

0 1 2 3 4 5 6 7
e e e e e e e e +
| PRECEDENCE | TGS | RFC 1122
oo oo oo oo oo oo oo oo +

0 1 2 3 4 5 6 7
oo oo oo oo oo oo oo oo +
|  PRECEDENCE | TOS | MBZ | RFC 1349
oo oo oo oo oo oo oo oo +

Bit 6 inthe TOS field was defined in RFC 1349 for "M ninize Mnetary
Cost". In addition to the Precedence and Type of Service (TQOS)
fields, the last field, MBZ (for "nust be zero") was defined as
currently unused. RFC 1349 stated that "The originator of a datagram
sets [the MBZ] field to zero (unless participating in an |Internet
protocol experinent which nakes use of that bit)."

RFC 1455 [ RFC 1455] defined an experinental standard that used al
four bits in the TOS field to request a guaranteed | evel of link
security.

RFC 1349 and RFC 1455 have been obsol eted by "Definition of the
Differentiated Services Field (DS Field) in the IPv4 and | Pv6
Headers" [RFC2474] in which bits 6 and 7 of the DS field are listed
as Currently Unused (CU). RFC 2780 [RFC2780] specified ECN as an
experinmental use of the two-bit CUfield. RFC 2780 updated the
definition of the DS Field to only enconpass the first six bits of
this octet rather than all eight bits; these first six bits are
defined as the Differentiated Services CodePoi nt (DSCP)

0 1 2 3 4 5 6 7
N N N N N N N N +
| DSCP | Cu | RFCs 2474,
oo oo oo oo oo oo oo +o- oo + 2780

Because of this unstable history, the definition of the ECN field in
this docunent cannot be guaranteed to be backwards conpatible with
all past uses of these two bits.
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Prior to RFC 2474, routers were not pernmitted to nodify bits in
either the DSCP or ECN field of packets forwarded through them and
hence routers that conmply only with RFCs prior to 2474 should have no
effect on ECN. For end nodes, bit 7 (the second ECN bit) must be
transmtted as zero for any inplenentation conpliant only with RFCs
prior to 2474, Such nodes may transnmit bit 6 (the first ECN bit) as
one for the "M ninize Mnetary Cost" provision of RFC 1349 or the
experinment authorized by RFC 1455; neither this aspect of RFC 1349
nor the experiment in RFC 1455 were widely inplenmented or used. The
damage that could be done by a broken, non-conformant router would

i nclude "erasing” the CE codepoint for an ECN capabl e packet that
arrived at the router with the CE codepoint set, or setting the CE
codepoi nt even in the absence of congestion. This has been di scussed
in the section on "Non-conpliance in the Network".

The danage that could be done in an ECN- capabl e environnent by a
non- ECN- capabl e end-node transmtting packets with the ECT codepoi nt
set has been discussed in the section on "Non-conpliance by the End
Nodes".

| ANA Consi derati ons
This section contains the nanmespaces that have either been created in
this specification, or the values assigned in existing nanespaces
managed by | ANA
1. 1Pv4 TOS Byte and IPv6 Traffic O ass Cctet

The codepoints for the ECN Field of the I P header are specified by
the Standards Action of this RFC, as is required by RFC 2780.

When this docunent is published as an RFC, | ANA should create a new
registry, "IPvd TOS Byte and I Pv6 Traffic Class Cctet”, with the
nanespace as foll ows:

| Pv4 TCOS Byte and IPv6 Traffic O ass Cctet

Description: The registrations are identical for |IPv4 and | Pv6.

Bits 0-5: see Differentiated Services Field Codepoints Registry
(http://ww.iana. org/assi gnments/dscp-registry)
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Bits 6-7, ECN Field:

Bi nary Keyword Ref erences
00 Not - ECT (Not ECN- Capabl e Transport) [ RFC 3168]
01 ECT(1) (ECN Capable Transport(1)) [ RFC 3168]
10 ECT(0) (ECN Capable Transport(0)) [ RFC 3168]
11 CE (Congestion Experienced) [ RFC 3168]

2. TCP Header Fl ags

The codepoints for the CAR and ECE flags in the TCP header are
specified by the Standards Action of this RFC, as is required by RFC
2780.

When this docunent is published as an RFC, | ANA should create a new
registry, "TCP Header Flags", with the nanespace as foll ows:

TCP Header Fl ags

The Transni ssion Control Protocol (TCP) included a 6-bit Reserved
field defined in RFC 793, reserved for future use, in bytes 13 and 14
of the TCP header, as illustrated below. The other six Control bits
are defined separately by RFC 793

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
B T S T T T T S
| | | Ul Al P| R] S| F|
| Header Length | Reserved | Rl C| S| S| Y| I
| | | GI K] H| T| N| N|
B T S T T T SR S

RFC 3168 defines two of the six bits fromthe Reserved field to be
used for ECN, as foll ows:

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
B S T 2T T T S S
| | | CI E] U] A P| R| S| F|
| Header Length | Reserved | W C|] R C| S| S| Y| I
| | | R E]l G| K| H| T| NJ N
B T ST LT T T S S T I
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TCP Header Fl ags

Bi t Nane
8 CWR (Congestion W ndow Reduced)
9 ECE ( ECN- Echo)

3. I PSEC Security Association Attributes

Sept ember 2001

Ref er ence

[ RFC 3168]
[ RFC 3168]

| ANA all ocated the I PSEC Security Association Attribute value 10 for
the ECN Tunnel use described in Section 9.2.1.2 above at the request
of David Black in Novenber 1999. The | ANA has changed the Reference
for this allocation fromDavid Black’s request to this RFC
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25. Full Copyright Statenent
Copyright (C) The Internet Society (2001). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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