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Abstract

This meno descri bes how a BEEP (Bl ocks Extensi bl e Exchange Protocol)
session is mapped onto a single TCP (Transm ssion Control Protocol)
connecti on.
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1. Introduction
This meno describes how a BEEP [1] session is mapped onto a single

TCP [2] connection. Refer to Section 2.5 of [1] for an expl anation
of the mappi ng requirenents.
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2. Session Managenent

The mappi ng of BEEP sessi on managenent onto the TCP service is
straight-forward

A BEEP session is established when a TCP connection is established
bet ween two BEEP peers:

o the BEEP peer that issues a passive TCP OPEN call is termed the
listener; and,

o the BEEP peer that issues an active TCP OPEN call is terned the
initiator.

A simul taneous TCP OPEN woul d result in both BEEP peers believing
they are the initiator and neither peer will be able to start any
channel s. Because of this, services based on BEEP nust be desi gned
so that sinultaneous TCP OPENs cannot occur

If both peers agree to release a BEEP session (c.f., [1]'s Section
2.4), the peer sending the "ok" reply, immediately issues the TCP

CLCSE call. Upon receiving the reply, the other peer imediately

i ssues the TCP CLCSE call

A BEEP session is term nated when either peer issues the TCP ABORT
call, and the TCP connection is subsequently aborted.

3. Message Exchange

The mappi ng of BEEP exchanges onto the TCP service is |ess straight-
forward

Messages are reliably sent and received using TCP's SEND and RECEI VE
calls. (This also provides ordered delivery of nessages on the sane
channel .)

Al t hough TCP i nposes flow control on a per-connection basis, if

mul tiple channels are sinmultaneously in use on a BEEP session, BEEP
nmust provide a nechanismto avoid starvation and deadl ock. To
achieve this, BEEP re-introduces a nechani smused by the TCP

wi ndow based fl ow control -- each channel has a sliding w ndow t hat
i ndi cates the nunber of payload octets that a peer may transnit
before receiving further perm ssion.
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3.1 Fl ow Contr ol

Recal | from Section 2.2.1.2 of [1] that every payload octet sent in
each direction on a channel has an associ ated sequence nunber.
Numberi ng of payload octets within a data frame is such that the
first payload octet is the | owest nunbered, and the follow ng payl oad
octets are nunbered consecutively.

The actual sequence nunber space is finite, though very large
rangi ng from0..4294967295 (2**32 - 1). Since the space is finite,
all arithnetic dealing with sequence nunbers is perfornmed nodul o
2**32. This unsigned arithnetic preserves the relationship of
sequence nunbers as they cycle from2**32 - 1 to 0 again. Consult
Sections 2 through 5 of [3] for a discussion of the arithmetic
properties of sequence nunbers.

3.1.1 Channel Creation

When a channel is created, the sequence nunber associated with the
first payload octet of the first data frane is 0, and the initia

wi ndow si ze for that channel is 4096 octets. After channel creation
a BEEP peer nmay update the wi ndow size by sending a SEQ frane
(Section 3.1.3).

If a BEEP peer is asked to create a channel and it is unable to

all ocate at |east 4096 octets for that channel, it must decline
creation of the channel, as specified in Section 2.3.1.2 of [1].
Simlarly, during establishnment of the BEEP session, if the BEEP peer
acting in the listening role is unable to allocate at |east 4096
octets for channel 0, then it nust return a negative reply, as
specified in Section 2.4 of [1], instead of a greeting.

3. 1.2 Sending Messages
Before a nessage is sent, the sending BEEP peer nust ensure that the
size of the payload is within the wi ndow adverti sed by the receiving
BEEP peer. |If not, it has three choices:
o if the window would allow for at |east one payl oad octet to be
sent, the BEEP peer may segnent the nmessage and start by sending a
smal l er data frame (up to the size of the renaining w ndow);

o the BEEP peer nay del ay sending the nessage until the w ndow
becones | arger; or,
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o the BEEP peer nay signal to its application that it is unable to
send the nessage, allowing the application to try again at a |ater
time (or perhaps signaling its application when a |arger w ndow is
avail abl e) .

The choice is inplenentation-dependent, although it is recommended
that the application using BEEP be given a nechani smfor influencing
t he deci si on.

3. 1.3 Processing SEQ Franes

As an application accepts responsibility for inconing data franes,
its BEEP peer should send SEQ franes to adverti se a new w ndow.

The ABNF [4] for a SEQ frame is:

seq = "SEQ' SP channel SP ackno SP w ndow CR LF
ackno = seqno
wi ndow = size

; channel, seqno, and size are defined in Section 2.2.1 of [1].

The SEQ frane has three paraneters:

0 a channel nunber;

o an acknow edgenent nunber, that indicates the value of the next
sequence nunber that the sender is expecting to receive on this
channel ; and,

0 a w ndow size, that indicates the nunber of payload octets
begi nning with the one indicated by the acknow edgenent nunber

that the sender is expecting to receive on this channel.

A single space character (decinmal code 32, " ") separates each
conponent. The SEQ frame is terninated with a CRLF pair.

When a SEQ frane is received, if any of the channel nunber,

acknow edgenent nunber, or w ndow size cannot be deternmined or is

invalid, then the BEEP session is terninated wi thout generating a

response, and it is recommended that a di agnostic entry be | ogged.
3.1.4 Use of Flow Control

The key to successful use of flow control within BEEP is to bal ance
performance and fairness:
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o large nessages should be segnented into franes no | arger than
two-thirds of TCP's negoti ated maxi nrum segnent si ze;

o franes for different channels with traffic ready to send should be
sent in a round-robin fashion;

0 each tine a frane is received, a SEQ frane shoul d be sent whenever
the window size that will be sent is at |east one half of the
buf fer space available to this channel; and,

o if the transport service presents nmultiple frames to a BEEP peer
si mul t aneously, then a single consolidating SEQ frane nay be sent.

In order to avoid pathol ogical interactions with the transport
service, it is inportant that a BEEP peer advertise w ndows based on
avail abl e buffer space, to allow data to be read fromthe transport
service as soon as available. Further, SEQ frames for a channel nust
have higher priority than nmessages for that channel

| mpl enent ati ons nmay wish to provi de queue nanagenent facilities to
the application using BEEP, e.g., channel priorities, (relative)
buffer allocations, and so on. |In particular, inplenentations should
not allow a given channel to nonopolize the underlying transport

wi ndow (e.g., slow readers should get small w ndows).

In addition, where possible, inplenentations should support transport
| ayer APlIs that convey congestion information. These APIs allow an

i npl ementation to deternine its share of the avail abl e bandwi dth, and
al so be notified of changes in the estimated path bandwi dth. Note
that when a BEEP session has nultiple channels that are

si mul t aneousl y exchangi ng | arge nessages, inplenentations wthout
access to this informati on may have uncertain fairness and progress
properties during times of network congestion.

Finally, inplementors should follow the guidelines given in the

rel evant portions of RFCl1122 [5] that deal with flow control (and
bear in mnd that issues such as retransm ssion, while they interact
with flow control in TCP, are not applicable to this neno). For
exanpl e, Section 4.2.2.16 of RFC1122 [5] indicates that a "receiver
SHOULD NOT shrink the wi ndow, i.e., nove the right wi ndow edge to the
left" and then di scusses the inpact of this rule on unacknow edged
data. 1In the context of napping BEEP onto a single TCP connection
only the portions concerning flow control should be inplenented.
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4. Security Considerations
Consult Section [1]'s Section 9 for a discussion of security issues.
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