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Abst r act

Thi s docunment specifies the MAC | ayer protocol, "Spatial Reuse
Protocol" (SRP) for use with ring based nedia. This is a second
versi on of the protocol (V2).

The primary requirenments for SRP are as foll ows:

- FEfficient use of bandw dth using:
spatial reuse of bandw dth
| ocal reuse of bandwi dth
nm ni mal protocol overhead
- Support for priority traffic
- Scalability across a | arge nunber of nodes or stations attached to
aring
- "Plug and play" design w thout a software based stati on nanagenent
transfer (SMI) protocol or ring naster negotiation as seen in
ot her ring based MAC protocols [1][2]
- Fairness anong nodes using the ring
- Support for ring based redundancy (error detection, ring wap,
etc.) simlar to that found in SONET BLSR specifications.
- I ndependence of physical layer (layer 1) nedia type.

Thi s docunent defines the term nol ogy used with SRP, packet formats,

the protocol format, protocol operation and associ ated protocol
finite state machines.
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1. Differences between SRP V1 and V2

This docunent pertains to SRP V2. SRP V1 was a previously published

draft specification. The following lists V2 feature differences from

V1:

- Reduction of the header fornmat from 4 bytes to 2 bytes.

- Replacenent of the keepalive packet with a new control packet that
carries usage information in addition to providing a keepalive
function.

- Change bit value of inner ring to be 1 and outer to be O.

- Reduction in the nunber of TTL bits from11l to 8.

- Renoval of the DS bit.
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- Change ordering of CRC transnission to be nost significant octet
first (was least significant octet in V1). The SRP CRCis now the
sane as in [5].

- Addition of the SRP cell node to carry ATM cells over SRP

- Changes to the SRP-fa to increase the usage field width and to
remove the necessity of adding a fixed constant when propagating
usage nessages

2. Terms and Taxonony
2.1. Ring Term nol ogy

SRP uses a bidirectional ring. This can be seen as two symetric
counter-rotating rings. Mdst of the protocol finite state machi nes
(FSMs) are duplicated for the two rings.

The bidirectional ring allows for ring-wapping in case of nedia or
station failure, as in FDDI [1] or SONET/SDH [3]. The wrapping is
controlled by the Intelligent Protection Switching (IPS) protocol

To di stinguish between the two rings, one is referred to as the
"inner" ring, the other the "outer" ring. The SRP protocol operates
by sending data traffic in one direction (known as "downstreanm') and
it’s corresponding control information in the opposite direction
(known as "upstreant') on the opposite ring. Figure 1 highlights this
graphi cal l y.
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FIGURE 1. Ring Term nol ogy
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2.2. Spatial Reuse

Spatial Reuse is a concept used in rings to increase the overal
aggregate bandwi dth of the ring. This is possible because unicast
traffic is only passed along ring spans between source and
destination nodes rather than the whole ring as in earlier ring based
protocol s such as token ring and FDDI.

Figure 2 bel ow outlines how spatial reuse works. In this exanple,
node 1 is sending traffic to node 4, node 2 to node 3 and node 5 to
node 6. Having the destination node strip unicast data fromthe ring
al | ows other nodes on the ring who are downstreamto have full access
to the ring bandwidth. In the exanple given this neans node 5 has
full bandwi dth access to node 6 while other traffic is being

sinul taneously transmtted on other parts of the ring.
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2.3. Fairness

Since the ring is a shared nedia, sonme sort of access control is
necessary to ensure fairness and to bound | atency. Access control can
be broken into two types which can operate in tandem

d obal access control - controls access so that everyone gets a
fair share of the gl obal bandwi dth of the ring

Local access control - grants additional access beyond that
al l ocated globally to take advantage of segnents of the ring that
are less than fully utilized.

As an exanpl e of a case where both gl obal and | ocal access are
required, refer again to Figure 2. Nodes 1, 2, and 5 will get 1/2 of
the bandwi dth on a gl obal allocation basis. But froma |oca
perspective, node 5 should be able to get all of the bandw dth since
its bandwi dth does not interfere with the fair shares of nodes 1 and
2.
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FIGURE 2. dobal and Local Re-Use
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2.4. Transit Buffer

To be able to detect when to transnmit and receive packets fromthe
ring, SRP nakes use of a transit (sonetinmes referred as insertion)
buffer as shown in Figure 3 below High priority packets and | ow
priority packets can be placed into separate fifo queues.
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FIGURE 3. Transit buffer
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3. SRP Overview
3.1. Receive Operation Overview

Recei ve Packets entering a node are copied to the receive buffer if a
Destination Address (DA) match is nade. |If a DA matched packet is

al so a unicast, then the packet will be stripped. I1f a packet does
not DA match or is a nmulticast and the packet does not Source Address
(SA) match, then the packet is placed into the Transit Buffer (TB)
for forwarding to the next node if the packet passes Tine To Live and
Cycli ¢ Redundancy Check (CRC) tests.

3.2. Transmit Operation Overview

Data sent fromthe node is either forwarded data fromthe TB or
transmit data originating fromthe node via the Tx Buffer. High
priority forwarded data al ways gets sent first. Hi gh priority
transmit data may be sent as long as the Low Priority Transit Buffer
(LPTB) is not full.

A set of usage counters nonitor the rate at which low priority
transmit data and forwarded data are sent. Low priority data nmay be
sent as long as the usage counter does not exceed an all owed usage
governed by the SRP-fa rules and the LPTB has not exceeded the |ow
priority threshold.
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3.3. SRP Fairness Algorithm (SRP-fa) Overview

If a node experiences congestion, then it will advertise to upstream
nodes via the opposite ring the value of its transmt usage counter.
The usage counter is run through a low pass filter function to
stabilize the feedback. Upstream nodes will adjust their transmt
rates so as not to exceed the advertised values. Nodes al so
propagate the advertised value received to their imedi ate upstream
nei ghbor. Nodes receiving advertised val ues who are al so congested
propagate the mininmumof their transmt usage and the advertised
usage.

Congestion is detected when the depth of the low priority transit
buf fer reaches a congestion threshold.

Usage nmessages are generated periodically and al so act as keepalives
inform ng the upstreamstation that a valid data |ink exists.

3.4. Intelligent Protection Switching (IPS) Protocol Overview

An SRP Ring is conposed of two counter-rotating, single fiber rings.
If an equi pnment or fiber facility failure is detected, traffic going
towards and fromthe failure direction is wapped (|l ooped) back to go
in the opposite direction on the other ring (subject to the
protection hierarchy). The wap around takes place on the nodes

adj acent to the failure, under control of the IPS protocol. The wap
re-routes the traffic away fromthe failed span

An exanpl e of the data paths taken before and after a wap are shown
in Figures 4 and 5. Before the fiber cut, N4 sends to N1 via the
pat h N4- >N5- >N6- >NL.

If there is a fiber cut between N5 and N6, N5 and N6 will wap the
inner ring to the outer ring. After the waps have been set up
traffic fromN4 to N1 initially goes through the non-optinmal path
N4- >N5- >N4- >N3- >N2- >N1- >N6- >N1.

Subsequently a new ring topology is discovered and a new optinal path
is used N4->N3->N2-N1 as shown in Figure 6. Note that the topol ogy

di scovery and the subsequent optimal path selection are not part of
the I PS protocol
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FIGURE 4. Data path before wap, N4 -> N1
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The ring wap is controlled through SONET BLSR [3][4] style IPS
signaling. It is an objective to performthe wapping as fast as in
the SONET equi pnent or faster.

The I PS protocol
of priority,

1. Forced Switch (FS)

2. Signal Fail (SF):

requested span

Tsiang & Suwal a

aut omati c,
or SRP keep-alive failure -

processes the follow ng request types (in the order
from hi ghest to | owest):

operator originated, perforns a protection
switch on a requested span (waps at both ends of the span)

I nf or mat i ona

caused by a nedia Signa
performs a protection switch on a

Fai l ure
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FIGURE 5. Data path after the wap, N4 -> N1

3.

5.

e e T I N
B HEHHERAS] 1 | <HHHHEEE |

## - # |
# v # |
| N | | N |
| 6 | | 2|
N # wap N
#itt # |
_________ # |
fiber cut # |
_________ # |
Hittt # |
# v wrap # v
| N | | N |
| 5| | 3|
# # # |
## - # |

B HHHHHEHEHEES | N | S
HHHHHHHHHR RS 4 | <o - e oo ooos

Si gnal Degrade (SD): automatic, caused by a media Signal
Degrade (e.g. excessive Bit Error Rate) - perforns a protection
switch on a requested span

Manual Switch (MS): operator originated, |ike Forced Sw tched
but of a lower priority

Wait to Restore (WIR): autonatic, entered after the working
channel neets the restoration criteria after SF or SD condition
di sappears. |IPS waits WIR period before restoring traffic in
order to prevent protection switch oscillations

If a protection (either automatic or operator originated) is
requested for a given span, the node on which the protection has been
requested issues a protection request to the node on the other end of
t he span using both the short path (over the failed span, as the
failure may be unidirectional) and the long path (around the ring).
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FIGURE 6. Data path after the new topology is discovered
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As the protection requests travel around the ring, the protection
hierarchy is applied. If the requested protection switch is of the
hi ghest priority e.g. Signal Fail request is of higher priority than
the Signal Degrade than this protection switch takes place and the
lower priority switches elsewhere in the ring are taken down, as
appropriate. If a lower priority request is requested, it is not
allowed if a higher priority request is present in the ring. The only
exception is nmultiple SF and FS switches, which can coexist in the
ring.

Al'l protection switches are performed bidirectionally (waps at both

ends of a span for both transmit and receive directions, even if a
failure is only unidirectional).
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4.

4.

Packet Formats

This section describes the packet formats used by SRP. Packets can be
sent over any point to point link layer (e.g. SONET/SDH, ATM poi nt
to point ETHERNET connections). The maxi numtransfer unit (MIU) is
9216 octets. The mininumtransfer unit for data packets is 55
octets. The maximumlimt was designed to accommopdate the large IP
MIUs of I P over AAL5. SRP al so supports ATMcells. ATMcells over
SRP are 55 octets. The minimumlinit corresponds to ATMcells
transported over SRP. The minimumlimt does not apply to control
packets which rmay be smaller.

These limts include everything listed in Figure 7: but are exclusive
of the frane delineation (e.g. for SRP over SONET/SDH, the flags used
for frame delineation are not included in the size linmts).

The followi ng packet and cell formats do not include any layer 1
frame delineation. For SRP over PGS, there will be an additional
flag that delineates start and end of frane.

1. Overall Packet Format

The overall packet format is show belowin Figure 7:

FIGURE 7. Overall Packet For mat

| Prot ocol Type |

The frame check sequence (FCS) is a 32-bit cyclic redundancy check

(CRC) as specified in RFC-1662 and is the sane CRC as used in Packet
Over SONET (POCS - specified in RFC-2615). The generator pol ynom al

is:
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CRC- 32:

X32 + X26 + Xx23 + x22 + x16 + x12 + x11 + x10 + X8 + X7 + x5 + x4 +
X2 + X + 1

The FCS is conputed over the destination address, source address,
protocol type and payload. It does not include the SRP header.

Note that the packet format after the SRP header is identical to
Et her net Version 2.

4.2. Generic Packet Header For mat

Each packet has a fixed-sized header. The packet header format is
shown in Figure 8.

FI GQURE 8. Detail ed Packet Header For mat

0 1 2 3
01234567890123456789012345678901
e e e B e e e o e e i SR S S
Time to Live |R MOD | PR | P |
T e e e Rl ol ol ol ol Desti nati on Address |
|

+-

+-

e T R S i i aE i e S e e e e e i i U i R i R i R e 3
+ Sour ce Address R I N i i S S S S S I S R R
| Protocol Type |
i T S e Tl e e i o o S
+

|
+
Payl oad |
|
B s S S i i i ks a ks st S S S S S S
The fields are described bel ow
4.2.1. Time To Live (TTL)
This 8 bit field is a hop-count that nust be decrenented every tinme a
node forwards a packet. If the TTL reaches zero it is stripped off

the ring. This allows for a total node space of 256 nodes on a ring.
However, due to certain failure conditions (e.g. when the ring is

Tsiang & Suwal a I nf or mat i onal [ Page 14]



RFC 2892 The Ci sco SRP MAC Layer Protocol August 2000

wr apped) the total nunber of nodes that are supported by SRP is 128.
Wien a packet is first sent onto the ring the TTL should be set to at
| east twice the total nunmber of nodes on the ring.

4.2.2. Ring ldentifier (R

This single bit field is used to identify which ring this packet is
designated for. The designation is as follows:

TABLE 1. Ring Indicator Val ues

Quter Ring 0
I nner Ring 1

4.2.3. Priority Field (PRI)

This three bit field indicates the priority |level of the SRP packet
(0 through 7). The higher the value the higher the priority. Since
there are only two queues in the transit buffer (HPTB and LPTB) a
packet is treated as either low or high priority once it is on the
ring. Each node determines the threshold val ue for determn ning what
is considered a high priority packet and what is considered a | ow
priority packet. However, the full 8 levels of priority in the SRP
header can be used prior to transmi ssion onto the ring (transnit
queues) as well as after reception fromthe ring (receive queues).

4.2.4. MODE

This three bit field is used to identify the node of the packet. The
foll owi ng nodes are defined in Table 2 bel ow.

TABLE 2. MODE Val ues

Val ue Description

000 Reserved

001 Reserved

010 Reserved

011 ATM cel

100 Control Message (Pass to host)

101 Control Message (Locally Buffered for host)
110 Usage Message

111 Packet Data

These nodes will be further explained in later sections.
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4.2.5. Parity Bit (P-bit)
The parity bit is used to indicate the parity value over the 15 bits
of the SRP header to provide additional data integrity over the
header. Odd parity is used (i.e. the nunber of ones including the
parity bit shall be an odd nunber).

4.2.6. Destination Address

The destination address is a globally unique 48 bit address assigned
by the | EEE

4,.2.7. Source Address

The source address is a globally unique 48 bit address assigned by
the | EEE

4.2.8. Protocol Type
The protocol type is a two octet field like that used in EtherType
representation. Current defined values relevant to SRP are defined in
Tabl e 3 bel ow.
TABLE 3. Defined Protocol Types
Val ue Prot ocol Type
0x2007 SRP Contro
0x0800 |IP version 4
0x0806 ARP
4.3. SRP Cell Format

SRP al so supports the sending of ATMcells. The detailed cell format
i s shown bel ow
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FIGURE 9. SRP Cel | Format
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| |

ATM  Payl oad .
. ( 48 Bytes ) i o e e e &
| |
R i T T e e O it oI TR R T S R S S e e s
Packet nodes would typically ignore (never receive or strip) and
al ways forward ATMcells. The idea is that ATM swi tches and routers

could coexist inaring. Note that SRP cells do not contain an FCS.
Data integrity is handled at the AAL | ayer.

4.4. SRP Usage Packet For mat

SRP usage packets are sent out periodically to propagate all owed
usage information to upstream nodes. SRP usage packets al so perform
a keepalive function. SRP usage packets should be sent approxi mately
every 106 usec.

If a receive interface has not seen a usage packet within the
keepalive tineout interval it will trigger an L2 keepalive tinmeout
interrupt/event. The IPS software will subsequently nark that
interface as faulty and initiate a protection switch around that
interface. The keepalive tinmeout interval should be set to 16 tines
the SRP usage packet transm ssion interval.

FI GURE 10. Usage Packet For nat

0 1 2 3

01234567890123456789012345678901
B e i i i S e S T i i e st ST S TR SRR S S S SR S S
Tinme to Live |[Rf MDD | PRI |P| |
oo+ +-+-+ Oiginator MAC Address +
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
Reser ved | Usage |

+-
L
L
|+- T S o i o S S S S S T S S T S S S S S S =

A USAGE of all ones indicates a value of NULL.
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4.5, SRP Control Packet Format

If the MODE bits are set to 10X (SRP control) then this indicates a
control nessage. Control nessages are always received and stripped by
the adjacent node. They are by definition unicast, and do not need
any addressing information. The destination address field for

control packets should be set to 0's. The source address field for a
control packet should be set to the source address of the
transmitting node.

Two types of controls nmessages are defined : Pass to host and Locally
buf fered. Pass to host nessages can be passed to the host software by
what ever nmeans is convenient. This is nost often the sane path used
to transfer data packets to the host. Locally buffered contro
nmessages are usually reserved for protection nessages. These are
normal ly buffered locally in order to not contend for resources with
dat a packets. The actual nethod of handling these nessages is up to
the i npl enentor.

The control packet format is shown in Figure 11
FI GURE 11. Control Packet Format

0 1 2 3
01234567890123456789012345678901
e e e e e i e i e S
Time to Live |[Rf MOD | PR |P|
et e Desti nati on Address |
|

i S i S S S T i i S S SRR R S S

|
+
| Prot ocol Type = 0x2007
B e i i i S e S T i i e st ST S TR SRR S S S SR S S
Control Ver | Control Type | Control Checksum |
I T it s S SR e e e S T S S et (I SRR e S S e e el S SRR SR
Control TTL |
i T S e S i koI T S R +

+-

L.

L.

|-|- Sour ce Address e e S S it i st st SRR S
L.

L.

L.

Payl oad
ir- B T S e T T i S S S o S i S SN SR S S +
The priority (PRI) value should be set to Ox7 (all one’s) when

sendi ng control packets and should be queued to the highest priority
transmt queue available. The Tinme to Live is not relevant since all
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packets will be received and stripped by the nearest downstream
nei ghbor and can be set to any value (preferably this should be set
to 001).

4.5.1. Control Ver

This one octet field is the version nunber associated with the
control type field. |Initially, all control types will be version O.

4.5.2. Control Type

This one octet field represents the control nessage type. Table 4
contains the currently defined control types.

TABLE 4. Control Types

Control Type Description

0x01 Topol ogy Di scovery
0x02 | PS nmessage

0x03-

OxFF Reserved

4.5.3. Control TTL

The Control TTL is a control |ayer hop-count that nust be decrenented
every tinme a node forwards a control packet. |If a node receives a
control packet with a control TTL <= 1, then it should accept the
packet but not forward it.

Note that the control layer hop count is separate fromthe SRP L2 TTL
which is always set to 1 for control nessages.

The originator of the control nmessage should set the initial value of
the control TTL to the SRP L2 TTL nornally used for data packets.

4.5.4. Control Checksum

The checksumfield is the 16 bit one’s conpl enent of the one’s

conpl enent sumof all 16 bit words starting with the control version
If there are an odd nunmber of octets to be checksumred, the | ast
octet is padded on the right with zeros to forma 16 bit word for
checksum purposes. The pad is not transmtted as part of the
segment. Wile conmputing the checksum the checksumfield itself is
replaced with zeros. This is the sane checksum al gorithm as that
used for TCP. The checksum does not cover the 32 bit SRP FCS
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4.5.5. Payl oad
The payload is a variable length field dependent on the control type.
4.5.6. Addressing

Al'l nodes nust have a globally unique |IEEE 48 bit MAC address. A

nmul ticast bit is defined using canonical addressing conventions i.e.
the multicast bit is the |l east significant bit of the nost
significant octet in the destination address. It is acceptable but
not advi sable to change a node’s MAC address to one that is known to
be unique within the adninistrative layer 2 donmain (that is the SRP
ring itself along with any networks connected to the SRP ring via a
| ayer 2 transparent bridge).

FIGURE 12. Multicast bit position

Desti nati on Address
0 1 2 3
01234567890123456789012345678901
R R R R e e s o S e R S S S S S S e e e e e
| | M |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
N

|----Milticast bit

Note that for SONET nedia, the network order is MSB of each octet
first, so that as viewed on the line, the nulticast bit will be the
8th bit of the destination address sent. (For SRP on Et hernet nedia,
the nmulticast bit would be sent first).

4.6. Topol ogy Discovery

Each node perforns topol ogy discovery by sending out topol ogy

di scovery packets on one or both rings. The node originating a

t opol ogy packet marks the packet with the egressing ring id, appends
the node’s nac binding to the packet and sets the length field in the
packet before sending out the packet. This packet is a point-to-point
packet whi ch hops around the ring fromnode to node. Each node
appends its mac address binding, updates the length field and sends
it to the next hop on the ring. If there is a wap on the ring, the
wr apped node will indicate a wap when appending its nmac bi nding and
wrap the packet. Wen the topol ogy packets travel on the w apped
section with the ring identifier being different fromthat of the
topol ogy packet itself, the mac address bindings are not added to the
packet .
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Eventual |y the node that generated the topol ogy di scovery packet gets
back the packet. The node nakes sure that the packet has the same

i ngress and egress ring id before excepting the packet. A topol ogy
map i s changed only after receiving two topol ogy packets which

i ndi cate the sane new topology (to prevent topol ogy changes on

transi ent conditions).

Note that the topology map only contains the reachable nodes. It does
not correspond to the failure-free ring in case of waps and ring
segment at i ons.

FI GURE 13. Topol ogy Packet For nat
Topol ogy

0 1 2 3

01234567890123456789012345678901
B s o s o S S e e S i TRIE TR TR S S S e e o o e i =

Time to Live |R MOD | PRI | P
R R ik i T i E S e e S Destinati on Address |
|

B i S T I I S S e e s S S S S S S S S e e T

I
Sour ce Address B T ik i I S R S S e e e e
| Prot ocol Type = 0x2007 |

+
+

-+ +- B ik T T T e S S i T o IE TR S R S
ntrol 0 | Control Type=1]| Control Checksum |
- - - - B T T i I e o i S S T i S S
-+

g

S+ o+
&

+
r
+

+
+

Control TTL | Topol ogy Length |
e s o S i T S S S e s e s sl ot HIE S SRR R i S S
Oiginator’'s d@obally Unique |
MAC Address (48 bits) H+-+-4-4-+-+-d-t- -t -+ +- +
| MAC Type
B R i i ik i I N TR R SR SR S TR S S T i i i S TR
MAC Address (48 bits)
T T i S i S e s it sl SIS SRR R S SR R S S i St
| O her MAC bi ndi ngs
+- - - - - - -+

+-
|
+-
|
+-
|
+
|
+-
|
+-
|
+- +
|
+
|
+-
|
+
|
+-
|
+

t— T+

Note that the Source address should be set to the source address of
the TRANSM TTI NG node (which is not necessarily the ORI A NATI NG
node) .
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4.6.1. Topol ogy Length

This two octet field represents the length of the topol ogy nessage in
octets starting with the first MAC Type/ MAC Address bi ndi ng

4.6.2. Topol ogy Oiginator
A topol ogy discovery packet is deternined to have been origi nated by
a node if the originator’s globally unique MAC address of the packet
is that node’s gl obally uni que MAC address (assigned by the | EEE)
Because the mac addresses could be changed at a node, the | EEE MAC
address ensures that a unique identifier is used to deternine that
t he topol ogy packet has gone around the ring and is to be consuned.
4.6.3. MAC bi ndings
Each MAC bi nding shall consist of a MAC Type field followed by the
node’s 48 bit MAC address. The first MAC binding shall be the MAC
bi nding of the originator. Usually the originator’s MAC address wil |

be it's globally unique MAC Address but sone inplenmentations may
allow this value to be overridden by the network adni nistrator.

4.6.4. MAC Type For mat
This 8 bit field is encoded as fol | ows:

TABLE 5. MAC Type For mat

Bi t Val ue

0 Reserved

1 Ring ID (1 or 0)

2 W apped Node (1) / Unw apped Node (0)
3-7 Reserved

Det erm nati on of whether a packet’'s egress and ingress ring IDs are
a match shoul d be done by using the Ring ID found in the MAC Type
field of the last MAC binding as the ingress ring ID rather than the
R bit found in the SRP header. Although they should be the sane, it
is better to separate the two functions as sone inplenentati ons may
not provide the SRP header to upper |ayer protocols.

The topology information is not required for the I PS protection
mechani sm This information can be used to cal cul ate the nunber of
nodes in the ring as well as to cal cul ate hop di stances to nodes to
determ ne the shortest path to a node (since there are two counter-
rotating rings).
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The i npl enentation of the topol ogy di scovery nechani smcould be a
periodic activity or on "a need to discover" basis. In the periodic

i npl enent ati on, each node generates the topol ogy packet periodically
and uses the cached topology map until it gets a new one. In the need
to di scover inplenentation, each node generates a topol ogy di scovery
packet whenever they need one e.g., on first entering a ring or
detecting a wrap.

4.7. Intelligent Protection Switching (IPS)

IPSis a method for automatically recovering fromvarious ring
failures and |ine degradation scenarios. The |IPS packet format is
outlined in Figure 14 bel ow.

FI GURE 14. | PS Packet Format

0 1 2 3
01234567890123456789012345678901
i i e i . i U S S S S it i NI S S S S
Time to Live |[Rf MOD | PR |P| |
R e e i i T e S i S i Desti nati on Address |
I

T S S 2 i S S T T i S S S

Sour ce Address e o s e S S S e +-|+
| Prot ocol Type = 0x2007 |

el ol o e e e L e e t o o e SR SRR N S SR
rol Ver=0 | Control Type=2| Control Checksum |
R N +

|

|

—

-+
Con
B s S B T S T il ik s i I S SN S S
Control TTL |
s S e e e ik R S
Oi gi nator MAC Address
Bl o o e e e e e R e e s i i R R SR e S SR S
I ps Cctet | Rsvd Cctet |
s T I I e B e T ki DI S e

FT AT AT T AT T T T 4

The I PS specific fields are detail ed bel ow.

4.7.1. Oiginator MAC Address
This is the MAC address of the originator of the IPS nessage. It is
not necessarily the sane as the SRP Header Source Address as a node

may be sinply propagating an |IPS nessage (see the section "SRP I PS
Protocol Rules" Rule P.8 as an exanple).
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4.7.2. |IPS Cctet

The I PS octet contains specific protection information. The fornmat of
the IPS octet is as follows:

FIGURE 15. | PS Cctet Fornat:
Bits Val ues (values not listed are reserved)
0-3 I PS Request Type

1101 - Forced Switch (FS)
1011 - Signal Fail (SF)

1000 - Signal Degrade (SD)
0110 - Manual Switch (M)
0101 - Wit to Restore (WR)
0000 - No Request (IDLE)

4 Pat h i ndi cat or
0 - short (9
1 - long (L)

5-7 St at us Code

010 - Protection Switch Conpleted - traffic Wapped (W
000 - Idle (I)

The currently defined request types with val ues, hierarchy and
interpretation are as used in SONET BLSR [ 3], [4], except as noted.

4.8. Circul ating packet detection (stripping)

Packets continue to circulate when transmtted packets fail to get
stripped. Unicast packets are normally stripped by the destination
station or by the source station if the destination station has
failed. Milticast packets are only stripped by the source station. |f
both the source and destination stations drop out of the ring while a
uni cast packet is in flight, or if the source node drops out while
its nmulticast packet is in flight, the packet will rotate around the
ring continuously.

The solution to this problemis to have a TTL or Tinme To Live field
in each packet that is set to at |east twi ce the nunber of nodes in
the ring. As each node forwards the packet, it decrenments the TTL. I|f
the TTL reaches zero it is stripped off of the ring.

Tsiang & Suwal a I nf or mat i onal [ Page 24]



RFC 2892 The Ci sco SRP MAC Layer Protocol August 2000

The ring IDis used to qualify all stripping and receive decisions.
This is necessary to handl e the case where packets are bei ng w apped
by sone node in the ring. The sending node may see its packet on the
reverse ring prior to reaching its destination so nmust not source
strip it. The exception is if a node is in wap. Logically, a node
in wap "sees" the packet on both rings. However the usua

i mpl enentation is to receive the packet on one ring and to transmit
it on the other ring. Therefore, a node that is in the wap state
ignores the ring | D when nmaking stripping and receiving deci sions.

A potential optimzation would be to allow ring ID independent
destination stripping of unicast packets. One problemwth this is
that packets may be delivered out of order during a transition to a
wrap condition. For this reason, the ring ID should always be used as
a qualifier for all strip and receive decisions.

5. Packet acceptance and stri pping

A series of decisions based on the type of packet (nobde), source and
destination addresses are nade on the MAC i nconi ng packets. Packets
can either be control or data packets. Control packets are stripped
once the information is extracted. The source and destination
addresses are checked in the case of data packets. The rules for
reception and stripping are given below as well as in the flow chart
in Figure 16.

1. Decrement TTL on receipt of a packet, discard if it gets to
zero; do not forward

2. Strip unicast packets at the destination station. Accept and
strip "control" packets.

3. Do not process packets other than for TTL and forwarding if
they have the "wong" ring_id for the direction in which they
are received unless the node is in wap. |If the node is in
wrap then ignore the ring_id.

4. Do not process packets other than for TTL and forwarding if the
node is not supported by the node (e.g. reserved nodes, or ATM
cell node for packet nodes).

5. Packets accepted by the host because of the destination address
shoul d be di scarded at the upper level if there is CRC error

6. Control messages are point to point between nei ghbors and
shoul d al ways be accepted and stri pped.
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7. Packets whose source address is that of the receiving station
and whose ring_id matches should be stripped. |If a node is in
wap then ignore the ring_id.

FI GURE 16. SRP Receive Fl owchart (Packet node)

if (MODE == 4,5)--------mmmmm e e ee e >[to host]--->|
I I
v I
if ( ) R I P >[strip]----- >|
I I
v I
i f (!WRAPPED |
& WRONG RING I D)-----mmmmmmmmmmmmm e e oo - | --->]
I I I
v I I
if (MODE == 0,1,2,3) - ----mmmmmmm i m e e e e e | --->]
I I I
v I I
if (DA MATCH)--------------- >if I(SA MATCH)----- >[to host]--->| |
I I I I
| _ v |
| if (unicast)------- >[to host]--->] |
I I I I
| v |
if (SAMICH -------------------- >[stripl-------------------- >| |
I I
| | v
oo S e |-
I I
v I
if (ttl <2)------- >[strip]----- >|
I I
v I
[decrenment ttl] |
I
[fwd pkt to tb] |
| v
| <o |
v

[ back to top]
Notes: Host is responsible for discarding CRC errored packets.

Conditionals (if statenents) branch to the right if true
and branch down if false.
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5.1. Transmission and forwarding with priority
A node can transmt four types of packets:

1. High priority packets fromthe high priority transit
buffer.

2. Low priority packets fromthe low priority transit buffer.

3. High priority packets fromthe host Tx high priority fifo.

4. Low priority packets fromthe host Tx low priority fifo.
High priority packets fromthe transit buffer are always sent first.
High priority packets fromthe host are sent as long as the | ow
priority transit buffer is not full. Low priority packets are sent
as long as the transit buffer has not crossed the low priority
threshold and the SRP-fa rules allowit (my_usage < all owed usage).
If nothing else can be sent, low priority packets fromthe | ow
priority transit buffer are sent.

This decision tree is shown in Figure 17
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FIGURE 17. SRP transmt flowchart

if (TB_H gh has pkt)----------- >[ send pkt from TB_high]-->
| |
v |
if (TB_Low full)-------mmmmme e [---->
| | |
v | |
if (Tx_H gh has pkt)----------- >[ send pkt from Tx_hi gh]-->|
| | |
_ v _ | |
if (TB_Low > H threshold)-------------------------------- [---->]|
| | |
v | |
if (my_usage >= allowed_usage)---------------------------- [---->
| |
. v | |
if (Tx_Low has pkt)------------ >[ send pkt from Tx_low]--->|
| | |
| | v
| | ----- |
| |
v |
if (TB _Low has pkt)------------ >[send pkt fromTB |low--->
| %
| e |
|
%
[Go to Top]

Notes: Conditionals (if statenents) branch to the right if true
and branch down if false.

5.2. Wapping of Data
Normal ly, transmitted data is sent on the sane ring to the downstream
nei ghbor. However, if a node is in the wapped state, transnitted
data is sent on the opposite ring to the upstream nei ghbor

6. SRP-fa Rules O Qperation
The SRP-fa governs access to the ring. The SRP-fa only applies to
low priority traffic. High priority traffic does not follow SRP-fa

rules and nay be transmitted at any tine as long as there is
sufficient transit buffer space.
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The SRP-fa requires three counters which control the traffic
forwarded and sourced on the SRP ring. The counters are my_usage
(tracks the amount of traffic sourced on the ring), forward_rate
(anmpbunt of traffic forwarded on to the ring from sources other than
the host) and all owed_usage (the current maxi numtransmt usage for
t hat node).

Wth no congestion all nodes build up allowed usage periodically.
Each node can send up to max_usage. Max_usage is a per node
paraneter than limts the maxi mum amount of low priority traffic a
node can send.

When a node sees congestion it starts to advertise its ny_usage which
has been | ow pass filtered (| p_ny_usage).

Congestion is neasured by the transit buffer depth crossing a
congestion threshol d.

A node that receives a non-null usage nessage (rcvd _usage) wll set
its allowed usage to the value advertised. However, if the source of
the rcvd_usage is the same node that received it then the rcvd_usage
shall be treated as a null value. Wen conparing the rcvd_usage
source address the ring I D of the usage packet nust match the
receiver’s ring IDin order to qualify as a valid conpare. The
exception is if the receive node is in the wap state in which case

t he usage packet’s ring IDis ignored.

Nodes that are not congested and that receive a non-null rcvd_usage
general |y propagate rcvd_usage to their upstream nei ghbor el se
propagate a null value of usage (all 1's). The exception is when an
opportunity for local reuse is detected. Additional spatial reuse
(local reuse) is achieved by conparing the forwarded rate (|l ow pass
filtered) to allow usage. |If the forwarded rate is |less than the

al | oned usage, then a null value is propagated to the upstream

nei ghbor .

Nodes that are congested propagate the smaller of |p_ny usage and
rcvd_usage.

Conver gence i s dependent upon number of nodes and di stance.

Si mul ati on has shown simul ati on convergence within 100 nsec for rings
of several hundred niles.
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6.1. SRP-fa pseudo-code

A nore precise definition of the fairness algorithmis shown bel ow

Vari abl es:

lo tb _depth low priority transit buffer depth

my_usage count of octets transmitted by host

| p_my_usage my_usage run through a | ow pass filter

my_usage_ok flag indicating that host is allowed to transmt

al | ow_usage the fair amount each node is allowed to transnit

fwd_rate count of octets forwarded from upstream

lp_fwd_rate fwd_rate run through a | ow pass filter

congest ed node cannot transmit host traffic without the TB buffer
filling beyond its congestion threshold point.

rev_usage t he usage val ue passed along to the upstream nei ghbor

Constants:

MAX_ALLOWANCE = configurable value for nmax all owed usage for this node
DECAY_| NTERVAL = 8000 octet tinmes @OC-12, 32,000 octet tinmes @OC-48

AGECCEFF = 4 /1 Aging coeff for my_usage and fwd_rate

LP. FWD = 64 /1 Low pass filter for fwd rate
LP MJ = 512 /1l Low pass filter for nmy usage
LP_ALLOWN= 64 // Low pass filter for allow usage auto increnent

NULL_RCVD INFO = All 1's in rcvd_usage field

TB LO THRESHOLD // TB depth at which no nore |lo-prio host traffic
/'l can be sent

MAX_LRATE = AGECCEFF * DECAY_I NTERVAL = 128, 000 for OC-48, 32000 for
oG- 12
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THESE ARE UPDATED EVERY CLOCK CYCLE:

my_usage is incremented by 1 for every octet that is
transmtted by the host (does not include data
transmitted fromthe Transit Buffer).

fwd _rate is incremented by 1 for every octet that enters the
Transit Buffer

if ((nmy_usage < all ow usage) &&
'((lo_tb _depth > 0) & (fwd rate < ny_usage)) &&
(my_usage < MAX _ALLOMNCE))
/1 true neans OK to send host packets
my_usage_ok = true;

UPDATED WHEN USAGE_PKT | S RECEI VED:

i f (usage_pkt.SA == ny_SA) &&
[(usage_pkt.RI == ny_RinglD) || (node_state == wapped)]
rcvd_usage = NULL_RCVD | NFO

el se
rcvd_usage = usage_pkt. usage;

THE FOLLOW NG | S CALCULATED EVERY DECAY_| NTERVAL:

congested = (lo_tb _depth > TB _LO THRESHOLD 2)

| p_my_usage = ((LP_MJ}1) * Ip_ny_usage + ny_usage) / LP_MJ

my_usage is decrenmented by mn(all ow usage/ AGECOEFF, ny_usage/ AGECOEFF)
Ip fwd rate = ((LP_.FWD-1) * Ip fwd rate + fwd rate) / LP_FWD

fwd_rate is decrenmented by fwd_rat e/ AGECOEFF

(Note: |p values nust be calculated prior to decrement of non-Ilp
val ues).

if (rcvd_usage != NULL_RCVD_| NFO
al | ow_usage = rcvd_usage;
el se
al | ow_usage += (MAX_LRATE - allow usage) / (LP_ALLOW;
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i f (congested)

if (Ip_ny_usage < rcvd_usage)
rev_usage = | p_ny_usage;
el se

rev_usage rcvd_usage;
}
else if ((rcvd_usage !'= NULL_RCVD | NFO &&
(Ip_fwd_rate > all ow_usage)
rev_usage = rcvd_usage;
el se
rev_usage = NULL_RCVD I NFO

if (rev_usage > MAX_LRATE)
rev_usage = NULL_RCVD I NFQ

6.2. Threshold settings

The low priority transit buffer (TB_LO THRESHOLD) is currently sized
to about 4.4 nsec or 320 KB at OCl2 rates. The TB_H _THRESHOLD i s

set to about 870 usec higher than the TB_LO THRESHOLD or at 458 KB at

OC12 rates.

The high priority transit buffer needs to hold 2 to 3 MIUs or about
30KB.

7. SRP Synchroni zation

Each node operates in "free-run" node. That is, the receive clock is
derived fromthe incomng receive streamwhile the transmt clock is
derived froma local oscillator. This elimnates the need for
expensi ve clock synchronization as required in existing SONET
networks. Differences in clock frequency are acconmnodated by
inserting a small anount of idle bandwi dth at each nodes out put.

The cl ock source for the transmt clock shall be selected to deviate
by no nore than 20 ppmfromthe center frequency. The overal
outgoing rate of the node shall be rate shaped to acconmopdate the

wor st case difference between receive and transnmt clocks of adjacent

nodes. This works as foll ows:

A transit buffer slip count (tb _cnt) keeps track of the anount of
octets inserted into the TB nminus the anount of octets transnitted
and is a positive integer.
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To account for a startup condition where a packet is being inserted
into an enpty TB and the node was otherwise idle the tb_cnt is reset
if the transmit interface is idle. Idle is defined as no data being
sent even though there is opportunity to send (i.e. the transmt
interface is not prohibited fromtransmtting by the physical |ayer).

An interval counter defines the sanple period over which rate shaping
is performed. This nunber should be sufficiently large to get an
accurate rate shaping.

A token_bucket counter inplenments the rate shaping and is a signed
integer. W increnent this counter by one of two fixed values called
guant uns each sanple period. Quantuml sets the rate at (Line_ rate -
Delta) where delta is the clock inaccuracy we want to acconmodat e.

Quantun? sets the rate at (Line_rate + Delta). |If at the beginning
of a sanple period, tb_cnt >= sync_threshold, then we set the rate to
Quantun®. This will allow us to catch up and causes the TB slip count
to eventually go < sync_threshold. |If tb cnt is < sync_threshold
then we set the rate to Quantuml.

When the input rate and output rates are exactly equal, the tb_cnt
will vary between sync_threshold > tb cnt >= 0. This will vary for
each inplenentation dependent upon the burst |atencies of the design
The sync_t hreshol d val ue should be set so that for equal transmit and
receive clock rates, the transmit data rate is always Line rate-Delta
and wi Il be inplenmentation dependent.

The token_bucket is decrenented each tine data is transmtted. Wen
t oken_bucket reaches a value <= 0, a halt _transmit flag is asserted

which halts further transnission of data (halting occurs on a packet
boundary of course which can cause token_bucket to beconme a negative
number) .

7.1. SRP Synchroni zati on Exanpl es

Assunme an interval of 272"18 or 262144 clock cycles. A Quantunil val ue
nmust be picked such that the data rate will = (LI NE_RATE - DELTA). A
Quantun? val ue nmust be picked and used if the tb_cnt shows that the
incoming rate is greater than the outgoing rate and is = (LI NE_RATE +
DELTA). Assune that the source of the incom ng and outgoing rate
clocks are +/- 100 ppm

For an OCl2c SPE rate of 600 Mops and a systemclock rate of 800 Mps
(16 bits @50 Mhz). The systemclock rate is the rate at which the
systemtransnits bytes to the franer (in nost cases the franer
transmit rate is asynchronous fromthe rate at which the system
transfers data to the franer).
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Quantunt/Interval * 800 Mops = 600 Mips(1l - Delta)
Quantunl = Interval * (600/800) * (1 - Delta)
Quant uml Interval * (600/800) * (1 - 1le-4) = 196588

Quantun®/Interval * 800 Mips = 600 Mips(1l + Delta)
Quantun2 = Interval * (600/800) * (1 + Delta)
Quantun2 = Interval * (600/800) * (1 + le-4) = 196628

Note: The actual data rate for OC-12c is 599.04 Mps.
8. I PS Protocol Description

An SRP ring is conposed of two counter-rotating, single fiber rings.
If an equi pnment or fiber facility failure is detected, traffic going
towards and fromthe failure direction is wapped (I ooped) back to go
in the opposite direction on the other ring. The wrap around takes

pl ace on the nodes adjacent to the failure, under software control
This way the traffic is re-routed fromthe fail ed span

Nodes conmuni cate between thensel ves using | PS signaling on both
i nner and outer ring.

The I PS octet contains specific protection information. The format of
the IPS octet is as follows:

FIGURE 18. |IPS Cctet fornat:

0-3 I PS Request Type
1101 - Forced Switch (FS)
1011 - Signal Fail (SF)
1000 - Signal Degrade (SD)
0110 - Manual Switch (M)
0101 - Wit to Restore (WR)
0000 - No Request (IDLE)

4 Pat h i ndi cat or

0 - short (9
1 - long (L)

5-7 St at us Code

010 - Protection Switch Conpleted -traffic Wapped (W
000 - Idle (I)

Tsiang & Suwal a I nf or mat i onal [ Page 34]



RFC 2892 The Ci sco SRP MAC Layer Protocol August 2000

The I PS control nessages are shown in this docunent as:
{ REQUEST_TYPE, SOURCE_ADDRESS, WRAP_STATUS, PATH | NDI CATOR}
8.1. The IPS Request Types

The following is a list of the request types, fromthe highest to the
|l owest priority. Al requests are signaled using IPS contro
nessages.

1. Forced Switch (FS - operator originated)

This command perforns the ring switch fromthe working channe
to the protection, wapping the traffic on the node at which
the conmand is issued and at the adjacent node to which the
command is destined. Used for exanple to add anot her node to
the ring in a controlled fashion

2. Signal Fail (SF - autonatic)

Protection caused by a nmedia "hard failure" or SRP keep- alive
failure. SONET exanples of SF triggers are: Loss of Signa
(LOCS), Loss of Frame (LOF), Line Bit Error Rate (BER) above a
presel ected SF threshold, Line AlarmlIndication Signal (AlS)
Note that the SRP keep-alive failure provides end-to-end
coverage and as a result SONET Path triggers are not necessary.

3. Signal Degrade (SD - automatic)

Protection caused by a nedia "soft failure". SONET exanple of a
SD is Line BER or Path BER above a presel ected SD threshol d.

4. Manual Switch (M5 - operator originated)

Li ke the FS, but of lower priority. Can be used for exanple to
take down the WR

5. Wait to Restore (WIR - autonatic)
Entered after the working channel neets the restoration
threshold after an SD or SF condition disappears. IPS waits WIR

ti meout before restoring traffic in order to prevent protection
switch oscillations.
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8.2. SRP IPS Protocol States

Each node in the IPS protocol is in one of the follow ng states for
each of the rings:

8.2.1. ldle

In this node the node is ready to performthe protection sw tches and
it sends to both neighboring nodes "idle" |IPS nessages, which include
"self" in the source address field {IDLE, SELF, I, S}

8.2.2. Pass-through

Node participates in a protection switch by passing the wapped
traffic and long path signaling through itself. This state is entered
based on received |IPS nessages. If a long path nessage with not nul
request is received and if the node does not strip the nessage (see
Protocol Rules for stripping conditions) the node decrenents the TTL
and retransmits the nessage w thout nodification. Sending of the
Idle nessages is stopped in the direction in which the nessage with
not null request is forwarded.

8.2.3. Wapped
Node participates in a protection switch with a wap present. This
state is entered based on a protection request issued locally or
based on received | PS nessages.

8.3. IPS Protocol Rules

8.3.1. SRP IPS Packet Transfer Mechani sm
RT. 1
| PS packets are transferred in a store and forward node between
adj acent nodes (packets do not travel nore than 1 hop between nodes

at a tinme). Received packet (payload portion) is passed to software
based on interrupts.

RT.2:

Al'l I PS nessages are sent to the neighboring nodes periodically on
both inner and outer rings. The tinmeout period is configurable 1-600
sec (default 1 sec). It is desirable (but not required) that the

timeout is automatically decreased by a factor of 10 for the short
pat h protection requests.
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8.3.2. SRP IPS Signaling and Wappi ng Mechani sm
R S 1.

I PS signaling is perforned using I PS control packets as defined in
Figure 14 "I PS Packet Format".

R S. 2:

Node executing a local request signals the protection request on both
short (across the failed span) and long (around the ring) paths after
perform ng the wrap.

R S. 3:

Node executing a short path protection request signals an idle
request with wapped status on the short (across the fail ed span)
path and a protection request on the long (around the ring) path
after performing the wap.

R S. 4:

A node which is neither executing a |ocal request nor executing a
short path request signals |IDLE nessages to its neighbors on the ring
if there is no |ong path nessage passing through the node on that
ring.

R S. 5:

Protection |IPS packets are never w apped.

R S. 6:

If the protocol calls for sending both short and | ong path requests
on the sane span (for exanple if a node has all fibers disconnected),
only the short path request should be sent.

RS 7:

A node waps and unwaps only on a local request or on a short path
request. A node never waps or unwaps as a result of a long path
request. Long path requests are used only to nmmintain protection

hi erarchy. (Since the long path requests do not trigger protection

there is no need for destination addresses and no need for topol ogy
maps)
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In Figure 19, Node A detects SF (local request/ self-detected
request) on the span between Node A and Node B and starts sourcing
{SF, A, W S} on the outer ring and {SF, A, W L} on the inner ring.
Node B receives the protection request from Node A (short path
request) and starts sourcing {IDLE, B, W S} on the inner ring and
{SF, B, W L} on the outer ring.

FI GURE 19. SRP I PS Signaling

{SF, A W S}
|- P SURRERREEEEEEEEEEEE |
| | fiber |
| v cut {IDLE, B,WS}| v
| Al | B
. .
N {SF, A WL} i ~ | o {SF B, WL}
|| n| | u
|| ni| |t
|| e| | e
| v r| vr

8.4. SRP IPS Protocol Rules
R P. 1:

Protection Request H erarchy is as follows (H ghest priority to the

| owest priority). In general a higher priority request preenpts a
lower priority request within the ring with exceptions noted as
rules. The 4 bit val ues bel ow correspond to the REQUEST TYPE field in
the I PS packet.

1101 - Forced Switch (FS)

1011 - Signal Fail (SF)

1000 - Signal Degrade (SD)

0110 - Manual Switch (M)

0101 - Wit to Restore (WR)

0000 - No Request (IDLE): Lowest priority

R P.2:

Requests >= SF can coexi st.
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R P.3:

Requests < SF can not coexist with other requests.

R P. 4:

A node al ways honors the highest of {short path request, self
detected request} if there is no higher |Iong path nessage passing
t hrough the node.

R P.5:

When there are nore requests of priority < SF, the first request to
conplete long path signaling will take priority.

R P.6:

A Node never forwards an | PS packet received by it which was
originally generated by the node itself (it has the node’'s source
address).

R P.7:

Nodes never forward packets with the PATH | NDI CATOR set to SHORT

R P. 8:

When a node receives a long path request and the request is >=to the
hi ghest of {short path request, self detected request}, the node
checks the nmessage to determine if the nessage is comng fromits
nei ghbor on the short path. If that is the case then it does not
enter pass-thru and it strips the nessage.

R P.9:

When a node receives a long path request, it strips (terninates) the
request if it is a wapped node with a request >= than that in the
request; otherwi se it passes it through and unw aps.

R P. 10:

Each node keeps track of the addresses of the inmedi ate nei ghbors
(the nei ghbor node address is gleaned fromthe short path |IPS
nmessages) .
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R P. 11:

Wien a wrapped node (which initially detected the failure) discovers
di sappearance of the failure, it enters WIR (user-configurable WR
time-period). WIR can be configured in the 10-600 sec range with a
default value of 60 sec.

R P.12:

When a node is in WIR node, and detects that the new nei ghbor (as
identified fromthe received short path | PS nessage) is not the sane
as the old neighbor (stored at the tine of wap initiation), the node
drops the WIR

R P.13:

When a node is in WIR node and | ong path request Source is not equa
to the neighbor Id on the opposite side (as stored at the tine of
wap initiation), the node drops the WIR

R P. 14:

When a node receives a local protection request of type SD or SF and
it cannot be executed (according to protocol rules) it keeps the
request pending. (The request can be kept pendi ng outside of the
protection protocol inplementation).

R P. 15:

If a local non-failure request (WIR, M5, FS) clears and if there are
no ot her requests pending, the node enters idle state.

R P. 16:

If there are two failures and two resulting WIR conditions on a
single span, the second WIRto tine out brings both the waps down
(after the WIR tine expires a node does not unwap automatically but
waits till it receives idle nessages fromits neighbor on the
previously failed span)

R P.17:
If a short path FS request is present on a given side and a SF/ SD
condition takes place on the sanme side, accept and process the SF/ SD

condition ignoring the FS. Wthout this rule a single ended wap
condition could take place. (Wap on one end of a span only).
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8.5. State Transitions

Fi gure 20 shows the sinplified state transition diagramfor the |PS
pr ot ocol :

FIGURE 20. Sinplified State Transitions Di agram
Local FS, SF, SD, M5 req.
--------- or RX{REQ SRC, WS} from mate

--------- Local REQ clears
or Rx{IDLE, SRC, I, S}

Rx{ REQ SRC, W L}

v Local FS, SF, SD, M5 REQ > Active req. v
--------- or RX{REQ SRC, WS}, REQ > Active req. ---------
[ S T R LR >| W\RAPPED |
| THRU | <ecmmmmmmm e m e e - | |
For war ds Tx{ REQ SELF, WS} for |ocal REQ
{REQ SRC, W L} Tx{| DLE, SELF, WS} for mate REQ

& Tx{ REQ SELF, W L}

Legend: Mate = node on the other end of the affected span
REQ={FS | SF| SD| Ms}

8.6. Failure Exanples

8.6.1. Signal Failure - Single Fiber Cut Scenario
Sanmpl e scenario in a ring of four nodes A, B, Cand D, with
unidirectional failure on a fiber fromA to B, detected on B. Ring is
inthe Idle state (all nodes are Idle) prior to failure.

Signal Fail Scenario

1. Ringinldle, all nodes transmt (Tx) {IDLE, SELF, I, S} on both
rings (in both directions)
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FIGURE 21. An SRP Ring with outer ring fiber cut

fiber cut
_________ Ko o e e e e e e
| e e |
| | | |
| v | v
| A | B
| | | |
A _Al
ol | il
ul | ni |
t | | ni |
e | | e | |
r|| r||
| v | v
| D | C

2. B detects SF on the outer ring, transitions to Wapped state
(perforns a wap), Tx towards A on the inner ring/short path:
{SF, B, W S} and on the outer ring/long path: Tx {SF, B, W L}

3. Node A receives protection request on the short path,
transitions to Wapped state, Tx towards B on short path:
{IDLE, A, W S} (nmessage does not go through due to the
failure) and on the long path: Tx {SF, A, W L}

4. As the nodes D and C receive a switch request, they enter a
pass-t hrough node (in each direction) which nean they stop
sourcing the Idle messages and start passing the nessages
between A an B

5. Steady state is reached
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Signal Fail dears

1. SF on B clears, B does not unwap, sets WIR tinmer, Tx {WR B,
W S} on inner and Tx {WR B, W L}

2. Node A receives WIR request on the short path, does not unwap,

Tx towards B on short path: {IDLE, A, W S} (nessage does not
go through due to the failure) and on the long path: Tx {WR

A W L}

3. Nodes C and D relay | ong path nessages w thout changing the |IPS
oct et

4. Steady state is reached

5. WIRtines out on B. Btransitions to idle state (unwaps) Tx
{IDLE, B, I, S} on both inner and outer rings

6. Areceives Rx {IDLE, B, I, S} and transitions to Ildle

7. As idle nmessages reach C and D the nodes enter the idle state
(start sourcing the Idl e nessages)

8. Steady state it reached
8.6.2. Signal Failure - Bidirectional Fiber Cut Scenario
Sampl e scenario in a ring of four nodes A; B, Cand D, with a
bidirectional failure between A and B. Ring is inthe Idle state
(all nodes are Idle) prior to failure.

Signal Fail Scenario

1. Ringinldle, all nodes transmt (Tx) {IDLE, SELF, I, S} on
both rings (in both directions)

2. A detects SF on the outer ring, transitions to Wapped state
(perforns a wap), Tx towards B on the inner ring/short path:
{SF, A, W S} and on the outer ring/long path: Tx {SF, A, W L}

3. B detects SF on the outer ring, transitions to Wapped state

(perforns a wap), Tx towards A on the inner ring/short path:
{SF, B, W S} and on the outer ring/long path: Tx {SF, B, W L}
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FIGURE 22. An SRP Ring with bidirectional fiber cut
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4. As the nodes D and C receive a switch request,
pass-t hrough node (in each direction) which nean they stop
sourcing the Idle nessages and start passing the nessages

between A an B

5. Steady state is reached

Signal Fail Cears

1. SF on A clears,

W S} towards B and Tx {WR, A W

2. SF on B clears,

path WIR request present fromA it

keeps the wrap,

Tsiang & Suwal a

August 2000

they enter a

A does not unwap, sets WIR tiner, Tx {WR, A

L} on the long path

B does not unwap. Since it now has a short

acts upon this request. It

Tx {IDLE, B, W S} towards A and Tx {WR, B, W
L} on the long path
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Nodes C and D relay |ong path nessages wi thout changing the IPS
oct et
Steady state is reached

WIR tines out on A. A enters the idle state (drops waps) and
starts transnitting idle in both rings

B sees idle request on short path and enters idle state
Remai ning nodes in the ring enter the idle state
Steady state is reached

Fai | ed Node Scenari o

FIGURE 23. An SRP Ring with a fail ed node

Sanpl e scenario in a ring where node C fails.

state

Tsiang & Suwal a

v/
----- -]
| A | C| failed
| | | / | node C
_____ o) ---
/\| //\l
o] | Pl
ul | ni |
t] | ni |
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(Y (Y
| DI | B

Ring isinthe Idle

(all nodes are Idle) prior to failure.
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Node Failure (or fiber cuts on both sides of the node)

1. Ringin ldle, all nodes transmt (Tx) {IDLE, SELF, |, S} on
both rings (in both directions)

2. Based on the source field of the idle nessages, all nodes
identify the neighbors and keep track of them

3. B detects SF on the outer ring, transitions to Wapped state
(perforns a wap), Tx towards C on the inner ring/short path:
{SF, B, W S} and on the outer ring/long path: Tx {SF, B, W L}

4. A detects SF on the inner ring, transitions to Wapped state
(perforns a wap), Tx towards C on the outer ring/short path:
{SF, A, W S} and on the inner ring/long path: Tx {SF, A W L}

5. As the nodes on the | ong path between A and B receive a SF
request, they enter a pass-through node (in each direction),
stop sourcing the Idle nmessages and start passing the nessages
between A an B

6. Steady state is reached
Fai |l ed Node and One Span Return to Service
Note: Practically the node will always return to service with one
span coning after the other (with the tine delta potentially close to
0). Here, a node is powered up with the fibers connected and fault

free.

1. Node C and a span between A and C return to service (SF between
A and C di sappears)

2. Node C, not seeing any faults starts to source idle nessages
{IDLE, C, I, S} in both directions.

3. Fault disappears on A and A enters a WIR (briefly)

4. Node A receives idle nmessage fromnode C. Because the long path
protection request {SF, B, W L} received over the long span is
not originating fromthe short path nei ghbor (C, node A drops
the WIR and enters a PassThrough state passing requests between
C and B

5. Steady state is reached
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Second Span Returns to Service

The scenario is like the Bidirectional Fiber Cut fault clearing
scenari o.

8.6.4. Bidirectional Fiber Cut and Node Addition Scenari os

FIGURE 24. An SRP Ring with a failed node

wr ap
_____ >|________________________________
| oSl |
| | | |
| v | v
| A | | Added
| | | | node
_;_[_ ._;_[_
ol | P
O ol
t n
e | | e --- wap
rl rn
| v | v
| D | B

Sampl e scenario in a ring where initially nodes A and B are
connected. Subsequently fibers between the nodes A and B are
di sconnected and a new node Cis inserted.

Bi di rectional Fiber Cut

1. Ringinldle, all nodes transmt (Tx) {IDLE, SELF, I, S} on
both rings (in both directions)

2. Fibers are renoved between nodes A and B
3. B detects SF on the outer ring, transitions to Wapped state

(perforns a wap), Tx towards A on the inner ring/short path:
{SF, B, W S} and on the outer ring/long path: Tx {SF, B, W L}
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4. A detects SF on the inner ring, transitions to Wapped state
(perforns a wap), Tx towards B on the inner ring/short path:
{SF, A, W S} and on the outer ring/long path: Tx {SF, A, W L}

5. As the nodes on the | ong path between A and B receive a SF
request, they enter a pass-through node (in each direction),
stop sourcing the Idle nmessages and start passing the nessages
between A an B

6. Steady state is reached
Node C is Powered Up and Fi bers Between Nodes A and C are Reconnected

This scenario is identical to the returning a Failed Node to Service
scenari o.

Second Span Put Into Service

Nodes C and B are connected. The scenario is identical to
Bi directional Fiber Cut fault clearing scenario.

9. SRP over SONET/ SDH

Al t hough SRP i s nedia independent it is worth noting how SRP is used
with a layer 1 nedia type. SRP over SONET/SDH is the first nmedia type
perceived for SRP applications.

Flag delimting on SONET/ SDH uses the octet stuffing method defined
for POS. The flags (Ox7E) are packet delimters required for

SONET/ SDH | i nks but nmay not be necessary for SRP on other nedia
types. End of a packet is delineated by the flag which could al so be
the sane as the next packet’'s starting flag. |If the flag (Ox7E) or
an escape character (0x7D) are present anywhere inside the packet,
they have to be escaped by the escape character when used over
SONET/ SDH nedi a.

SONET/ SDH frami ng plus POS packet delimting allows SRP to be used
directly over fiber or through an optical network (including WM
equi prent ) .

SRP may al so connect to a SONET/SDH ring network via a tributary
connection to a SONET/ SDH ADM (Add Drop Multiplexor). The two SRP
rings may be mapped into two STS-Nc connections. SONET/ SDH networ ks
typically provide fully redundant connections, so SRP mapped into two
STS-Nc connections will have two |evels of protection. The SONET/ SDH
networ k provides layer 1 protection, and SRP provides |ayer 2
protection. In this case it is recommended to hold off the SRP Signa
Fail IPS triggers (which correspond to failures which can be
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10.

protected by SONET/ SDH) for about 100 nsec in order to allow the
SONET/ SDH network to protect. Only if a failure persists for over 100
nmsec (indicating SONET/ SDH protection failure) should the |IPS
protection take place.

Since nultiple protection |levels over the sane physica

infrastructure are not very desirable, an alternate way of connecting
SRP over a SONET/ SDH network is configuring SONET/ SDH wi t hout
protection. Since the connection is unprotected at layer 1, SRP would
be the sole protection nechani sm

Hybrid SRP rings nmay al so be built where sone parts of the ring
traverse over a SONET/ SDH network whil e other parts do not.

Connections to a SONET/ SDH networ k woul d have to be synchronized to
network timng by sone neans. This can be acconplished by | ocking
the transmt connection to the frequency of the receive connection
(called loop tinmng) or via an external synchronization techni que.

Connections made via dark fiber or over a WDM optical network should
utilize internal timng as clock synchronization is not necessary in
this case.

Pass-thru node

An optional node of operation is pass-thru node. In pass-thru node

a node transparently forwards data. The node does not source
packets, and does not nodi fy any of the packets that it forwards.
Data should continue to be sorted into high and low priority transit
buffers with high priority transit buffers always enptied first. The
node does not source any control packets (e.g. topol ogy discovery or

I PS) and basically | ooks like a signal regenerator with delay (caused
by packets that happened to be in the transit buffer when the
transition to pass-thru node occurred).

A node can enter pass-thru node because of an operator conmmand or due
to a error condition such as a software crash
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Security Considerations

As in any shared nedia, packets that traverse a node are available to
that node if that node is msconfigured or maliciously configured.
Additionally, it is possible for a node to not only inspect packets
meant for another node but to also prevent the intended node from
recei ving the packets due to the destination stripping schene used to
obtain spatial reuse. Topol ogy discovery should be used to detect
dupl i cate MAC addresses.
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