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Abst r act

The rules described in this docunent will allow efficient

i nteroperation anmong multiple i ndependent mnulticast routing domains.
Specific instantiations of these rules are given for the DVMRP
MOSPF, PIMDM PIMSM and CBT nulticast routing protocols, as well
as for 1GW-only links. Future versions of these protocols, and any
other nulticast routing protocols, nay describe their
interoperability procedure by stating how the rul es described herein
apply to them

1. Introduction

To all ow sources and receivers inside nmultiple autononobus nulticast
routi ng domains (or "regions") to conmuni cate, the domai ns nmust be
connected by nmulticast border routers (MBRs). To prevent black hol es
or routing | oops anong donai ns, we assune that these dommins are
organi zed into one of the follow ng topol ogies:

0 Atree (or star) topology (figure 1) with a backbone domain at the
root, stub dommins at the | eaves, and possibly "transit" donains
as branches between the root and the | eaves. Each pair of
adj acent domains is connected by one or nore MBRs. The root of
each subtree of donmins receives all globally-scoped traffic
originated anywhere within the subtree, and forwards traffic to
its parent and children where needed. Each parent domain's MBR
injects a default route into its child domains, while child
domai ns’ MBRs inject actual (but potentially aggregated) routes
into parent domains. Thus, the arrows in the figure indicate both
the direction in which the default route points, as well as the
direction in which all globally-scoped traffic is sent.
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Figure 1: Tree Topol ogy of Donains

0 An arbitrary topology, in which a higher |evel (inter-donain)
routing protocol, such as HDVMRP [1] or BGW [9], is used to
cal cul at e pat hs anbng domai ns. Each pair of adjacent domains is
connected by one or nore MBRs.

Section 2 describes rules allowing interoperability between existing
mul ticast routing protocols [2,3,4,5,6], and reduces the
interoperability problemfrom Q(N'2) potential protocol interactions,
to just N (1 per protocol) instantiations of the sanme set of
invariant rules. This document specifically applies to Milticast
Border Routers (MBRs) which neet the foll owi ng assunptions:

o0 The MBR consists of two or nore active nmulticast routing
components, each running an instance of some nulticast routing

protocol. No assunption is nade about the type of nulticast
routing protocol (e.g., broadcast-and-prune vs. explicit-join) any
component runs, or the nature of a "conponent”. Miltiple

conponents running the sane protocol are all owed.

o The router is configured to forward packets between two or nore
i ndependent domains. The router has one or nore active interfaces
in each domain, and one conponent per domain. The router also has
an inter-conponent "alert dispatcher”, which we cover in Section
3.
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0 Only one nulticast routing protocol is active per interface (we do
not consider mxed nulticast protocol LANs). Each interface on
which multicast is enabled is thus "owned" by exactly one of the
conponent s.

o All conponents share a common forwardi ng cache of (S, G entries,
whi ch are created when data packets are received, and can be
deleted at any tine. Only the conponent owning an interface may
change information about that interface in the forwarding cache.
Each forwardi ng cache entry has a single incomng interface (iif)
and a list of outgoing interfaces (oiflist). Each conponent
typically keeps a separate nulticast routing table with any type
of entries.

Note that the guidelines in this docunent are inplenmentation-

i ndependent. The sane rules given in Section 2 apply in some form
regardl ess of the inplenentation. For example, they apply to each of
the follow ng architectural nodels:

o0 Single process (e.g., GateD): Several routing conponents in the
same user-space process, running on top of a nulticast-capable
kernel .

o Miltiple peer processes: Several routing conponents, each as a
separate user-space process, all sitting on top of a nulticast-
capabl e kernel, with N*(N-1) interaction channels

o Miltiple processes with arbiter: Miltiple i ndependent peer routing
component processes which interact with each other and with the
kernel solely through an i ndependent arbitrati on daenon

o Monolith: Several routing conmponents which are part of the

"kernel" itself.
We describe all interactions between conponents in ternms of "alerts”
The nature of an alert is inplenentation-dependent (e.g., it may
consist of a sinple function call, witing to shared nenory, use of

| PC, or some other method) but alerts of some formexist in every
nmodel . Similarly, the originator of an alert is also inplenentation-
dependent; for exanple, alerts may be originated by a conponent
effecting a change, by an independent arbiter, or by the kernel

1.1. Specification Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.
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2. Requirenents

To insure that a MBR fitting the above assunptions exhibits correct
i nterdomai n routing behavi or, each MBR conponent MJST adhere to the
foll owi ng rul es:

Rule 1. All conponents nust agree on which conponent owns the
inconming interface (iif) for a forwarding cache entry. This
conponent, which we call the "iif owner" is determined by the
di spatcher (see Section 3). The incom ng conmponent may
select ANY interface it owns as the iif according to its own
rul es.

Wien a routing change occurs which causes the iif to change to an
interface owned by a different conponent, both the conmponent
previously owning the entry’s iif and the conponent afterwards owni ng
the entry’s iif MJST notice the change (so the first can prune
upstream and the second can join/graft upstream for exanple).
Typically, noticing such changes will happen as a result of nornal
prot ocol behavi or.

Rul e 2: The component owning an interface specifies the criteria for
whi ch packets received on that interface are to be accepted
or dropped (e.g., whether to performan RPF check, and what
scoped boundaries exist on that interface). Once a packet is
accepted, however, it is processed according to the
forwarding rules of all conponents.

Furt hernmore, some nulticast routing protocols (e.g. PIM also require
the ability to react to packets received on the "wong" interface. To
support these protocols, an MBR nust allow a conponent to place any
of its interfaces in "Wonglf Alert Mde". |f a packet arrives on
such an interface, and is not accepted according to Rule 2, then the
conmponent owning the interface MIST be alerted [(S, G Wonglf alert].
Typically, Wonglf alerts nust be rate-limted.

Rul e 3: Whenever a new (S, G forwardi ng cache entry is to be created
(e.g., upon accepting a packet destined to a non-1loca
group), all conponents MJST be alerted [(S,G Creation alert]
so that they can set the forwarding state on their own
outgoing interfaces (oifs) before the packet is forwarded.

Note that (S,G Creation alerts are not necessarily generated by one
of the protocol conponents thensel ves
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Rul e 4. When a conponent renoves the last oif froman (S, G
forwardi ng cache entry whose iif is owned by anot her
conponent, or when such an (S, G forwarding cache entry is
created with an enpty oif list, the conponent owning the iif
MUST be alerted [(S,G Prune alert] (so it can send a prune,
for exanple).

Rule 5. Wen the first oif is added to an (S, G forwarding cache
entry whose iif is owned by another conponent, the conponent
owning the iif MJST be alerted [(S,G Join alert] (so it can
send a join or graft, for exanple).

The oif list inrules 4 and 5 nmust also logically include any virtua
encapsul ation interfaces such as those used for tunneling or for
sendi ng encapsul at ed packets to an RP/core.

Rule 6: Unless a conponent reports the aggregate group nenbership in
the direction of its interfaces, it MJST be a "w ldcard
receiver" for all sources whose RPF interface is owned by
anot her component ("externally-reached" sources). In
addition, a conponent MJUST be a "wildcard receiver" for al
sources whose RPF interface is owned by that conmponent
("internally-reached"” sources) if any other conponent of the
MBR is a wildcard receiver for externally-reached sources
this will happen naturally as a result of Rule 5 when it
receives a (*,*) Join alert.

For exanple, if the backbone does not keep gl obal nenbership

i nformation, all MBR conponents in the backbone in a tree topol ogy of
domains, as well as all conponents owning the RPF interface towards

t he backbone are wildcard receivers for externally-reached sources.

MBRs need not be wildcard receivers (for internally- or externally-
reached sources) if a higher-level routing protocol, such as BGW, is
used for routing between domains.

2.1. Deleting Forwarding Cache Entries

Speci al care nust be taken to follow Rules 4 and 5 when forwarding

cache entries can be deleted at will. Specifically, a component nust
be able to determ ne when the conbined oiflist for (S, G goes from
null to non-null, and vice versa.

This can be done in any inplenentation-specific manner, including,
but not limited to, the follow ng possibilities:

Thal er I nf or mat i onal [ Page 5]



RFC 2715 Interop Rul es Cct ober 1999

0 \Wenever a conponent would nodify the oiflist of a single
forwardi ng cache entry if one existed, one is first created. The
oiflist is then nodified and Rules 4 and 5 applied after an (S, Q
Creation alert is sent to all conponents and all conponents have
updated the oiflist. OR

o0 Wien a forwarding cache entry is to be deleted, a new alert [(S, G
Deletion alert] is sent to all conponents, and the entry is only
deleted if all conponents then grant perm ssion. Each conponent
could then grant pernmission only if it had no (S, G route table
entry.

2.2. Additional Recommendati on

Using (*, G Join alerts and (*, G Prune alerts can reduce bandw dth
usage by avoi di ng broadcast - and- prune behavi or anong domai ns when it
i s unnecessary. This optimnization requires that each conponent be

abl e to deternine which other conponents are interested in any given

group.

Al t hough this nmay be done in any inplenentation-dependent nethod, one
exanpl e would be to maintain a common table (which we call the
Component - G oup Tabl e) i ndexed by group-prefix, listing which
conponents are interested in each group(prefix). Thus, any
conmponents which are wildcard receivers for externally-reached
sources (i.e., those whose RPF interface is owned by anot her
component) would be listed in all entries of this table, including a
default entry. This table is thus |oosely anal ogous to a forwarding
cache of (*,G entries, except that no distinction is nade between

i ncom ng and out goi ng interfaces.

3. Alert D spatchers

We assune that each MBR has an "alert dispatcher". The dispatcher is
responsi ble for selecting, for each (S,G entry in the shared
forwardi ng cache, the conponent owning the iif. It is also
responsi ble for selecting to which conponent(s) a given alert should
be sent.

3.1. The "Interop" D spatcher

We describe here rules that nmay be used in the absence of any inter-
domain nulticast routing protocol, to enable interoperability in a
tree topology of donmains. |If an inter-donmain nulticast routing
protocol is in use, another dispatcher should be used instead. The
Interop di spatcher does not own any interfaces.
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3.

3.

3.

4.

To select the iif of an (S,G entry, the iif owner is the conmponent
owni ng the next-hop interface towards S in the nmulticast RIB.

The "iif owner" of (*,G and (*,*) entries is the Interop dispatcher
itself. This allows the Interop dispatcher to receive rel evant
alerts w thout owning any interfaces.

1.1. Processing Alerts

If the Interop dispatcher receives an (S, G Creation alert, it adds
no interfaces to the entry’'s oif list, since it owns none.

When the Interop dispatcher receives a (*,G Prune alert, the

foll owi ng actions are taken, depending on the nunber of conponents N
whi ch want to receive data for G If N has just changed from2 to 1,
a (*, @ Prune alert is sent to the remaining conponent. If N has just
changed from1 to 0, a (*,Q Prune alert is sent to ALL conponents

ot her than the 1.

When the Interop dispatcher receives a (*,G Join alert, the

foll owi ng actions are taken, depending on the nunber of conponents N
which want to receive data for G If N has just changed fromO to 1,
a (*,@ Join alert is sent to ALL conponents other than the 1. If N
has just changed from1l to 2, a (*,G Join alert is sent to the
original (1) conponent.

2. "BGQGW" Dispatcher

Thi s dispatcher can be used with an inter-dormain nulticast routing
protocol (such as BGW) which allows global (S, G and (*,G trees.

The iif owner of an (S, G entry is the conponent owni ng the next-hop
interface towards S in the nulticast RIB.

The iif owner of a (*,G entry is the conponent owni ng the next-hop
interface towards Gin the multicast R B.

2.1. Processing Alerts

This dispatcher sinply forwards all (S,G and (*, QG alerts to the iif
owner of the associated entry.

Mul ti cast Routing Protocol Conponents

In this section, we describe howthe rules in section 2 apply to
current versions of various protocols. Future versions, and
addi ti onal protocols, should describe how these rules apply in a
separ ate docunent.
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4.1. DVWMRP

In this section we describe howthe rules in section 2 apply to
DVMRP. W assune that the reader is famliar with nornmal DVMRP
behavi or as specified in [2].

As with all broadcast-and-prune protocols, DVMRP conponents are
automatically wildcard receivers for internally-reached sources

Unl ess sonme form of Domai n- Wde-Reports (DWRs) [10] (synonynous with
Regi onal - Menber shi p- Reports as described in [1]) are added to DVMRP
in the future, all DVMRP conponents also act as wildcard receivers
for externally-reached sources. |If DWRs are available for the
domai n, then a DVMRP conponent acts as a wildcard receiver for
external ly-reached sources only if internally-reached donai ns exi st
whi ch do not support sone form of DWRs.

One sinple heuristic to approximate DWRs is to assune that if there
are any internally-reached nenbers, then at |east one of themis a
sender. Wth this heuristic, the presense of any (S,G state for
internally-reached sources can be used instead. Sending a data
packet to a group is then equivalent to sending a DWR for the group.

4.1.1. Cenerating Alerts

A(*,*) Join alert is sent to the iif ower of the (*,*) entry (e.qg.
the Interop dispatcher) when the first conponent becones a wildcard
recei ver for external sources. This may occur when a DVMRP conponent
starts up which does not support sone form of DWRs.

A (*,*) Prune alert is sent to the iif owner of the (*,*) entry
(e.g., the Interop dispatcher) when all conponents are no | onger

wi | dcard receivers for external sources. This may occur when a DVMRP
conmponent whi ch does not support sone form of DWRs shuts down.

An (S, G Prune alert is sent to the conponent owning the iif for a
forwardi ng cache entry whenever the last oif is renoved fromthe
entry, and the iif is owned by another conponent. In DVMRP, this may
happen when:

o0 ADVMRP (S,G Prune nmessage is received on the |ogica
i nterface.

An (S, G Join alert is sent to the conponent owning the iif for a
forwardi ng cache entry whenever the first logical oif is added to an
entry, and the iif is owned by another conponent. In DVMRP, this nmay
happen when any of the foll owing occur:
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0 The oif’'s prune timer expires, or

o0 ADVMRP (S,G Gaft nmessage is received on the |ogical
interface, or

o 1AW [7] notifies DVMRP that directly-connected nenbers of G
now exi st on the interface.

When it is known, for a group G that there are no | onger any nenbers
in the DVWMRP donai n which receive data for externally-reached sources
fromthe local router, a (*, G Prune alert is sent to the "iif owner"
for (*, G according to the dispatcher. In DVVMRP, this may happen
when:

o The DWR for G times out, or
0 The nenbers-are-senders approximation is being used and the
last (S, G entry for Gis tinmed out.

When it is first known that there are menbers of a group Gin the
DVMRP donain, a (*,G Join alert is sent to the "iif owner" of (*, Q.
In DVMRP, this may happen when either of the foll owi ng occurs:

o ADMRis received for G or
0 The nenbers-are-senders approximation is being used and a data
packet for Gis received on one of the conponent’s interfaces.

4.1.2. Processing Alerts

When a DVMRP conponent receives an (S, G Creation alert, it adds all
the conponent’s interfaces to the entry’s oif list (according to
nor mal DVMRP behavi or) EXCEPT:

o theiif,

o interfaces without |ocal menbers of the entry’ s group, and for
whi ch DVMRP (S, § Prune nessages have been received fromall
downst r eam dependent nei ghbors.

o interfaces for which the router is not the designated forwarder
for S

o and interfaces with scoped boundaries covering the group.

When a DVMRP conponent receives an (S, G Prune alert, and the
forwardi ng cache entry’'s oiflist is enpty, it sends a DVMRP (S, G
Prune message to the upstream nei ghbor according to nornmal DVMRP
behavi or.

When a DVMRP conponent receives a (*, G or (*,*) Prune alert, it is
treated as if an (S, QG Prune alert were received for every existing
DVWRP (S, G entry covered. |In addition, if DWRs are being used, a
DWR Leave nessage is sent within its domain.
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When a DVMRP conponent receives an (S, G Join alert, and a prune was
previously sent upstream it sends a DVMRP (S, G G aft nessage to the
upstream nei ghbor according to nornmal DVMRP behavi or

When a DVMRP conponent receives a (*,G or (*,*) Join alert, it is
treated as if an (S,G Join alert were received for every existing
DVWMRP (S, G entry covered. |In addition, if DWRs are being used, the
conmponent sends a DWR Join nessage within its domain.

4.2. MOSPF

In this section we describe howthe rules in section 2 apply to
MOSPF.  We assune that the reader is familiar with normal MOSPF
behavi or as specified in [3]. W note that MOSPF all ows joining and
pruni ng entire groups, but not individual sources wthin groups.

Al t hough interoperability between MOSPF and dense-node protocols
(such as DVMRP) is specified in [3], we describe here how an MOSPF
i mpl enentation nay interoperate with all other nulticast routing
protocol s.

An MOSPF conponent acts as a wildcard receiver for internally-reached
sources if and only if any other conponent is a wldcard receiver for
external l y-reached sources. An MOSPF conponent acts as a wldcard
recei ver for externally-reached sources only if internally-reached
domai ns exi st which do not support sonme form of Domai n-W de-Reports
(DWRs) [10]. Since MOSPF fl oods nenbership information throughout
the domain, MOSPF itself is considered to support a form of DWRs
natively.

4.2.1. Cenerating Alerts

A(*,*) Join alert is sent to the iif owner of the (*,*) entry (e.qg.
the Interop dispatcher) when the first conmponent becones a wldcard
recei ver for external sources. This may occur when an MOSPF
conponent starts up and decides to act in this role.

A(*,*) Prune alert is sent to the iif owner of the (*,*) entry
(e.g., the Interop dispatcher) when all conmponents are no | onger
wi | dcard receivers for external sources. This may occur when an
MOSPF conponent which was acting in this role shuts down.

When it is known that there are no | onger any nenbers of a group Gin

the MOSPF domain, a (*,Q Prune alert is sent to the "iif owner" for
(*, G according to the dispatcher. 1In MOSPF, this may happen when
ei t her:
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o |IGQW notifies MOSPF that there are no | onger any directly-
connected group nenbers on an interface, or
0 Any router’s group-nenbership-LSA for Gis aged out.

When it is first known that there are menbers of a group Gin the
MOSPF donain, a (*,G Join alert is sent to the "iif owner" of
(*, @, according to the dispatcher. |In MOSPF, this nmay happen
when any of the follow ng occur:

o |IGW notifies MOSPF that directly-connected group nenbers now
exi st on the interface, or
0 A group-nenbership-LSA is received for G

4.2.2. Processing Alerts

When an MOSPF conponent receives an (S, G Creation alert, it

cal cul ates the shortest path tree for the MOSPF donai n, and adds the
downstreaminterfaces to the entry’'s oif list according to nornal
MOSPF behavi or.

When an MOSPF conponent receives an (S,G Prune alert, the alert is
i gnored, since MOSPF can only prune entire groups at a tine.

When an MOSPF conponent receives a (*, G Prune alert, and there are
no directly-connected nmenbers on any MOSPF interface, the router
"prematurely ages" out its group-nmenbership-LSA for Gin the MOSPF
domai n according to normal MOSPF behavi or.

When an MOSPF conponent receives either an (S, G Join alert or a
(*, G Join alert, and G was not previously included in the router’s
gr oup- nenber shi p-LSA (and the conponent is not a wldcard nulticast
receiver), it originates a group-nenbership-LSA in the MOSPF donai n
according to normal MOSPF behavi or.

When an MOSPF conponent receives a (*,*) Prune alert, it ceases to be
a wildcard nmulticast receiver in its donmain.

When an MOSPF conponent receives a (*,*) Join alert, it becones a
Wil dcard nmulticast receiver in its donain.

4.3. Pl M DM
In this section we describe howthe rules in section 2 apply to

Dense-nbde PIM We assune that the reader is famliar with nornal
Pl M DM behavi or as specified in [6].
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As with all broadcast-and-prune protocols, PIMDM conponents are
automatically wildcard receivers for internally-reached sources

Unl ess sonme form of Domai n- Wde-Reports (DWRs) [10] are added to
PIMDMin the future, all PI M DM conponents al so act as w | dcard
receivers for externally-reached sources. |If DWRs are available for
the donmain, then a PI M DM conponent acts as a w ldcard receiver for
external ly-reached sources only if internally-reached donai ns exi st
whi ch do not support sone form of DWRs.

One sinple heuristic to approximate DWRs is to assune that if there
are any internally-reached nenbers, then at |east one of themis a
sender. Wth this heuristic, the presense of any (S,G state for

i nternally-reached sources can be used instead. Sending a data
packet to a group is then equivalent to sending a DWR for the group.

4.3.1. Cenerating Alerts

A (*,*) Join alert is sent to the iif ower of the (*,*) entry (e.g.
the Interop dispatcher) when the first conponent becones a wildcard
receiver for external sources. This may occur when a Pl M DM
conmponent starts up which does not support sone form of DWRs.

A (*,*) Prune alert is sent to the iif owner of the (*,*) entry
(e.g., the Interop dispatcher) when all conponents are no | onger

wi l dcard receivers for external sources. This may occur when a Pl M
DM conponent whi ch does not support sonme form of DWRs shuts down.

A (S, G Prune alert is sent to the conponent owning the iif for a
forwardi ng cache entry whenever the last oif is renoved fromthe
forwardi ng cache entry, and the iif is owned by another conponent. In
PIM DM this nay happen when

o APIM(S G Join/Prune nessage with Sin the prune list is
received on a point-to-point interface.

o The Gf-Timer in an (S,G route table entry expires.

o0 APIM(S G Assert nessage froma preferred neighbor is
received on the interface.

A (S, G Join alert is sent to the conponent owning the iif for a
forwardi ng cache entry whenever the first oif is added to an entry,
and the iif is owned by another conponent. In PIMDM this may
happen when any of the foll owi ng occur:

o0 The oif’s prune timer expires, or

o APIMDM (S, G Gaft nmessage is received on the interface, or

o |IGW notifies PIMDMthat directly-connected group nenbers now
exi st on the interface.
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When it is known that there are no | onger any nenbers of a group Gin
the PI M DM domai n whi ch receive data for externally-reached sources
fromthe local router, a (*, G Prune alert is sent to the "iif owner"
for (*, @ according to the dispatcher. In PIMDM this may happen
when:

o The DWR for G tines out.
0 The nenbers-are-senders approxinmation is being used and Pl M
DMs last (S, G entry for Gis tinmed out.

When it is first known that there are menbers of a group Gin the
PIM DM donmain, a (*,@ Join alert is sent to the "iif owner" of

(*, @, according to the dispatcher. In PIMDM this nmay happen when
either of the follow ng occurs:

o ADWIis received for G
o The nenbers-are-senders approximation is being used and a data
packet for Gis received on one of the conponent’s interfaces.

4.3.2. Processing Alerts

When a Pl M DM conponent receives an (S, G Creation alert, it adds the
component’s interfaces to the entry’s oif list (according to nornal
Pl M DM behavi or) EXCEPT:

o theiif,
o leaf networks without |ocal nenbers of the entry’s group,
o and interfaces with scoped boundaries covering the group.

When a PI M DM conponent receives an (S, G Prune alert, and the
forwardi ng cache entry’'s oiflist is enpty, it sends a PIMDM (S, G
Prune message to the upstream nei ghbor according to nornal PI M DM
behavi or .

When a Pl M DM conponent receives a (*, G or (*,*) Prune alert, it is
treated as if an (S,G Prune alert were received for every matching
(S, G entry.

When a Pl M DM conponent receives an (S, G Join alert, and an (S, G
prune was previously sent upstream it sends a PIMDM (S, G G aft
message to the upstream nei ghbor according to nornal PI M DM behavi or.

When a Pl M DM conponent receives a (*,G or (*,*) Join alert, then
for each matching (S,G entry in the PIMDMrouting table for which a
prune was previously sent upstream it sends a PIMDM (S, G G aft
nmessage to the upstream nei ghbor according to nornal PI M DM behavi or.
In addition, if DWR s are being used, the conponent sends a DWR Join
message within its donain.
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4.4. PIMSM

In this section we describe howthe rules in section 2 apply to
Sparse-node PIM  We assune that the reader is famliar with nornal
Pl M SM behavi or, as specified in [4].

To achi eve correct Pl M SM behavior wi thin the domain, the PIMSM
domai n MUST be convex so that Bootstrap nessages reach all routers in
the domain. That is, the shortest-path route fromany interna

router to any other internal router nust lie entirely within the PIM
domai n.

Unl ess sone form of Donmi n- Wde-Reports (DWRs) [10] are added to
PIMSMin the future, all PI M SM conponents act as wildcard receivers
for externally-reached sources. |If DWRs are available for the
domai n, then a Pl M SM conponent acts as a wildcard receiver for
external l y-reached sources only if internally-reached domai ns exi st
whi ch do not support sone form of DWRs.

A PI M SM conmponent acts as a wildcard receiver for internally-reached
sources if and only if any other conponent is a wildcard receiver for
external l y-reached sources. It does this by periodically sending
(*,*,RP) Joins to all RPs for non-Ilocal groups (for exanple,
239.x.x.x is considered |ocally-scoped, and Pl M SM conponents do not
send (*,*, RP) Joins to RPs supporting only that portion of the
address space). The period is set according to standard Pl M SM rul es
for periodic Join/Prune nessages.

To properly instantiate Rule 1, whenever PIMcreates a PIM (S, Q
entry for an externally-reached source, and the next hop towards S is
reached via an interface owned by another conponent, the iif should
al ways point towards S and not towards the RP for G In addition,
the Border-bit is set in all PIMRegister nessages for this entry.

Finally, the PIM SM conponent acts as a DR for externally-reached
receivers in terns of being able to switch to the shortest-path tree
for internally-reached sources

4.4.1. Cenerating Alerts
A(*,*) Join alert is sent to the iif owner of the (*,*) entry (e.qg.
the Interop dispatcher) when the first conponent becones a w ldcard

recei ver for external sources. This nmay occur when a Pl M SM
conmponent starts up and decides to act in this role.
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A(*,*) Prune alert is sent to the iif owner of the (*,*) entry
(e.g., the Interop dispatcher) when all conponents are no | onger

Wi | dcard receivers for external sources. This nay occur when a PIM
SM component whi ch was acting in this role shuts down.

A (S, G Prune alert is sent to the conponent owning the iif for a
forwardi ng cache entry whenever the last oif is renpved fromthe
entry and the iif is owned by another conmponent. In PIMSM this nay
happen when:

o APIM(S G Join/Prune nessage with Sin the prune list is
received on a point-to-point interface, or

o0 APIM(S G Assert froma preferred nei ghbor was received on
the interface, or

0 A PIMRegister-Stop nessage is received for (S,G, or

0o The interface’s Gf-Tiner for PIMs (S, G route table entry
expires.

0 The Entry-Timer for PIMs (S,G route table entry expires.

Wien it is known that there are no | onger any nenbers of a group Gin
the PI M SM domai n whi ch receive data for externally-reached sources
fromthe local router, a (*, G Prune alert is sent to the "iif owner"
for (*, G according to the dispatcher. In PIMSM this my happen
when:

o APIM(*, Q@ Join/Prune nessage with Gin the prune list is
received on a point-to-point interface, or

o APIM(*, G Assert froma preferred nei ghbor was received on
the interface, or

o |IGQW notifies PIMSMthat directly-connected nenbers no | onger
exi st on the interface.

0o The Entry-Timer for PIMs (*, G route table entry expires.

A (S, G Join alert is sent to the conponent owning the iif for a
forwardi ng cache entry whenever the first logical oif is added to an
entry and the iif is owned by another conponent. In PIMSM this may
happen when any of the foll owi ng occur:

o APIM(S, G Join/Prune nessage is received on the interface, or

0 The Register-Suppression-Tiner for (S, G expires, or

o The Entry-Timer for an (S, G negative-cache state route table
entry expires.

When it is first known that there are nmenbers of a group Gin the
PIMSM domain, a (*,G Join alert is sent to the "iif owner" of

(*, @, according to the dispatcher. In PIMSM this may happen when
any of the follow ng occur:
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G Join/Prune nessage is received on the interface, or

o APM
APM *, RP) Join/Prune nessage is received on the interface,

*

-
or

0o (*, G negative cache state expires, or

o IGW notifies PIMthat directly-connected group nenbers now
exi st on the interface.

4.4.2. Processing Alerts

When a PI M SM conponent receives an (S,G Creation alert, it does a
| ongest match search ((S, G, then (*, @, then (*,*,RP)) inits

mul ticast routing table. Al outgoing interfaces of that entry are
then added to the forwardi ng cache entry. Unless the PIMSM
conponent owns the iif, the oiflist is also nodified to support
sending PIM Registers with the Border-bit set to the corresponding
RP.

When a PI M SM conponent receives an (S, G Prune alert, and the
forwardi ng cache entry’'s oiflist is enpty, then for each PIM (S, G
state entry covered, it sends an (S, G Join/Prune nessage with Sin
the prune list to the upstream nei ghbor according to normal Pl M SM
behavi or.

When a PI M SM conponent receives a (*,G Prune alert, it sends a
(*, G Join/Prune nessage with Gin the prune list to the upstream
nei ghbor towards the RP for G according to nornmal PIM SM behavi or.

When a PI M SM conponent receives an (S, G Join alert, it sends an
(S, @ Join/Prune nmessage to the next-hop neighbor towards S, and
resets the (S, G Entry-tiner, according to nornmal Pl M SM behavi or.

When a PI M SM conponent receives a (*, G Join alert, then it sends a
(*, @ Join/Prune nessage to the next-hop nei ghbor towards the RP for
G and resets the (*, G Entry-timer, according to normal Pl M SM
behavi or.

When a PI M SM conponent receives a (*,*) Join alert, then it sends
(*,*,RP) Join/Prune nessages towards each RP.

When a PI M SM conponent receives a (*,*) Prune alert, then it sends a
(*,*,RP) Prune towards each RP.
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4.5. CBTv2

In this section we describe howthe rules in section 2 apply to
CBTv2. W assune that the reader is famliar with normal CBTv2
behavi or as specified in [5]. W note that, |ike MOSPF, CBTv2 all ows
joining and pruning entire groups, but not individual sources within
groups.

Interoperability between a single CBTv2 stub donain and a DVMRP
backbone is outlined in [8]. Briefly, CBTv2 MBR conponents are
statically configured such that, whenever an external route exists
between two or nore MBRs, one is designated as the prinary, and the
others act as non-forwarding (to prevent duplicate packets) backups.
Thus, a CBTv2 domain nust not serve as transit between two donains if
anot her route between them exists.

We now descri be how a CBTv2 inplementation may extend this to
interoperate with all other nulticast routing protocols. A CBTv2
conponent acts as a wildcard receiver for internally-reached sources
if and only if any other conponent is a wldcard receiver for
external ly-reached sources. It does this by sending JO N REQUESTs
for all non-local group ranges to all known cores, as described in

[8].

Unl ess sone form of Donmi n- Wde-Reports (DWRs) [10] are added to
CBTv2 in the future, all CBTv2 conponents act as w ldcard receivers
for externally-reached sources. |If DWRs are available for the
domai n, then a CBTv2 conponent acts as a wldcard receiver for
external |l y-reached sources only if internally-reached domai ns exi st
whi ch do not support sone form of DWRs.

4.5.1. Cenerating Alerts

A(*,*) Join alert is sent to the iif owner of the (*,*) entry (e.qg.
the Interop dispatcher) when the first conmponent becones a w |l dcard
recei ver for external sources. This may occur when a Pl M SM
conponent starts up and decides to act in this role.

A (*,*) Prune alert is sent to the iif owner of the (*,*) entry
(e.g., the Interop dispatcher) when all components are no | onger

wi | dcard receivers for external sources. This nmay occur when a PI M
SM conponent which was acting in this role shuts down.

Wien the last oif is renmoved fromthe core tree for G a (*,§ Prune

alert is sent to the "iif owner" for (*, G according to the

di spatcher. Since CBTv2 always sends all data to the core, the only

time this can occur after the entry is created is when the MBRis the
core. In this case, the last oif is renoved fromthe entry when
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0 A QU T-REQUEST is received on the logical interface, and there
are no directly-connected nenbers present on the interface, or

o |IGWw notifies CBT that there are no |l onger directly-connected
menbers present on the interface, and the interface is not a
CBT child interface for group G

When the first CBT outgoing interface is added to an existing core
tree, a (*, @ Join alert is sent to the "iif owner" of (*, QG
according to the dispatcher. Since CBTv2 always sends all data to
the core, the only tine these can occur, other than when the entry is
created, is when the MBRis the core. 1In this case, the first

logical oif is added to an entry when

0 A JONREQUEST for Gis received on the interface, or
o |IA@w notifies CBT that directly-connected group nenbers now
exi st on the interface.

4.5.2. Processing Alerts

When a CBTv2 conponent receives an (S, G Creation alert, and the
router is functioning as the designated BR, any CBT interfaces which
are on the tree for G are added to the forwardi ng cache entry’'s oif
list (according to normal CBTv2 behavior).

When a CBTv2 conponent receives an (S, G Prune alert, the alert is

i gnored, since CBTv2 cannot prune specific sources. Thus, it wll
continue to receive packets fromS since it nmust receive packets from
ot her sources in group G

When a CBTv2 conponent receives a (*,G Prune alert, and the router
is not the primary core for G and the only CBT on-tree interface is
the interface towards the core, it sends a QU T- REQUEST to the next-
hop nei ghbor towards the core, according to normal CBTv2 behavi or

When a CBTv2 conponent receives either an (S, G Join alert or a (*,Q
Join alert, and the router is not the prinmary core for G and the
router is not already on the core-tree for G it sends a CBT (*,Q
JO N-REQUEST to the next-hop nei ghbor towards the core, according to
normal CBTv2 behavi or.
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4.

4.

4.

6.

6.

6.

| GWP-only links

In this section we describe howthe rules in section 2 apply to a
link which is not within any routing domain, and hence no routing
prot ocol messages are exchanged and the interface is not owned by any
mul ticast routing protocol conponent. W assune that the reader is
famliar with normal | GW behavior as specified in [7]. W note that
| GWv2 allows joining and pruning entire groups, but not individua
sources w thin groups.

An | GW-only "conponent” may only own a single interface; hence an

| GWP-only donmain only consists of a single link. Since an | GW-only
conmponent can only act as a wildcard receiver for internally-reached
sources if all internally-reached sources are directly-connected,
then either the IGwW-only domain (link) nust be a stub domain, or

el se there must be no other conponents which are w ldcard receivers
for externally-reached sources.

1. Cenerating Alerts

When it is known that there are no | onger any directly-connected
menbers of a group Gon the IGW-only interface, a (*,G Prune alert
is sent to the "iif owner” for (*, G according to the dispatcher. In
| GW, this may happen when

0 The group nenbership tinmes out.

When it is first known that there are directly-connected nenbers of a
group Gon the interface, a (*, G Join alert is sent to the "iif
owner" of (*,@, according to the dispatcher. In IGW, this may
happen when any of the foll owi ng occur:

0 A Menbership Report is received for G
2. Processing Alerts
When an | GWP-only conponent receives an (S, G Creation alert, and
there are directly-connected nenbers of G present on its interface,

it adds the interface to the entry’s oif list.

When an | GWP-only conponent receives an (S, G Prune alert, the alert
is ignored, since IGW can only prune entire groups at a tine.

Wien an | GW-only conmponent receives a (*, G Prune alert, the router
| eaves the group G sending an | GW Leave nessage if it was the |ast
reporter, according to normal | GWv2 behavi or.
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When an | GW-only conponent receives a (*,*) Prune alert, it |eaves
promi scuous nulticast node.

When an | GW-only conponent receives either an (S, G Join alert or a
(*, G Join alert, and the conponent was not previously a nenber of G
on the 1GwW-only interface (and the conponent is not a wldcard
receiver for internally reached sources), it joins the group on the
interface, causing it to send an unsolicited Menbership Report
according to normal | GV behavi or.

When an | GW-only conmponent receives a (*,*) Join alert, it enters
prom scuous nul ticast node.

5. Security Considerations

Al'l operations described herein are internal to nulticast border
routers. The rules described herein do not change the security

i ssues underlying individual nulticast routing protcols. Allow ng
different protocols to interact, however, nmeans that security
weaknesses of any particular protocol nmay also apply to the other
protocols as a result.
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