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Abst r act
A usage of the BGP routing protocol is described which is capabl e of
reducing the routing traffic passed on to routing peers and therefore
the | oad on these peers wi thout adversely affecting route convergence
time for relatively stable routes. This techni que has been
i mpl enented in comercial products supporting BGP. The technique is
al so applicable to | DRP.
The overall goals are:

o0 to provide a nmechani sm capabl e of reducing router processing |oad
caused by instability

0 1in doing so prevent sustained routing oscillations

0 to do so without sacrificing route convergence tine for generally
wel | behaved routes.

This must be acconpli shed keepi ng other goals of BGP in nind
o pack changes into a small nunber of updates

0 preserve consistent routing
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o mninal addition space and conputational overhead

An excessive rate of update to the advertised reachability of a
subset of Internet prefixes has been wi despread in the Internet.

This observation was made in the early 1990s by nany people invol ved
in Internet operations and remains the case. These excessive updates
are not necessarily periodic so route oscillation would be a

m sleading term The informal termused to describe this effect is
"route flap". The techni ques described here are now wi dely depl oyed
and are commonly referred to as "route flap danpi ng"

1 Overview

To maintain scalability of a routed internet, it is necessary to
reduce the amount of change in routing state propagated by BGP in
order to limt processing requirenents. The primary contributors of
processing |load resulting from BGP updates are the BGP deci sion
process and addi ng and renoving forwardi ng entries.

Consi der the follow ng exanple. A widely deployed BGP i npl enentation
may tend to fail due to high routing update volume. For exanple, it
may be unable to maintain it’'s BGP or IGP sessions if sufficiently

| oaded. The failure of one router can further contribute to the | oad
on other routers. This additional |oad may cause failures in other

i nstances of the sane inplenentation or other inplenentations with a
simlar weakness. In the worst case, a stable oscillation could
result. Such worse cases have al ready been observed in practice.

A BGP inpl enentation nust be prepared for a |large volume of routing
traffic. A BGP inplenentation cannot rely upon the sender to
sufficiently shield it fromroute instabilities. The guidelines here
are designed to prevent sustained oscillations, but do not eliminate
the need for robust and efficient inplenmentations. The nechani sns
described here allow routing instability to be contai ned at an AS
border router bordering the instability.

Even where BGP i npl ementations are highly robust, the perfornmance of
the routing process is limted. Liniting the propagation of
unnecessary change then becones an issue of naintaining reasonable
rout e change convergence tinme as a routing topol ogy grows.

2 Methods of Limting Route Advertisenent

Two met hods of controlling the frequency of route advertisenment are
descri bed here. The first involves fixed tinmers. The fixed timer
techni que has no space overhead per route but has the di sadvantage of
sl owi ng route convergence for the normal case where a route does not
have a history of instability. The second nethod overcones this
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limtation at the expense of nmintaining sone additional space
overhead. The additional overhead includes a snmall amount of state
per route and a very small processing overhead.

It is possible and desirable to conbine both techniques. In
practice, fixed tiners have been set to very short tine intervals and
have proven useful to pack routes into a snmaller nunber of updates
when routes arrive in separate updates. The BGP protocol refers to
this as packing Network Layer Reachability Information (NLRI) [5].

Seldom are fixed tinmers set to the tens of mnutes to hours that
woul d be necessary to actually danp route flap. To do so would
produce the undesirable effect of severely limting routing
conver gence

2.1 Existing Fixed Timer Recommendati ons

BGP- 3 does not nmake specific recommendations in this area [1]. The
short section entitled "Frequency of Route Selection" sinply
recomends that sonething be done and nakes broad statenents
regarding certain properties that are desirable or undesirable.

BGP4 retains the "Frequency of Route Advertisenent" section and adds
a "Frequency of Route Origination" section. BGP-4 describes a nmethod
of limting route advertisenent involving a fixed (configurable)

M nRout eAdvertisenentinterval tiner and fixed

M nASOrigi nationlnterval timer [5]. The reconmended tinmer val ues of
M nRout eAdverti sementinterval is 30 seconds and

M nASOri gi nationlnterval is 15 seconds.

2.2 Desirable Properties of Danping Al gorithns

Bef ore descri bi ng danpi ng al gorithns the objectives need to be
clearly defined. Sone key properties are examined to clarify the
design rational e.

The overall objective is to reduce the route update |oad w thout
limting convergence tine for well behaved routes. To acconplish
this, criteria nmust be defined for well behaved and poorly behaved
routes. An algorithmnust be defined which allows poorly behaved
routes to be identified. Ildeally, this nmeasure would be a prediction
of the future stability of a route.

Any del ay in propagation of well behaved routes should be nininal.
Some delay is tolerable to support better packing of updates. Delay
of poorly behave routes should, if possible, be proportional to a
measure of the expected future instability of the route. Delay in
propagating an unstabl e route shoul d cause the unstable route to be
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suppressed until there is sone degree of confidence that the route
has stabilized.

If a large nunber of route changes are received in separate updates
over sone very short period of tinme and these updates have the
potential to be conbined into a single update then these should be
packed as efficiently as possible before propagating further. Sone
smal | delay in propagating well behaved routes is tolerable and is
necessary to allow better packing of updates.

Where routes are unstable, use and announcenent of the routes should
be suppressed rather than suppressing their renoval. Were one route
to a destination is stable, and another route to the same destination
i s sonewhat unstable, if possible, the unstable route should be
suppressed nore aggressively than if there were no alternate path.

Routing consistency within an ASis very inportant. Only very
m ni mal delay of internal BGP (1BGP) should be done. Routing

consi stency across AS boundaries is also very inportant. It is
hi ghly undesirable to advertise a route that is different fromthe
route that is being used, except for a very nminimal tine. It is nore

desirable to suppress the acceptance of a route (and therefore the
use of that route in the IGP) rather than suppress only the
redi stribution.

It is clearly not possible to accurately predict the future stability
of a route. The recent history of stability is generally regarded as
a good basis for estimating the likelihood of future stability. The
criteria that is used to distinguish well behaved from poorly behaved
routes is therefore based on the recent history of stability of the
route. There is no sinple quantitative expression of recent
stability so a figure of nerit nust be defined. Sone desirable
characteristics of this figure of nmerit would be that the farther in
the past that instability occurred, the less it’s affect on the
figure of nerit and that the instability measure would be cumul ative
rather than reflecting only the nost recent event.

The al gorithms shoul d behave such that for routes which have a
history of stability but nmake a few transitions, those transitions
shoul d be made quickly. If transitions continue, advertisenent of
the route should be suppressed. There should be some menory of prior
instability. The degree to which prior instability is considered
shoul d be gradually reduced as | ong as the route renai ns announced
and stable.
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2.3 Design Choices

After routes have been accepted their readvertisenent will be briefly
suppressed to i nprove packi ng of updates. There may be a | engthy
suppression of the acceptance of an external route. How long a route
will be suppressed is based on a figure of nerit that is expected to
be correlated to the probability of future instability of a route.
Routes with high figure of merit values will be suppressed. An
exponential decay al gorithmwas chosen as the basis for reducing the
figure of nmerit over time. These choices should be viewed as
suggestions for inplenentation

An exponential decay function has the property that previous
instability can be remenbered for a fairly long tinme. The rate at
which the instability figure of nerit decays slows as tine goes on
Exponenti al decay has the follow ng property.

f(f(figure-of-nerit, tl1), t2) = f(figure-of-nmerit, ti1+t2)

This property allows the decay for a long period to be conputed in a
singl e operation regardless of the current value (figure-of-nmerit).
As a perfornmance optimzation, the decay can be applied in fixed tine
increments. Gven a desired decay half life, the decay for a single
tinme increnent can be conputed ahead of tine. The decay for nultiple
time increnents is expressed bel ow.

f(figure-of-merit, n*t0) = f(figure-of-nmerit, t0)**n = K**n

The values of K ** n can be preconputed for a reasonabl e nunber of
"n" and stored in an array. The value of "K' is always |ess than
one. The array size can be bounded since the val ue quickly
approaches zero. This nmakes the decay easy to conmpute using an array
bound check, an array |ookup and a single multiply regardless as to
how nmuch tinme has el apsed.

3 Limting Route Advertisenents using Fixed Tiners

This nethod of limting route advertisenents involves the use of
fixed tinmers applied to the process of sending routes. It’s prinmary
purpose is to inprove the packing of routes in BGP update nessages.
The delay in advertising a stable route should be bounded and
mnimal. The delay in advertising an unreachabl e need not be zero,
but shoul d al so be bounded and shoul d probably have a separate bound
set less than or equal to the bound for a reachabl e advertisenent.

The BGP protocol defines the use of a Routing Information Base (Rl B)

Routes that need to be readvertised can be marked in the R B or an
external set of structures maintai ned, which references the RIB.
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Periodically, a subset of the nmarked routes can be flushed. This is
fairly straightforward and acconplishes the objectives. Conputation
for too sinple an inplenentation may be order N squared. To avoid N
squared performance, sonme formof data structure is needed to group
routes with common attri butes.

An i npl enentation should pack updates efficiently, provide a m ninum
readverti senment delay, provide a bounds on the maxi num

readverti sement delay that woul d be experienced solely as a result of
the algorithmused to provide a nininmum delay, and must be
computationally efficient in the presence of a very |large nunber of
candi dates for readvertisenent.

4 Stability Sensitive Suppression of Route Advertisenent

This method of limting route adverti sements uses a neasure of route
stability applied on a per route basis. This technique is applied
when receiving updates fromexternal peers only (EBGP). Applying this
technique to IBGP |l earned routes or to advertisenent to | BGP or EBGP
peers after making a route selection can result in routing |oops.

A figure of merit based on a neasure of instability is maintained on
a per route basis. This figure of nerit is used in the decision to
suppress the use of the route. Routes with high figure of nerit are
suppressed. Each tinme a route is withdrawn, the figure of nerit is
increnented. While the route is not changing the figure of nerit

val ue i s decayed exponentially with separate decay rates depending on
whet her the route is stable and reachabl e or has been stable and
unreachable. The decay rate may be sl ower when the route is
unreachable, or the stability figure of nerit could remain fixed (not
decay at all) while the route remains unreachable. Wether to decay
unreachabl e routes at the sane rate, a slower rate, or not at all is
an inplenmentation choice. Decaying at a slower rate is recomended.

A very efficient inplenentation is suggested in the foll ow ng
sections. The inplenentation only requires conputation for the
routes contained in an update, when an update is received or

wi t hdrawn (as opposed to the sinplistic approach of periodically
decayi ng each route). The suggested inplenmentation involves only a
smal | nunber of sinple operations, and can be inpl enented using
scal ed i ntegers.

The behavi or of unstable routes is fairly predictable. Severely
flapping routes will often be advertised and wi thdrawn at regul ar
time intervals corresponding to the timers of a particular protoco
(the 1GP or exterior protocol in use where the problem exists).
Marginal circuits or mld congestion can result in a long term
pattern of occasional brief route withdrawal or occasional brief
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connectivity.
4.1 Single vs. Miltiple Configuration Paranmeter Sets

The behavior of the algorithmis nodified by a nunber of configurable
paraneters. It is possible to configure separate sets of paraneters
designed to handl e short term severe route flap and chronic nilder
route flap (a pattern of occasional drops over a long tinme period).
The former would require a fast decay and | ow threshold (allowing a
smal | nunber of consecutive flaps to cause a route to be suppressed,
but allowing it to be reused after a relatively short period of
stability). The latter would require a very slow decay and a hi gher
threshol d and ni ght be appropriate for routes for which there was an
alternate path of sinmilar bandw dth

It may also be desirable to configure different thresholds for routes
wi th roughly equivalent alternate paths than for routes where the
alternate paths have a | ower bandwidth or tend to be congested. This
can be solved by associating a different set of paraneters wth
different ranges of preference values. Paraneter selection could be
based on BGP LOCAL_PREF.

Par anet er sel ection could al so be based on whether an alternate route
was known. A route would be considered if, for any applicable
paraneter set, an alternate route with the specified preference val ue
existed and the figure of nerit associated with the parameter set did
not indicate a need to suppress the route. A |ess aggressive
suppression woul d be applied to the case where no alternate route at
all existed. |In the sinplest case, a nbre aggressive suppression
woul d be applied if any alternate route existed. Only the highest
preference (nost preferred) value needs to be specified, since the
ranges nmay overl ap.

It might also be desirable to configure a different set of thresholds
for routes which rely on switched services and may di sconnect at
tinmes to reduce connect charges. Such routes nmight be expected to
change state somewhat nore often, but should be suppressed if
continuous state changes indicate instability.

Whil e not essential, it mght be desirable to be able to configure
multiple sets of configuration paranmeters per route. It may also be
desirable to be able to configure sets of paraneters that only
correspond to a set of routes (identified by AS path, peer router,
specific destinations or other means). Experience may dictate how
much flexibility is needed and how to best to set the paraneters.
Whether to allow di fferent danping paraneter sets for different
routes, and whether to allow nmultiple figures of nerit per route is
an i nplenentation choice.
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Par anet er sel ection can al so be based on prefix length. The
rationale is that longer prefixes tend to reach |ess end systens and
are less inmportant and these less inportant prefixes can be danped
nmore aggressively. This technique is in fairly w despread use.

Smal | sites or those with dense address allocation who are nulti honed
are often reachable by | ong prefixes which are not easily aggregat ed.
These sites tend to dispute the choice of prefix length for paraneter
sel ection. Advocates of the technique point out that it encourages
better aggregation.

4.2 Configuration Paraneters

At configuration tine, a nunber of paraneters may be specified by the
user. The configuration paraneters are expressed in units neani ngfu
to the user. These differ fromthe paraneters used at run tinme which
are in unit convenient for conputation. The run tine paraneters are
derived fromthe configuration paraneters. Suggested configuration
paraneters are |isted bel ow

cutoff threshold (cut)

This value is expressed as a nunber of route withdrawals. It is
t he val ue above which a route advertisenent will be suppressed

reuse threshold (reuse)

This value is expressed as a nunber of route withdrawals. It is
the val ue bel ow which a suppressed route will now be used agai n.

maxi mum hold down tine (T-hold)

This value is the maximumtine a route can be suppressed no
matter how unstable it has been prior to this period of
stability.

decay half life while reachabl e (decay-ok)

This value is the tinme duration in ninutes or seconds during

whi ch the accunmul ated stability figure of nerit will be reduced
by half if the route if considered reachabl e (whether suppressed
or not).

decay half life while unreachabl e (decay-ng)
This value is the time duration in ninutes or seconds during
whi ch the accumul ated stability figure of nerit will be reduced

by half if the route if considered unreachable. If not
specified or set to zero, no decay will occur while a route
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remai ns unr eachabl e.
decay nenory linmit (Tmax-ok or Tmax-ng)

This is the maxinumtinme that any nenory of previous instability
will be retained given that the route’s state remai ns unchanged
whet her reachabl e or unreachable. This paraneter is generally
used to deternine array sizes.

There may be multiple sets of the parameters above as described in
Section 4.1. The configuration parameters |isted bel ow woul d be
applied systemw de. These include the tine granularity of all
conputations, and the paraneters used to control reeval uation of
routes that have previously been suppressed.

time granularity (delta-t)

This is the tine granularity in seconds used to perform al
decay conputati ons.

reuse list time granularity (delta-reuse)

This is the tinme interval between eval uati ons of the reuse
lists. Each reuse lists corresponds to an additional tine
i ncrenent .

reuse list nmenory reuse-list-max

This is the tinme value corresponding to the last reuse list.
This may be the nmaxi num value of T-hold for all paraneter sets
of may be confi gured.

nurmber of reuse lists (reuse-list-size)

This is the nunber of reuse lists. It may be determ ned from
reuse-list-nmax or set explicitly.

A reconmended optim zation is described in Section 4.8.6 that

invol ves an array referred to as the "reuse index array". A reuse

i ndex array is needed for each decay rate in use. The reuse index
array is used to estinmate which reuse list to place a route when it

i s suppressed. Proper placenent avoids the need to periodically
eval uate decay to determne if a route can be reused or when storage
can be recovered. Using the reuse index array avoids the need to
conmpute a logarithmto deternine placenent. One additional system
W de paraneter can be introduced
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reuse index array size (reuse-index-array-size)

This is the size of reuse index arrays. This size determn nes
the accuracy with which suppressed routes can be placed within
the set of reuse lists when suppressed for a long tine.

4.3 G@uidelines for Setting Paraneters

The decay half life should be set to a tine considerably |onger than
the period of the route flap it is intended to address. For exanple,
if the decay is set to ten mnutes and a route is w thdrawn and
readverti sed exactly every ten mnutes, the route would continue to
flap if the cutoff was set to a value of 2 or above.

The stability figure of merit itself is an accunulated tine decayed
total. This rmust be kept in mnd in setting the decay tine, cutoff
val ues and reuse values. The figure of nerit is increased each tine
a route transitions fromreachable to unreachable. The figure of
merit is decayed at a rate proportional to its current val ue.
Increasing the rate of route flap therefore increnments the figure of
nmerit nore often and reaches a given threshhold in a shorter anopunt
of time. Wien the response to a constant rate route flap is plotted
this looks like a sawmtooth with an abrupt rising edge and a decayi ng
falling edge. Since the absolute decay anount is proportional to the
figure of nmerit, at a continuous constant flap rate the baseline of
the sawtooth will tend to stop rising and converge if not clipped by
a ceiling val ue.

If clipped by a ceiling value, the sawtooth baseline will sinply
reach the ceiling faster at a higher rate of route flap. For
exanple, if flapping at four tinmes the decay rate the foll ow ng
progressi on occurs. Wen the route beconmes unreachable the first
time the value becones 1. Wen the next flap occurs, one is added to
t he previous val ue, which has been decreased by the fourth root of 2
(the anmount of decay that would occur in 1/4 of the half life time if
decay is exponential). The sequence is 1, 1.84, 2.55, 3.14, 3.64,
4.06, 4.42, 4.71, 4.96, 5.17, ..., converging at about 6.285. |If a
route flaps at four tinmes the decay rate, it will reach 3 in 4
cycles, 4 in 6 cycles, 5in 10 cycles, and will converge at about
6.3. At twice the decay tine, it will reach 3 in 7 cycles, and
converge at a value of less than 3.5.

Figure 1 shows the stability figure of nerit for route flap at a
constant rate. The tine axis is labeled in multiples of the decay
half life. The plots represent route flap with a period of 1/2, 1/3,
1/4, and 1/8 tines the decay half life. A ceiling of 4.5 was set,
whi ch can be seen to affect three of the plots, effectively limting
the tine it takes to readvertise the route regardl ess of the prior
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history. Wth cutoff and reuse thresholds of 1.5 and 0.75, routes
woul d be suppressed after being declared unreachable 2-3 tinmes and be
used again after approxinmately 2 decay half |ife periods of

stability.

This function can be expressed formally. Reachability of a route can
be represented by a variable "R'" with possible values of 0 and 1
representing unreachabl e and reachable. At a discrete tinme R can
only have one value. The figure of nmerit is increased by 1 at each
transition fromR=1 to R=0 and clipped to a ceiling value. The decay
in figure of nmerit can then be expressed over a set of discrete tines
as foll ows.

figure-of-nmerit(t) = K* figure-of-nerit(t - delta-t)
K =Kl for R=0 K=K2 for R=1

The four plots are presented vertically. Due to space limtations,
only alimted set of points along the tinme axis are shown. The
value of the figure of nerit is given. Al ong side each value is a
very low resolution strip chart made up of ASCI| dots. This is just
intended to give a rough feel for the rise and fall of the val ues.
The strip charts are not di splayed on an overl apping set of axes
because the saw oot h waveforns cross each other quite frequently. At
the very low resolution of these plots, the rise and fall of the
baseline is evident, but the sawtooth nature is only observed in the
printed val ue.

From the maxi num hold tinme value (T-hold), a ratio of the reuse val ue
to a ceiling can be determined. An integer value for the ceiling can
then be chosen such that overflow will not be a problemand all other
val ues can be scal ed accordingly. |If both cutoffs are specified or

if nultiple paraneter sets are used the highest ceiling will be used.
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Figure 2 shows the effect of configuring separate decay rates to be
used when the route is reachable or unreachable. The decay rate is 5
times slower when the route is unreachable. In the three case shown,
the period of the route flap is equal to the decay half life but the
route is reachable 1/8 of the tinme in one, reachable 1/2 the time in
one, and reachable 7/8 of the tinme in the other. In the |ast case
the route is not suppressed until after the third unreachabl e (when
it is above the top threshold after beconi ng reachabl e again).

The main point of Figure 2 is to show the effect of changing the duty
cycle of the square wave in the variable "R' for a fixed frequency of
the square wave. |f the decay constants are chosen such that decay
is slower when R=0 (the route is unreachable), then the figure of
merit rises nore slowy (nore accurately, the baseline of the

sawt oot h waveformrises nore slowy) if the route is reachable a

| arger percentage of the time. The effect when the route becones
persistently reachabl e again can be fairly negligible if the sawtooth
is clipped by a ceiling value, but is nore significant if a slow
route flap rate or short interval of route flapping is such that the
sawt oot h does not reach the ceiling value. |In Figure 2 the interva
in which the routes are unstable is short enough that the ceiling
value is not reached, therefore, the routes that are reachable for a
greater percentage of the route flap cycle are reused (placed in the
RI B and advertised to peers) sooner than others after the route
becones stable again ("R' becones 1, indicating the announced state
goes to reachabl e and renains there).

In both Figure 1 and Figure 2, routes would be suppressed. Routes
flapping at the decay half life or I ess would be withdrawn two or
three tines and then renmain withdrawn until they had remai ned stably
announced and stable for on the order of 1 1/2 to 2 1/2 times the
decay half life (given the ceiling in the exanple).

The purpose of danping BGP route flap is to reduce the processor
burden at the inmediate router and the processor burden to downstream
routers (BGP peer routers and peers of peers that will see the route
announcenents advertised by the inmediate router). Conputing a
figure of nmerit at each discrete tine interval using figure-of-
merit(t) = K* figure-of-nerit(t - delta-t) would be very inefficient
and defeat the purpose. This problemis addressed by defering

conput ation as | ong as possi ble and doing a single sinple conputation
to conpensate for the decay during the tine that has el apsed since
the figure of nerit was |ast updated. The use of decay arrays
provides the single sinple calculation. The use of reuse lists
(described later) provide a neans to defer calculations. A route
becones usable if there was not further change for a period of tinme
and the route is unreachable. The data structure storage is
recovered if the route’s state has not changed for a period of tine
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and it has been unreachable. The reuse arrays provide a neans to
estinmate how long a conputation can be deferred if there is no
further change.

A larger tine granularity will keep table storage down. The tine
granularity should be less than a nmininal reasonable tine between
expected worse case route flaps. It might be reasonable to fix this
paraneter at conpile tine or set a default and strongly recomrend
that the user leave it alone. Wth an exponential decay, array size
can be greatly reduced by setting a period of conplete stability
after which the decayed total will be considered zero rather than
retaining a tiny quantity. Alternately, very |long decays can be

i mpl emented by nultiplying nore than once if array bounds are
exceeded.

The reuse lists hold suppressed routes grouped according to how | ong
it will be before the routes are eligible for reuse. Periodically
each list will be advanced by one position and one |list renoved as
described in Section 4.8.7. Al of the suppressed routes in the
renoved list will be reevaluated and either used or placed in another
list according to how nmuch additional tine nust el apse before the
route can be reused. The last list will always contain all the
routes which will not be advertised for nore tinme than is appropriate
for the remaining list heads. When the last |ist advances to the
front, sonme of the routes will not be ready to be used and will have
to be requeued. The tinme interval for reconsidering suppressed
routes and nunber of |ist heads should be configurable. Reasonable
defaults m ght be 30 seconds and 64 |ist heads. A route suppressed
for a long tinme would need to be reevaluated every 32 m nutes.

4.4 Run Tine Data Structures

A fixed small anount of per systemstorage will be required. Were
sets of multiple configuration paraneters are used, storage wll be
required per set of paraneters. A small anmount of per route storage
is required. A set of list heads is needed. These |list heads are
used to arrange suppressed routes according to the tinme remnaining
until they can be reused.

A separate reuse list can be used to hold unreachable routes for the
purpose of later recovering storage if they remain unreachable too
long. This might be nore accurately described as a recycling |ist.
The advantage this would provide is nmaking free data structures
avai l abl e as soon as possible. Alternately, the data structures can
sinply be placed on a queue and the storage recovered when the route
hits the front of the queue and if storage is needed. The latter is
| ess optimal but sinple.
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If nultiple sets of configuration paraneters are allowed per route,
there is a need for sone neans of associating nore than one figure of
nmerit and set of paranmeters with each route. Building a linked Iist
of these objects seens |ike one of a nunber of reasonable

i npl ementations. Simlarly, a nmeans of associating a route to a
reuse list is required. A small overhead will be required for the
poi nters needed to inplenment whatever data structure is chosen for
the reuse lists. The suggested inplenentation uses a double |inked
lists and so requires two pointers per figure of nerit.

Each set of configuration paraneters can reference decay arrays and
reuse arrays. These arrays should be shared anong nultiple sets of
paraneters since their storage requirenent is not negligible. There
will be only one set of reuse list heads for the entire router

4.4.1 Data Structures for Configuration Paranmeter Sets
Based on the configuration paraneters described in the previous
section, the follow ng val ues can be conputed as scal ed i ntegers
directly fromthe correspondi ng configuration paraneters.
0 decay array scale factor (decay-array-scale-factor)
o cutoff value (cut)
0 reuse value (reuse)
o figure of nmerit ceiling (ceiling)
Each configuration paraneter set will reference one or two decay
arrays and one or two reuse arrays. Only one array will be needed if
the decay rate is the sane while a route is unreachable as while it
is reachable, or if the stability figure of nerit does not decay
while a route is unreachabl e.

4.4.2 Data Structures per Decay Array and Reuse | ndex Array

The following are also conputed fromthe configuration paraneters
t hough not as directly. The conputation is described in Section 4.5.

0 decay rate per tick (decay-delta-t)
0 decay array size (decay-array-size)
0 decay array (decay[])

0 reuse index array size (reuse-index-array-size)
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0 reuse index array (reuse-index-array[])

For each decay rate specified, an array will be used to store the

val ue of a conputed paraneter raised to the power of the index of
each array elenent. This is to speed conputations. The decay rate
per tick is an internediate val ue expressed as a real nunber and used
to conmpute the values stored in the decay arrays. The array size is
computed fromthe decay nmenory linit configuration paraneter
expressed as an array size or as a maxi mum hold tine.

The decay array size nust be of sufficient size to acconmpbdate the
specified decay nenory given the tine granularity, or sufficient to
hol d the nunber of array elenents until integer rounding produces a
zero result if that value is snaller, or a inplenentation inposed
reasonabl e size to prevent configurations which use excessive nenory.
| mpl enent ati ons may chose to nake the array size shorter and multiply
nore than once when decaying a long tine interval to reduce storage.

The reuse index arrays serve a simlar purpose to the decay arrays.
In BGP, a route is said to be "used" if it is considered the best
route. In this context, if the route is "used" it is placed in the
RIB and is eligible for advertisenment to BGP peers. |If aroute is

wi t hdrawn (a BGP announcenent is made by a peer indicating that it is
no | onger reachable), then it is no longer eligible for "use". \When
a route becones reachable it may not be "used" immediately if the
figure of nerit indicates that a recent instability has occurred.
After the route remains stable and the figure of nmerit decays bel ow
the "reuse" threshhold, the route is said to be eligible to be
"reused" (treated as truly reachable, placed in the RIB and
advertised to peers). The anount of tine until a route can be reused
can be deternined using a array |ookup. The array can be built given
the decay rate. The array is indexed using a scal ed integer
proportional to the ratio between a current stability figure of merit
val ue and the val ue needed for the route to be reused.

4,4,3 Per Route State

I nformation nmust be maintained per sone tuple representing a route.
At the very minimum the NLRI (BGP prefix and | ength) nust be
contained in the tuple. Different BGP attributes may be included or
excl uded dependi ng on the specific situation. The AS path should

al so be contained in the tuple by default. The tuple may al so
optionally contain other BGP attributes such as

MULTI _EXI T_DI SCRI M NATOR ( MED) .

The tuple representing a route for the purpose of route flap danping
i s:
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tuple entry def aul t options
NLRI

prefix required

| ength required
AS path i ncl uded option to exclude
| ast AS set in path excl uded option to include
next hop excl uded option to include
MVED excl uded option to include

in conparisons only

The AS path is generally included in order to identify downstream
instability which is not being danped or not being sufficiently
danmped and is alternating between a stable and an unstabl e path.

Under rare circunstances it may be desirable to exclude AS path for
all or a subset of prefixes. |[If an AS path ends in an AS set, in
practice the path is always for an aggregate. Changes to the
trailing AS set should be ignored. Ideally the AS path conparison
shoul d insure that at |east one AS has remai ned constant in the old
and new AS set, but conpletely ignoring the contents of a trailing AS
set is also acceptable.

I ncl udi ng next hop and MED changes can hel p suppress the use of an AS
which is internally unstable or avoid a next hop which is closer to
an unstable I1GP path in the adjacent AS. If a | arge nunber of MED

val ues are used, the increase in the amount of state nay becone a
problem For this reason MED is disabled by default and enabl ed only
as part of the tuple conparison, using a single state entry

regardl ess of MED value. Including MED will suppress the use of the
adj acent AS even though the change need not be propagated further.
Using MED is only a safe practice if a path is known to exist through
anot her AS or where there are enough peering sites with the adjacent
AS such that routes heard at only a subset of the peering sites wll
be suppressed.

4.4, 4 Data Structures per Route
The followi ng information nust be maintained per route. A route here
is considered to be a tuple usually containing NLRI, next hop, and AS
path as defined in Section 4.4.3.

stability figure of nerit (figure-of-nmerit)

Each route nmust have a stability figure of merit per applicable
paraneter set.

| ast tine updated (tinme-update)
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The exact last tinme updated nust be nmintained to allow
exponential decay of the accurulated figure of nerit to be
deferred until the route might reasonable be considered eligible
for a change in status (having gone from unreachable to
reachabl e or advancing within the reuse lists).

config block pointer

Any inplenentation that supports multiple paraneter sets nust
provide a neans of quickly identifying which set of paraneters
corresponds to the route currently being considered. For

i mpl enent ati ons supporting only paraneter sets where all routes
must be treated the same, this pointer is not required.

reuse list traversal pointers

If doubly linked lists are used to inplement reuse lists, then
two pointers will be needed, previous and next. GCenerally there
is a double Iinked list which is unused when a route is
suppressed fromuse that can be used for reuse list traversa
elimnating the need for additional pointer storage.

4.5 Processing Configuration Paraneters

Fromthe configuration parameters, it is possible to preconpute
a nunber of values that will be used repeatedly and retain these
to speed |l ater conputations that will be required frequently.

Scaling is usually dependent on the highest value that figure-
of-merit can attain, referred to here as the ceiling. The rea
nunber value of the ceiling will typically be determ ned by the
followi ng equation. The ceiling can also be configured to a
specific value, which in turn dictates T-hold.

ceiling = reuse * (exp(T-hol d/ decay-half-life) * 1og(2))

In the above equation, reuse is the reuse threshhold described
in Section 4.2.

The met hods of scaled integer arithnetic are not described in
detail here. The methods of determning the real values are
given. Translation into scaled integer values and the details
of scaled integer arithnmetic are left up to the individua

i mpl emrent ati ons.

The ceiling value can be set to be the largest integer that can fit

in half the bits available for an unsigned integer. This wll
all ow the scaled integers to be nultiplied by the scal ed decay
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val ue and then shifted down. Inplenentations may prefer to use
real nunbers or may use any integer scaling deenmed appropriate for
their architecture

penalty val ue and threshol ds (as proportional scal ed integers)

The figure of nerit penalty for one route withdrawal and the
cutof f val ues nust be scal ed according to the above scaling
factor.

decay rate per tick (decay[1])

The decay val ue per increnment of tinme as defined by the tine
granularity nust be deternined (at least initially as a floating
poi nt nunber). The per tick decay is a nunmber slightly |ess
than one. It is the Nth root of the one half where Nis the
half life divided by the tinme granularity.

decay[1l] = exp ((1 / (decay-half-life/delta-t)) * log (1/2))
decay array size (decay-array-size)

The decay array size is the decay nenory divided by the tine
granularity. |If integer truncation brings the value of an array
el ement to zero, the array can be nade snaller. An

i mpl enent ati on should al so i npose a naxi mum reasonabl e array
size or allow nore than one nultiplication

decay-array-size = (Tmax/delta-t)
decay array (decay[])

Each i-th el enent of the decay array is the per tick delay
raised to the i-th power. This mght be best done by successive
floating point multiplies followed by scaling and integer
roundi ng or truncation. The array itself need only be conputed
at startup.

decay[i] = decay[1] **
4.6 Building the Reuse I ndex Arrays

The reuse lists may be accessed quite frequently if a lot of routes
are flapping sufficiently to be suppressed. A nethod of speeding the
determi nation of which reuse list to use for a given route is
suggested. This nethod is introduced in Section 4.2, its
configuration described in Section 4.4.2 and the al gorithnms described
in Section 4.8.6 and Section 4.8.7. This section describes building
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the reuse list index arrays.

Aratio of the figure of nerit of the route under consideration to
the cutoff value is used as the basis for an array | ookup. The ratio
is scaled and truncated to an integer and used to index the array.
The array entry is an integer used to determ ne which reuse list to
use.

reuse array maxi mumratio (rmax-ratio)

This is the maxinumrati o between the current val ue of the
stability figure of nerit and the target reuse value that can be
i ndexed by the reuse array. It nmay be linmted by the ceiling

i nposed by the nmaxi mum hold time or by the anpbunt of tinme that
the reuse lists cover

max-ratio = mn(ceiling/reuse, exp((1/ (half-life/reuse-
array-tine)) * log(2)))

reuse array scale factor ( scale-factor )

Since the reuse array is an estimator, the reuse array scale
factor has to be conputed such that the full size of the reuse
array is used.

scal e-factor = reuse-index-array-size / (max-ratio - 1)
reuse index array (reuse-index-array[])

Each reuse index array entry should contain an index into the
reuse list array pointing to one of the list heads. This index
shoul d corresponding to the reuse list that will be eval uated
just after a route would be eligible for reuse given the ratio
of current value of the stability figure of nmerit to target
reuse val ue corresponding the the reuse array entry.

reuse-index-array[j] = integer((decay-half-life / reuse-
time-granularity) * log(l/(reuse * (1 + (j / scale-factor)))) /
l og(1/2))

To determ ne which reuse queue to place a route which is being
suppressed, the follow ng procedure is used. Divide the current
figure of nmerit by the cutoff. Subtract one. Miltiply by the scale
factor. This is the index into the reuse index array (reuse-index-
array[]). The value fetched fromthe reuse index array (reuse-

i ndex-array[]) is an index into the array of reuse lists (reuse-
array[]). If this index is off the end of the array use the |ast
queue otherwi se look in the array and pick the nunber of the queue
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fromthe array at that index. This is quite fast and well worth the
setup and storage required.

4.7 A Sanple Configuration
A sinple exanple is presented here in which the space overhead is
estinated for a set of configuration paraneters. The design here
assunes:

1. there is a single paraneter set used for all routes,

2. decay tine for unreachable routes is slower than for reachabl e
routes

3. the arrays nmust be full size, rather than allow nore than one
multiply per decay operation to reduce the array size.

This exanple is used in |ater sections. The use of multiple
paraneter sets conplicates the exanples somewhat. Where nultiple
paraneter sets are allowed for a single route, the decay portion of
the algorithmis repeated for each paraneter set. |If different
routes are allowed to have different paraneter sets, the routes nust
have pointers to the paraneter sets to keep the time to locate to a
m ni num but the algorithns are ot herw se unchanged.

A sampl e set of configuration paraneters and a sanple set of
i mpl enent ati on paraneters are provided in in the two following lists.

1. Configuration Paraneters
ocut = 1.25
o reuse = 0.5
o T-hold = 15 nmins

5 nmn

o0 decay- ok

o decay-ng 15 nmin

0 Tmax-ok, Tmax-ng = 15, 30 mns
2. I nplenentation Paraneters

o delta-t = 1 sec

o delta-reuse = 15 sec
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0 reuse-list-size = 256
0 reuse-index-array-size = 1,024
Usi ng these configuration and inplenmentation paraneters and the
equations in Section 4.5, the space overhead can be conputed. There
is a fixed space overhead that is independent of the nunber of
routes. There is a space requirenent associated with a stable route.
There is a |l arger space requirenment associated with an unstable
route. The space requirenents for the paraneters above are provide
in the lists bel ow
1. fixed overhead (using paraneters from previous exanpl e)
0 900 * integer - decay array
0 1,800 * integer - decay array
0 120 * pointer - reuse list-heads
0 2,048 * integer - reuse index arrays
2. overhead per stable route
0 pointer - containing null entry
3. overhead per unstable route
0 pointer - to a danping structure containing the foll ow ng
o integer - figure of nerit + bit for state
o integer - last tinme updated
0 2 * pointer - reuse list pointers (prev, next)
The decay arrays are sized acording to delta-t and Trmax-ok or Tnmax-
ng. The nunber of reuse list-heads is based on delta-reuse and the
greater of Tmax-ok or Tmax-ng. There are two reuse index arrays
whose size is a configured paraneter.
Fi gure 3 shows the behavior of the algorithmw th the paraneters
gi ven above. Four cases are given in this exanple. In all four
there is a twelve mnute period of route oscillations. Two periods
of oscillation are used, 2 mnutes and 4 m nutes. Two duty cycles
are used, one in which the route is reachable during 20% of the cycle

and the other where the route is reachable during 80% of the cycle.
In all four cases, the route becones suppressed after it becones
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unreachabl e the second tine. Once suppressed, it renmains suppressed
until some period after beconming stable. The routes which oscillate
over a 4 minute period are no | onger suppressed within 9-11 minutes
after becoming stable. The routes with a 2 minute period of
oscillation are suppressed for nearly the maxi num 15 m nute period
after beconi ng stabl e.

4.8 Processing Routing Protocol Activity
The prior sections concentrate on configuration parameters and their
relationship to the paraneters and arrays used at run tinme and
provide the algorithns for initializing run tine storage. This
section provides the steps taken in processing routing events and
ti mer events when running.
The routing events are:

1. A BGP peer or new route cones up for the first tine (or after
an extended down tine) (Section 4.8.1)

2. A route beconmes unreachable (Section 4.8.2)
3. A route becones reachabl e again (Section 4.8.3)
4. A route changes (Section 4.8.4)

5. A peer goes down (Section 4.8.5)
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The reuse list is used to provide a neans of fast evaluation of route
that had been suppressed, but had been stable | ong enough to be
reused agai n or had been suppressed | ong enough that it can be
treated as a newroute. The follow ng two operations are descri bed.
1. Inserting into a reuse list (Section 4.8.6)
2. Reuse list processing every delta-t seconds (Section 4.8.7)
4.8.1 Processing a New Peer or New Routes
When a peer cones up, no action is required if the routes had no
previous history of instability, for exanple if this is the first
time the peer is conming up and announci ng these routes. For each
route, the pointer to the danping structure would be zeroed and route
used. The sanme action is taken for a newroute or a route that has
been down [ ong enough that the figure of nerit reached zero and the
danpi ng structure was del et ed.
4.8.2 Processi ng Unreachabl e Messages

When a route is withdrawn or changed (Section 4.8.4 describes how a
change is handl ed), the follow ng procedure is used.

If there is no previous stability history (the danping structure
pointer is zero), then:

1. allocate a danping structure
2. set figure-of-nmerit =1
3. withdraw the route
O herwise, if there is an existing danping structure, then
1. set t-diff = t-now - t-updated
2. if (t-diff puts you off the end of the array) {
setfigure-of-merit =1
lelse {
setfigure-of-merit =figure-of-nerit *decay-array-ok [t-diff ]+ 1
if(figure-of-merit >ceiling) {

setfigure-of-nerit =ceiling
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3. renove the route froma reuse list if it is on one

4, wthdraw the route unless it is already suppressed
In either case then:

1. set t-updated = t-now

2. insert into a reuse list (see Section 4.8.6)

If there was a stability history, the previous value of the stability
figure of nmerit is decayed. This is done using the decay array
(decay-array). The index is determ ned by subtracting the current
tinme and the last tine updated, then dividing by the tine
granularity. |If the index is zero, the figure of nerit is unchanged
(no decay). |If it is greater than the array size, it is zeroed.

O herwi se use the index to fetch a decay array elenent and nultiply
the figure of nerit by the array elenment. |f using the suggested
scal ed i nteger nethod, shift down half an integer. Add the scaled
penalty for one nore unreachable (shown above as 1). |If the result
is above the ceiling replace it with the ceiling value. Now update
the last tine updated field (preferably taking into account how nuch
time was truncated before doing the decay cal cul ation).

When a route becomes unreachabl e, alternate paths nust be considered.
This process is conplicated slightly if different configuration
paraneters are used in the presence or absence of viable alternate
paths. |If all of these alternate paths have been suppressed because
there had previously been an alternate route and the new route

wi t hdrawal changes that condition, the suppressed alternate paths
nmust be reeval uated. They should be reevaluated in order of nornmal
route preference. Wen one of these alternate routes is encountered
that had been suppressed but is now usable since there is no
alternate route, no further routes need to be reevaluated. This only
applies if routes are given two different reuse thresholds, one for
use when there is an alternate path and a higher threshold to use
when suppressing the route would result in nmaking the destination
conpl etely unreachabl e.

4.8.3 Processing Route Advertisenents

When a route is readvertised if there is no damping structure, then
the procedure is the sanme as in Section 4.8.1.
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1. don’t create a new danping structure
2. use the route
If an danping structure exists, the figure of nmerit is decayed and
the figure of nerit and last tinme updated fields are updated. A
decision is now made as to whether the route can be used i medi ately
or needs to be suppressed for sone period of tine.
1. set t-diff = t-now - t-updated
2. if (t-diff puts you off the end of the array) {
set figure-of-nerit =0
el se {
set figure-of-nerit= figure-of-nmerit* decay-array-ng[t-diff]
}
3. if ( not suppressed and figure-of-nerit < cut ) {
use the route
}else if( suppressed and figure-of-nerit< reuse) {
set state tonot suppressed
remove the route froma reuse |ist
use the route
el se {
set state to suppressed
don’t use the route
insert into a reuse list (see Section 4.8.6)
}
4. if ( figure-of-nerit >0 ) {
set t-updated= t-now

lelse {
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recover nmenory for danping struct

zero pointer to damping struct

}

If the route is deemed usable, a search for the current best route
nmust be made. The newly reachable route is then eval uated according
to the BGP protocol rules for route selection

If the newroute is usable, the previous best route is exam ned.
Prior to route conparisons, the current best route nmay have to be
reevaluated if separate paraneter sets are used depending on the
presence or absence of an alternate route. |If there had been no
alternate the previous best route nmay be suppressed.

If the newroute is to be suppressed it is placed on a reuse |ist
only if it would have been preferred to the current best route had
the new route been accepted as stable. There is no reason to queue a
route on a reuse list if after the route becomes usable it would not
be used anyway due to the existence of a nore preferred route. Such
a route would not have to be reevaluated unless the preferred route
becane unreachable. As specified here, the less preferred route
woul d be reeval uated and potentially used or potentially added to a
reuse list when processing the withdrawal of a nore preferred best
route.

4.8.4 Processi ng Route Changes

If aroute is replaced by a peer router by supplying a new path, the
route that is being replaced should be treated as if an unreachabl e
were received (see Section 4.8.2). This will occur when a peer
sonewhere back in the AS path is continuously sw tching between two
AS paths and that peer is not danping route flap (or applying |ess
damping). There is no way to determine if one AS path is stable and
the other is flapping, or if they are both flapping. |If the cycle is
sufficiently short conpared to convergence tines neither route
through that peer will deliver packets very reliably. Since there is
no way to affect the peer such that it chooses the stable of the two
AS paths, the only viable option is to penalize both routes by

consi dering each change as an unreachable followed by a route

adverti senent.

4.8.5 Processing A Peer Router Loss
When a peer routing session is broken, either all individual routes

advertised by that peer may be marked as unstable, or the peering
session itself may be nmarked as unstable. Marking the peer will save
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consi derabl e nenory. Since the individual routes are advertised as
unreachabl e to routers beyond the i medi ate problem per route state
will be incurred beyond the peer inmediately adjacent to the BGP
session that went down. |If the instability continues, the

i medi atel y adj acent router need only keep track of the peer
stability history. The routers beyond that point will receive no
further advertisenments or withdrawal of routes and will dispose of

t he danpi ng structure over tine.

BGP notification through an optional transitive attribute that
damping will already be applied may be considered in the future to
reduce the nunber of routers that incur danping structure storage
over head.

4.8.6 Inserting into the Reuse Tiner List

The reuse lists are used to provide a nmeans of fast eval uation of
route that had been suppressed, but had been stable | ong enough to be
reused again. The data structure consists of a series of |ist heads.
Each list contains a set of routes that are schedul ed for

reeval uation at approximately the sane tinme. The set of reuse |ist
heads are treated as a circular array. Refer to Figure 4.

A sinple inplenentation of the circular array of |ist heads would be
an array containing the list heads. An offset is used when accessing
the array. The offset would identify the first list. The Nth Iist
woul d be at the index corresponding to N plus the offset nodul o the
nunber of list heads. This design will be assunmed in the exanples
that follow.

A key requirenent is to be able to insert an entry in the nost
appropriate queue with a ninimum of conputation. The conputation is
given only the current value of figure-of-nerit. Instead of a
conmput ati on which would involve a logarithm the reuse array (reuse-
array[]) described in Section 4.6 is used. The array, scale, and
bounds are preconputed to map figure-of-nmerit to the nearest |ist
head wi thout requiring a logarithmto be conputed (see Section 4.5).
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+- + +- + +- + non-enpty linked |ist nmeans
| | | | | | <-- that there are routes with
+- + +- + +- + defered action to be taken
A A A N * delta-reuse seconds |ater.
+--|----+--|----+--|----+ ------ Hom - - + Hom - - +
| list | list | list | list | list | ... | list
| head | head | head | head | head | ... | head
R R R R R + R +
N N N N N N
Nt h 1st 2nd 3rd 4t h N1

offset to first list
(the offset is increnented every delta-reuse seconds)

Figure 4: Reuse List Data Structures
Note that in the follow ng sections the operator prefix notation
"nmodul o a b" neans "b % a" in C |anguage al gebraic operator notation
For exanple, "nmodulo 16 1023" woul d be 15.

1. scale figure-of-nerit for the index array | ookup producing
i ndex

2. check index against the array bound
3. if (within the array bound) {
set index =reuse-array [index ]
lelse {
set index =reuse-list-size -1
}
4. insert into the list
reuse-list[ nodul oreuse-list-size (index +offset )]
Choosing the correct reuse list involves only a nultiply and shift to
do the scaling, an integer truncation, then an array |ookup in the
reuse array (reuse-array[]). The value retrieved fromthe reuse
array is used to select a reuse list. The reuse list is a circular
list. The nost conmon nethod of inplenenting a circular list is to
use an array and apply an offset and nodul o operation to pick the

correct array entry. The offset is increnented to rotate the
circular list.
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4.8.7 Handling Reuse Tiner Events

The granularity of the reuse tinmer should be nore coarse than that of
the decay timer. As a result, when the reuse tinmer fires, suppressed
routes should be decayed by nultiple increments of decay tine. Sone
conputation can be avoi ded by always inserting into the reuse |ist
corresponding to one time increnent past reuse eligibility. In cases
where the reuse |lists have a | onger "nenory" than the "decay nenory"
(described above), all of the routes in the first queue will be
available for imedi ate reuse if reachable or the history entry could
be di sposed of if unreachable.

When it is tinme to advance the lists, the first queue on the reuse
list nust be processed and the circular queue nust be rotated. Using
an array and an offset as a circular array (as described in Section
4.8.6), the algorithmbelow is repeated every delta-reuse seconds.

1. save a pointer to the current zeroth queue head and zero the
list head entry

2. set offset = npbdulo reuse-list-size ( offset + 1 ), thereby
rotating the circular queue of I|ist-heads

3. if ( the saved list head pointer is non-enpty )
for each entry {
sett-diff =t-now -t-updated
set figure-of-nerit =figure-of-nerit *decay-array-ok [t-diff ]
sett-updated =t-now
if( figure-of-nmerit< reuse)
reuse the route
el se
re-insert into another list (seeSection 4.8.6)
}

The val ue of the zeroth list head would be saved and the array entry
itself zeroed. The list heads would then be advanced by increnenting
the offset. Starting with the saved head of the old zeroth list,
each route woul d be reeval uated and used, disposed of entirely or
requeued if it were not ready for reuse. |If a route is used, it nust
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be treated as if it were a new route adverti senent as described in
Section 4. 8. 3.

5 I npl enent ati on Experi ence

The first inplenentations of "route flap danpi ng" were the route
server daenon (rsd) coding by Ramesh Govindan (1SlI) and the Csco | CS
i mpl ementati on by Ravi Chandra. Both inplenentations first becane
avail abl e in 1995 and have been used extensively. The rsd

i npl ement ati on has been in use in route servers at the NSF funded

Net wor k Access Points (NAPs) and at other nmjor Internet

i nterconnects. The Cisco | OS version has been in use by Internet
Service Providers worldw de. The rsd inpl enentati on has been
integrated in rel eases of gated (see http://ww.gated.org) and is
avail able in comercial routers using gated.

There are now nore than 2 years of BGP route danpi ng depl oynent
experience. Sonme problens have occurred in deploynent. So far these
are sol vabl e by careful inplenmentation of the algorithmand by
careful deploynent. |n sonme topol ogi es coordi nated depl oynent can be
hel pful and in all cases disclosure of the use of route danpi ng and
the paraneters used is highly beneficial in debugging connectivity

pr obl ens.

Sonme of the problens have occurred due to subtle inplenentation
errors. Route danping should never be applied on | BGP | earned
routes. To do so can open the possibility for persistent route

| oops. Wien IBGP routes within an AS are inconsistent, route |oops
can easily form Suppressing |IBGP | earned routes causes such

i nconsi stencies. |nplenentations should disallow configuration of
route danpi ng on | BGP peers.

Penalties for instability should only be applied when a route is
renoved or replaced and not when a route is added. |f danping
paraneters are applied consistently, this inplenmentation constraint
will result in a stable secondary path being preferred over an
unstable primary path due to danping of the prinmary path near the
sour ce.

In topol ogi es where multiple AS paths to a given destination exist
flapping of the primary path can result in suppression of the
secondary path. This can occur if no danping is being done near the
cause of the route flap or if danping is being applied nore
aggressively by a distant AS. This problemcan be solved in one of
two ways. Danping can be done near the source of the route flap and
t he danpi ng paraneters can be made consistent. Alternately, a

di stant AS which insists on nore aggressive danpi ng paraneters can
di sabl e penalizing routes on AS path change, penalizing routes only
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if they are withdrawn conpletely. |In order to do so, the
i mpl enent ati on nust support this option (as described in Section
4.4.3).

Route flap shoul d be danped near the source. Single honed
destinations can be covered by static routes. Aggregation provides
anot her neans of danping. Providers should danp their own interna
probl ems, however danping on IGP link state origination is not yet

i mpl enented by router vendors. Providers which use nultiple AS
within their own topol ogy should danp between their own AS. Providers
shoul d danp adj acent providers AS.

Danpi ng provides a neans to linit propagation excessive route change
when connectivity is highly intermttent. Once a problemis
corrected, danping state corresponding to the prefixes known to be
danped due to the problemjust fixed can be manually cleared. In
order to determ ne where danping may have occurred after connectivity
probl ens, providers should publish their danping paraneters.

Provi ders should be willing to manually cl ear danping on specific
prefixes or AS paths at the request of other providers when the
request i s acconpani ed by credi bl e assurance that the probl em has
truly been addressed.

By danping their own routing infornation, providers can reduce their
own need to nake requests of other providers to clear danping state
after correcting a problem Providers should be pro-active and
nmoni t or what prefixes and paths are suppressed in addition to
monitoring link states and BGP session state.
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Security Considerations

The practices outlined in this docunent do not further weaken the
security of the routing protocols. Denial of service is possible in
an already insecure routing environment but these practices only
contribute to the persistence of such attacks and do not inpact the
nmet hods of prevention and the methods of determ ning the source.
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