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2. Abstract

Thi s docunent describes addressing and routing strategies for multi-
honed enterprises attached to nultiple Internet Service Providers
(I1SPs) that are intended to reduce the routing overhead due to these
enterprises in the global Internet routing system

3. Motivations

An enterprise nay acquire its Internet connectivity fromnore than
one Internet Service Provider (I1SP) for sone of the follow ng
reasons. Maintaining connectivity via nore than one | SP could be
viewed as a way to nake connectivity to the Internet nore reliable.
Thi s way when connectivity through one of the ISPs fails,
connectivity via the other ISP(s) would enable the enterprise to
preserve its connectivity to the Internet. In addition to providing
nmore reliable connectivity, nmaintaining connectivity via nore than
one ISP could also allow the enterprise to distribute | oad anong
mul ti pl e connections. For enterprises that span w de geographica
area this could also enable better (nore optimal) routing.

The above consi derations, conbined with the decreasing prices for the
I nternet connectivity, notivate nore and nore enterprises to becone
mul ti-homed to nultiple 1SPs. At the sane time, the routing overhead
that such enterprises inpose on the Internet routing system becones
nmore and nore significant. Scaling the Internet, and being able to
support a grow ng nunber of such enterprises denmands nmechanisn(s) to
contain this overhead. This docunent assunes that an approach where
routers in the "default-free" zone of the Internet would be required
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to maintain a route for every nulti-honmed enterprise that is
connected to multiple | SPs does not provide an adequate scaling.
Mor eover, given the nature of the Internet, this docunent assumes
that any approach to handle routing for such enterprises should

m nimze the anount of coordination anmong | SPs, and especially the
I SPs that are not directly connected to these enterprises.

There is a difference of opinions on whether the driving factors
behind nulti-homing to nultiple | SPs could be adequatel y addressed by
multi-homng just to a single ISP, which would in turn elinmnate the
negative inpact of multi-homng on the Internet routing system

Di scussion of this topic is beyond the scope of this docunent.

The focus of this docunment is on the routing and addressing
strategies that could reduce the routing overhead due to nulti-honed
enterprises connected to nultiple ISPs in the Internet routing
system

The strategies described in this docunent are equally applicable to
both I Pv4 and | Pv6.

4. Address allocation and assi gnnent

A mul ti-honmed enterprise connected to a set of |SPs would be

al | ocated a bl ock of addresses (address prefix) by each of these | SPs
(an enterprise connected to N ISPs would get N different bl ocks).

The address allocation fromthe I1SPs to the enterprise would be based
on the "address-1ending" policy [ RFC2008]. The all ocated addresses
then woul d be used for address assignnent within the enterprise.

One possi bl e address assignnent plan that the enterprise could enpl oy
is to use the topological proxinmty of a node (host) to a particular
ISP (to the interconnect between the enterprise and the ISP) as a
criteria for selecting which of the address prefixes to use for
address assignnent to the node. A particular node (host) may be

assi gned address(es) out of a single prefix, or nmay have addresses
fromdifferent prefixes

5. Routing information exchange

The issue of routing information exchange between an enterprise and
its ISPs is deconposed into the foll ow ng conponents:

a) reachability information that an enterprise border router
advertises to a border router within an I SP

b) reachability information that a border router within an I SP
advertises to an enterprise border router
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The primary focus of this docunment is on (a); (b) is covered only as
needed by this docunent.

5.1. Advertising reachability information by enterprise border routers

When an enterprise border router connected to a particular ISP
deternmines that the connectivity between the enterprise and the
Internet is up through all of its |ISPs, the router advertises (to the
border router of that |SP) reachability to only the address prefix
that the ISP allocated to the enterprise. This way in a steady state
routes injected by the enterprise into its |ISPs are aggregated by
these 1 SPs, and are not propagated into the "default-free" zone of
the I nternet.

Wien an enterprise border router connected to a particular |SP
detenrines that the connectivity between the enterprise and the
Internet through one or nore of its other ISPs is down, the router
starts advertising reachability to the address prefixes that was

all ocated by these ISPs to the enterprise. This would result in
injecting additional routing information into the "default-free" zone
of the Internet. However, one could observe that the probability of
all nmulti-honed enterprises in the Internet concurrently | osing
connectivity to the Internet through one or nore of their ISPs is
fairly small. Thus on average the nunber of additional routes in the
"default-free" zone of the Internet due to nulti-honed enterprises is
expected to be a small fraction of the total nunber of such
enterprises.

The approach described above is predicated on the assunption that an
enterprise border router has a nechanisnm(s) by which it could
determine (a) whether the connectivity to the Internet through sonme
ot her border router of that enterprise is up or down, and (b) the
address prefix that was allocated to the enterprise by the ISP
connected to the other border router. One such possible nechani sm
could be provided by BGP [ RFC1771]. In this case border routers
within the enterprise would have an | BGP peering with each ot her.
Wienever one border router determines that the intersection between
the set of reachable destinations it receives via its EBG (fromits
directly connected | SP) peerings and the set of reachable
destinations it receives from another border router (in the same
enterprise) via IBG is enpty, the border router would start
advertising to its external peer reachability to the address prefix
that was allocated to the enterprise by the | SP connected to the

ot her border router. The other border router woul d advertise (via

| BGP) the address prefix that was allocated to the enterprise by the
| SP connected to that router. This approach is known as "auto route
i njection".
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As an illustration consider an enterprise connected to two | SPs,

| SP-A and | SP-B. Denote the enterprise border router that connects
the enterprise to I SP-A as BR-A; denote the enterprise border router
that connects the enterprise to | SP-B as BR-B. Denote the address
prefix that |ISP-A allocated to the enterprise as Pref-A; denote the
address prefix that 1SP-B allocated to the enterprise as Pref-B.

When the set of routes BR-A receives fromISP-A (via EBGP) has a
non-enpty intersection with the set of routes BR A receives from BR-B
(via IBGP), BR-A advertises to I SP-A only the reachability to Pref-A
When the intersection beconmes enpty, BR- A would advertise to I SP-A
reachability to both Pref-A and Pref-B. This would continue for as
long as the intersection renains enpty. Once the intersection becones
non-enpty, BR-A would stop advertising reachability to Pref-B to

| SP-A (but would still continue to advertise reachability to Pref-A
to I SP-A). Figure 1 bel ow describes this nethod graphically.
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Figure 1: Reachability information advertised

Al t hough strictly an inplenmentation detail, calculating the
intersection could potentially be a costly operation for a |arge set
of routes. An alternate solution to this is to nake use of a selected
single (or nore) address prefix received froman ISP (the ISP s
backbone route for exanple) and configure the enterprise border
router to performauto route injection if the selected prefix is not
present via IBGP. Let’s suppose |ISP-B has a well known address
prefix, 1SP-Pref-B for its backbone. |1SP-B advertises this to BR-B
and BR-B in turn advertises this via IBG? to BR-A. If BR A sees a
withdraw for |SP-Pref-B it advertises Pref-B to | SP-A
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The approach described in this section may produce | ess than the ful
Internet-wi de connectivity in the presence of |SPs that filter out
routes based on the length of their address prefixes. One could
observe however, that this would be a problemregardl ess of how the
enterprise would set up its routing and addressing.

5.2. Further inprovenents

The approach described in the previous section allows to
significantly reduce the routing overhead in the "default-free" zone
of the Internet due to nmulti-homed enterprises. The approach
described in this section allows to conpletely elimnate this

over head.

An enterprise border router would maintain EBGP peering not just with
the directly connected border router of an ISP, but with the border
router(s) in one or nore I SPs that have their border routers directly
connected to the other border routers within the enterprise. W
refer to such peering as "non-direct" EBGP

An | SP that maintains both direct and non-direct EBGP peering with a
particul ar enterprise would advertise the sane set of routes over
both of these peerings. An enterprise border router that maintains
either direct or non-direct peering with an ISP advertises to that

| SP reachability to the address prefix that was allocated by that ISP
to the enterprise. Wthin the | SP routes received over direct
peering should be preferred over routes received over non-direct
peering. Likewise, within the enterprise routes received over direct
peering should be preferred over routes received over non-direct

peeri ng.

Forwardi ng al ong a route received over non-direct peering should be
acconpl i shed via encapsul ati on [ RFC1773].

As an illustration consider an enterprise connected to two | SPs,

| SP-A and I SP-B. Denote the enterprise border router that connects
the enterprise to | SP-A as E-BR- A, and the | SP-A border router that
is connected to E-BR-A as | SP-BR-A; denote the enterprise border
router that connects the enterprise to ISP-B as E-BR-B, and the | SP-B
border router that is connected to E-BR-B as | SP-BR-B. Denote the
address prefix that 1SP-A allocated to the enterprise as Pref-A
denote the address prefix that 1SP-B allocated to the enterprise as
Pref-B. E-BR-A naintains direct EBGP peering with | SP-BR- A and
advertises reachability to Pref-A over that peering. E-BR A also
mai ntain a non-direct EBGP peering with | SP-BR-B and adverti ses
reachability to Pref-B over that peering. E-BR-B maintains direct
EBGP peering with | SP-BR-B, and advertises reachability to Pref-B
over that peering. E-BR-B also nmaintains a non-direct EBGP peering
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with | SP-BR-A, and advertises reachability to Pref-A over that
peeri ng.

When connectivity between the enterprise and both of its ISPs (ISP-A
and ISP-B is up, traffic destined to hosts whose addresses were
assigned out of Pref-A would flow through I SP-A to | SP-BR-A to E-BR-
A, and then into the enterprise. Likewise, traffic destined to hosts
whose addresses were assigned out of Pref-B would flow through | SP-B
to ISP-BR-B to E-BR-B, and then into the enterprise. Now consider
what woul d happen when connectivity between | SP-BR-B and E-BR-B goes
down. In this case traffic to hosts whose addresses were assigned
out of Pref-A would be handled as before. But traffic to hosts whose
addresses were assigned out of Pref-B would flow through ISP-B to

| SP-BR-B, | SP-BR-B woul d encapsulate this traffic and send it to E-
BR-A, where the traffic will get decapsul ated and then be sent into
the enterprise. Figure 2 bel ow describes this approach graphically.
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| | [+l direct |
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Figure 2: Reachability information advertised via non-direct EBGP

bserve that with this schene there is no additional routing
information due to multi-honmed enterprises that has to be carried in
the "default-free" zone of the Internet. In addition this schene
doesn’'t degrade in the presence of ISPs that filter out routes based
on the length of their address prefixes.

Note that the set of routers within an | SP that mai ntain non-direct

peering with the border routers within an enterprise doesn’'t have to
be restricted to the I1SP's border routers that have direct peering
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with the enterprise’ s border routers. The non-direct peering could be
mai ntained with any router within the ISP. Doing this could inprove
the overall robustness in the presence of failures within the | SP

5.3. Conbining the two

One coul d observe that while the approach described in Section 5.2
allows to conpletely elimnate the routing overhead due to nulti-
homed enterprises in the "default-free" zone of the Internet, it may
result in a suboptimal routing in the presence of link failures. The
sub-optinmality could be reduced by conbi ning the approach descri bed
in Section 5.2 with a slightly nodified version of the approach
described in Section 5.1. The nodification consists of constraining
t he scope of propagation of additional routes that are advertised by
an enterprise border router when the router detects problens with the
Internet connectivity through its other border routers. A way to
constrain the scope is by using the BGP Community attribute

[ RFC1997] .

5.4. Better (nore optinmal) routing in steady state

The approach described in this docunent assumes that in a steady
state an enterprise border router would advertise to a directly
connected | SP border router only the reachability to the address
prefix that this ISP allocated to the enterprise. As a result,
traffic originated by other enterprises connected to that ISP and
destined to the parts of the enterprise nunbered out of other address
prefixes would not enter the enterprise at this border router,
resulting in potentially suboptinmal paths. To inprove the situation
the border router may (in steady state) advertise reachability not
only to the address prefix that was allocated by the ISP that the
router is directly connected to, but to the address prefixes

al l ocated by sone other ISPs (directly connected to sone other border
routers within the enterprise). Distribution of such advertisenents
shoul d be carefully constrained, or otherwise this may result in
significant additional routing information that would need to be

mai ntained in the "default-free" part of the Internet. A way to
constrain the distribution of such advertisements is by using the BGP
Community attribute [ RFC1997].

6. Conparison with other approaches
Cl DR [ RFC1518] proposes several possible address allocation
strategies for multi-homed enterprises that are connected to nultiple

| SPs. The following briefly reviews the alternatives being used
today, and conpares themw th the approaches descri bed above.
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6.1. Solution 1

One possible solution suggested in [ RFC1518] is for each multi-homned
enterprise to obtain its | P address space i ndependently fromthe | SPs
to which it is attached. This allows each nulti-homed enterprise to
base its | P assignnents on a single prefix, and to thereby sumari ze
the set of all |IP addresses reachable within that enterprise via a
single prefix. The disadvantage of this approach is that since the
| P address for that enterprise has no relationship to the addresses
of any particular |1SPs, the reachability information advertised by
the enterprise is not aggregatable with any, but default route.
results in the routing overhead in the "default-free" zone of the
Internet of (N, where Nis the total nunmber of nulti-honed
enterprises across the whole Internet that are connected to multiple
| SPs.

As a result, this approach can’'t be viewed as a viable alternative
for all, but the enterprises that provide high enough degree of
addressing informati on aggregati on. Since by definition the nunber of
such enterprises is likely to be fairly small, this approach isn't
viable for nost of the multi-homed enterprises connected to multiple
| SPs.

6.2. Solution 2

Anot her possi bl e solution suggested in [RFC1518] is to assign each
mul ti-homed enterprise a single address prefix, based on one of its
connections to one of its ISPs. Oher ISPs to which the multi-honed
enterprise is attached maintain a routing table entry for the

organi zation, but are extrenely selective in terns of which other
ISPs are told of this route and woul d need to perform "proxy"
aggregation. Mst of the conplexity associated with this approach is
due to the need to perform "proxy" aggregation, which in turn
requires t addiional inter-1SP coordination and nore conpl ex router
configuration.

7. Discussion

The approach described in this docunent assunes that addresses that
an enterprise would use are allocated based on the "address | ending"
policy. Consequently, whenever an enterprise changes its ISP, the
enterprise would need to renunber part of its network that was
nunmber ed out of the address block that the ISP allocated to the
enterprise. However, these issues are not specific to multihoning
and shoul d be consi dered accepted practice in todays internet. The
approach described in this docunent effectively elininates any

di stinction between single-honme and nmulti-homed enterprise with
respect to the inpact of changing | SPs on renunbering.
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The approach described in this docunent also requires careful address
assignnent within an enterprise, as address assignment inpacts
traffic distribution anong nultiple connections between an enterprise
and its | SPs.

Both the issue of address assignnment and renunbering could be
addressed by the appropriate use of network address translation
(NAT). The use of NAT for multi-homed enterprises is the beyond the
scope of this docunent.

Use of auto route injection (as described in Section 5.1) increases
the nunber of routers in the default-free zone of the Internet that
could be affected by changes in the connectivity of nulti-honed
enterprises, as conpared to the use of provider-independed addresses
(as described in Section 6.1). Specifically, with auto route
injection when a nmulti-honed enterprise loses its connectivity
through one of its ISPs, the auto injected route has to be propagated
to all the routers in the default-free zone of the Internet. In
contrast, when an enterprise uses provider-independent addresses,
only sonme (but not all) of the routers in the default-free zone woul d
see changes in routing when the enterprise loses its connectivity

t hrough one of its | SPs.

To supress excessive routing load due to link flapping the auto
injected route has to be advertised until the connectivity via the
ot her connection (that was previously down and that triggered auto
route injection) beconmes stable.

Use of the non-direct EBGP approach (as described in Section 5.2)
allows to elimnate route flapping due to nmulti-honed enterprises in
the default-free zone of the Internet. That is the non-direct EBGP
approach has better properties with respect to routing stability than
the use of provider-independent addresses (as described in Section
6.1).

8. Applications to nulti-honed | SPs

The approach described in this docunment could be applicable to a
small to mediumsize ISP that is connected to several upstream | SPs.
The |1 SP woul d acquire bl ocks of addresses (address prefixes) fromits
upstream | SPs, and woul d use these addresses for allocations to its
custoners. Either auto route injection, or the non-direct EBGP
approach, or a conbination of both could be used by the ISP when
peering with its upstream | SPs. Doing this would provide routability
for the custoners of such ISP, w thout advertsely affecting the
overall scalability of the Internet routing system
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9. Security Considerations

Since the non-direct EBGP approach (as described in Section 5.2)
requi res EBGP sessions between routers that are nmore than one I P hop
fromeach other, routers that maintain these sessions should use an
appropriate authenticati on nechanisn(s) for BGP peer authentication.

Security issues related to the | BGP peering, as well as the EBGP
peering between routers that are one I P hop fromeach other are
out si de the scope of this docunent.
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