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Status of this Menp

This meno provides information for the Internet community. This nmenp
does not specify an Internet standard of any kind. Distribution of
this meno is unlimted.

| ESG Not e:

This protocol is NOT the product of an | ETF working group nor is it a
standards track docunent. It has not necessarily benefited fromthe
wi despread and in depth community review that standards track
docunents receive.

Abst ract

Thi s docunent provides an overview of a novel approach to network

| ayer packet forwarding, called tag switching. The two nmin
components of the tag switching architecture - forwardi ng and
control - are described. Forwarding is acconplished using sinple

| abel - swappi ng techni ques, while the existing network | ayer routing
protocol s plus nechani sns for binding and distributing tags are used
for control. Tag switching can retain the scaling properties of IP,
and can help inprove the scalability of IP networks. Wile tag

swi tching does not rely on ATM it can straightforwardly be applied
to ATM switches. A range of tag sw tching applications and depl oynent
scenari os are descri bed.
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1. Introduction

Conti nuous growth of the Internet demands hi gher bandwi dth within the
Internet Service Providers (ISPs). However, growth of the Internet is
not the only driving factor for higher bandwi dth - demand for higher
bandwi dth al so cones from energing multinmedia applications. Denmand
for higher bandwi dth, in turn, requires higher forwardi ng performance
(packets per second) by routers, for both nmulticast and unicast
traffic.

The growmt h of the Internet also demands inproved scaling properties

of the Internet routing system The ability to contain the vol unme of
routing information maintained by individual routers and the ability
to build a hierarchy of routing know edge are essential to support a
high quality, scalable routing system

W see the need to inprove forwardi ng performance while at the same
time adding routing functionality to support nulticast, allow ng nore
flexible control over howtraffic is routed, and providing the
ability to build a hierarchy of routing know edge. Mreover, it
becones nore and nore crucial to have a routing systemthat can
support graceful evolution to accommpdate new and energi ng
requirenents.

Tag switching is a technol ogy that provides an efficient solution to
these chall enges. Tag switching blends the flexibility and rich
functionality provided by Network Layer routing with the sinplicity
provided by the | abel swapping forwarding paradigm The sinplicity
of the tag switching forwardi ng paradi gm (| abel swappi ng) enabl es

i nproved forwardi ng performance, while maintaining conpetitive

price/ performance. By associating a wi de range of forwarding
granularities with a tag, the sane forwardi ng paradi gm can be used to
support a wide variety of routing functions, such as destination-
based routing, nulticast, hierarchy of routing know edge, and
flexible routing control. Finally, a conbination of sinple
forwardi ng, a wide range of forwarding granularities, and the ability
to evolve routing functionality while preserving the sanme forwarding
par adi gm enabl es a routing systemthat can gracefully evolve to
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acconmodat e new and energi ng requirenments.

The rest of the docunment is organized as follows. Section 2

i ntroduces the nmain conmponents of tag sw tching, forwarding and
control. Section 3 describes the forwardi ng conponent. Section 4
descri bes the control conponent. Section 5 describes how tag
switching could be used with ATM Section 6 describes the use of tag
switching to help provide a range of qualities of service. Section 7
briefly describes possible depl oynent scenarios. Section 8 sumari zes
the results.

2. Tag Switching conponents

Tag switching consists of two conponents: forwarding and control

The forwardi ng conponent uses the tag information (tags) carried by
packets and the tag forwarding i nformati on maintained by a tag switch
to perform packet forwarding. The control conponent is responsible
for maintaining correct tag forwarding infornmation anong a group of

i nterconnected tag switches.

3. Forwardi ng component

The fundanmental forwardi ng paradi gm enpl oyed by tag switching is
based on the notion of |abel swapping. Wien a packet with atag is
received by a tag switch, the switch uses the tag as an index in its
Tag Information Base (TIB). Each entry in the TIB consists of an

i ncom ng tag, and one or nore sub-entries of the form (outgoing tag,
outgoing interface, outgoing link level information). If the switch
finds an entry with the incomng tag equal to the tag carried in the
packet, then for each (outgoing tag, outgoing interface, outgoing
link level information) in the entry the switch replaces the tag in
the packet with the outgoing tag, replaces the link level infornmation
(e.g MAC address) in the packet with the outgoing link | eve

i nformati on, and forwards the packet over the outgoing interface.

From t he above description of the forwardi ng conponent we can nake
several observations. First, the forwardi ng decision is based on the
exact match algorithmusing a fixed length, fairly short tag as an

i ndex. This enables a sinplified forwardi ng procedure, relative to

| ongest match forwarding traditionally used at the network |ayer.
This in turn enabl es higher forwarding performance (higher packets
per second). The forwardi ng procedure is sinple enough to allow a
strai ghtforward hardware inplenentation

A second observation is that the forwarding decision is independent
of the tag’'s forwarding granularity. For exanple, the sane forwarding
al gorithm applies to both unicast and nulticast - a unicast entry
woul d just have a single (outgoing tag, outgoing interface, outgoing
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link Ievel information) sub-entry, while a nulticast entry nay have
one or nore (outgoing tag, outgoing interface, outgoing link |eve

i nformation) sub-entries. (For nulti-access |inks, the outgoing link
level information in this case would include a nulticast MAC
address.) This illustrates how with tag switching the sane forwarding
par adi gm can be used to support different routing functions (e.g.

uni cast, nmulticast, etc...)

The sinple forwardi ng procedure is thus essentially decoupled from
the control conponent of tag sw tching. New routing (control)
functions can readily be depl oyed wi thout disturbing the forwarding
paradigm This neans that it is not necessary to re-optimnze
forwardi ng performance (by nodifying either hardware or software) as
new routing functionality is added.

3.1. Tag encapsul ati on
Tag information can be carried in a packet in a variety of ways:

- as a small "shim' tag header inserted between the |layer 2 and
the Network Layer headers;

- as part of the layer 2 header, if the layer 2 header provides
adequate semantics (e.g., ATM as discussed bel ow);

- as part of the Network Layer header (e.g., using the Flow Labe
fieldin IPv6 with appropriately nodified semantics).

It is therefore possible to inplenment tag switching over virtually
any nedia type including point-to-point links, nulti-access |inks,
and ATM

observe al so that the tag forwardi ng conponent is Network Layer

i ndependent. Use of control conponent(s) specific to a particul ar
Net wor k Layer protocol enables the use of tag switching with

di fferent Network Layer protocols.

4. Control conponent

Essential to tag switching is the notion of binding between a tag and
Net wor k Layer routing (routes). To provide good scaling
characteristics, while al so accomodating diverse routing
functionality, tag switching supports a w de range of forwarding
granularities. At one extrene a tag could be associated (bound) to a
group of routes (nore specifically to the Network Layer Reachability
Information of the routes in the group). At the other extrene a tag
could be bound to an individual application flow (e.g., an RSVP
flow. Atag could also be bound to a nulticast tree.
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The control conponent is responsible for creating tag bindings, and
then distributing the tag binding informati on anong tag switches.
The control conponent is organized as a collection of nodul es, each
designed to support a particular routing function. To support new
routing functions, new nodul es can be added. The follow ng descri bes
sonme of the nodul es

4.1. Destination-based routing

In this section we describe how tag swi tching can support
destination-based routing. Recall that with destination-based routing
a router nakes a forwardi ng decision based on the destination address
carried in a packet and the information stored in the Forwarding

I nformati on Base (FIB) maintained by the router. A router constructs
its FIB by using the information the router receives fromrouting
protocols (e.g., OSPF, BGP)

To support destination-based routing with tag switching, a tag
switch, just like a router, participates in routing protocols (e.g.
OSPF, BGP), and constructs its FIB using the information it receives
fromthese protocols

There are three pernmitted nmethods for tag allocation and Tag

I nformati on Base (TIB) managenent: (a) downstreamtag all ocation, (b)
downstreamtag all ocation on demand, and (c) upstreamtag allocation
In all cases, a switch allocates tags and binds themto address
prefixes inits FIB. In downstream allocation, the tag that is
carried in a packet is generated and bound to a prefix by the switch
at the downstreamend of the link (with respect to the direction of
data flow). In upstreamallocation, tags are allocated and bound at
the upstreamend of the link. ‘On demand’ allocation neans that tags
will only be allocated and distributed by the downstream swi tch when
it is requested to do so by the upstreamswitch. Methods (b) and (c)
are nost useful in ATM networks (see Section 5). Note that in
downstream al l ocation, a switch is responsible for creating tag

bi ndi ngs that apply to incom ng data packets, and receives tag

bi ndi ngs for outgoing packets fromits neighbors. |In upstream
allocation, a switch is responsible for creating tag bindings for
outgoing tags, i.e. tags that are applied to data packets |eaving the
switch, and receives bindings for inconing tags fromits nei ghbors.

The downstreamtag allocation schene operates as follows: for each
route inits FIB the switch allocates a tag, creates an entry in its
Tag Informati on Base (TIB) with the inconing tag set to the allocated
tag, and then advertises the binding between the (inconming) tag and
the route to other adjacent tag switches. The advertisenent could be
acconpl i shed by either piggybacking the binding on top of the
existing routing protocols, or by using a separate Tag Distribution
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Protocol [TDP]. Wen a tag switch receives tag binding infornation
for a route, and that information was originated by the next hop for
that route, the switch places the tag (carried as part of the binding
information) into the outgoing tag of the TIB entry associated with
the route. This creates the binding between the outgoing tag and the
route.

Wth the downstreamtag allocation on denand schene, operation is as
follows. For each route in its FIB, the switch identifies the next
hop for that route. It then issues a request (via TDP) to the next
hop for a tag binding for that route. Wen the next hop receives the
request, it allocates a tag, creates an entry inits TIBwith the
incomng tag set to the allocated tag, and then returns the binding
between the (incomng) tag and the route to the switch that sent the
original request. \Wen the switch receives the binding information
the switch creates an entry in its TIB, and sets the outgoing tag in
the entry to the value received fromthe next hop

The upstreamtag allocation schene is used as follows. If a tag
switch has one or nore point-to-point interfaces, then for each
route in its FIB whose next hop is reachable via one of these
interfaces, the switch allocates a tag, creates an entry in its TIB
with the outgoing tag set to the allocated tag, and then advertises
to the next hop (via TDP) the binding between the (outgoing) tag and
the route. Wen a tag switch that is the next hop receives the tag
bi nding information, the switch places the tag (carried as part of
the binding information) into the inconming tag of the TIB entry
associated with the route.

Once a TIB entry is populated with both incon ng and outgoi ng tags,
the tag switch can forward packets for routes bound to the tags by
using the tag switching forwarding algorithm (as described in Section
3).

When a tag switch creates a binding between an outgoing tag and a
route, the switch, in addition to populating its TIB, also updates
its FIBwith the binding information. This enables the switch to add
tags to previously untagged packets.

To understand the scaling properties of tag switching in conjunction
wi th destination-based routing, observe that the total nunber of tags
that a tag switch has to maintain can not be greater than the nunber
of routes in the switch’s FIB. Mrreover, in sone cases a single tag
could be associated with a group of routes, rather than with a single
route. Thus, much less state is required than would be the case if
tags were allocated to individual flows.
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In general, a tag switch will try to populate its TIB with inconing
and outgoing tags for all routes to which it has reachability, so
that all packets can be forwarded by sinple |abel swapping. Tag
allocation is thus driven by topology (routing), not traffic - it is
the existence of a FIB entry that causes tag allocations, not the
arrival of data packets.

Use of tags associated with routes, rather than flows, also neans
that there is no need to performflow classification procedures for
all the flows to determ ne whether to assign a tag to a flow That,
inturn, sinplifies the overall schene, and nmakes it nore robust and
stable in the presence of changing traffic patterns.

Note that when tag switching is used to support destination-based
routing, tag switching does not conpletely elimnate the need to
performnormal Network Layer forwarding. First of all, to add a tag
to a previously untagged packet requires normal Network Layer
forwardi ng. This function could be perforned by the first hop router
or by the first router on the path that is able to participate in tag
switching. In addition, whenever a tag switch aggregates a set of
routes (e.g., by using the technique of hierarchical routing), into a
single tag, and the routes do not share a common next hop, the switch
needs to perform Network Layer forwarding for packets carrying that
tag. However, one could observe that the nunber of places where
routes get aggregated is smaller than the total nunber of places
wher e forwardi ng decisions have to be nmade. Mreover, quite often
aggregation is applied to only a subset of the routes naintained by a
tag switch. As a result, on average a packet can be forwarded nost of
the tine using the tag switching algorithm

4.2. Hierarchy of routing know edge

The I P routing architecture nodels a network as a coll ection of
routi ng domains. Wthin a domain, routing is provided via interior
routing (e.g., OSPF), while routing across donmains is provided via
exterior routing (e.g., BGP). However, all routers wi thin domains
that carry transit traffic (e.g., donmamins forned by Internet Service
Provi ders) have to maintain information provided by not just interior
routing, but exterior routing as well. That creates certain problens.
First of all, the amount of this information is not insignificant.
Thus it places additional demand on the resources required by the
routers. Mbreover, increase in the volune of routing information
quite often increases routing convergence tine. This, in turn,
degrades the overall performance of the system

Tag switching allows the decoupling of interior and exterior routing,

so that only tag switches at the border of a dormain would be required
to maintain routing i nformati on provided by exterior routing, while
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all other switches within the domain would just maintain routing

i nformation provided by the domain’s interior routing (which is

usual ly significantly snmaller than the exterior routing information).
This, in turn, reduces the routing | oad on non-border swtches, and
shortens routing convergence timne.

To support this functionality, tag switching allows a packet to carry
not one but a set of tags, organized as a stack. A tag switch could
either swap the tag at the top of the stack, or pop the stack, or
swap the tag and push one or nore tags into the stack

When a packet is forwarded between two (border) tag switches in

di fferent donains, the tag stack in the packet contains just one tag.
However, when a packet is forwarded within a domain, the tag stack in
t he packet contains not one, but two tags (the second tag is pushed
by the domain’s ingress border tag switch). The tag at the top of
the stack provides packet forwarding to an appropriate egress border
tag switch, while the next tag in the stack provides correct packet
forwarding at the egress switch. The stack is popped by either the
egress switch or by the penultimate (with respect to the egress
switch) switch.

The control conponent used in this scenario is fairly simlar to the
one used with destination-based routing. In fact, the only essentia
difference is that in this scenario the tag binding information is
di stributed both anong physically adjacent tag swi tches, and anong
border tag switches within a single domain. One could al so observe
that the latter (distribution anong border sw tches) could be
trivially accommodated by very minor extensions to BGP (via a
separate Tag Binding BGP attribute).

4.3. Miulticast

Essential to nulticast routing is the notion of spanning trees.

Mul ticast routing procedures (e.g., PIM are responsible for
constructing such trees (with receivers as leafs), while nulticast
forwarding is responsible for forwarding nmulticast packets al ong such
trees.

To support a multicast forwarding function with tag sw tching, each
tag switch associates a tag with a nulticast tree as follows. Wen a
tag switch creates a nulticast forwarding entry (either for a shared
or for a source-specific tree), and the list of outgoing interfaces
for the entry, the switch also creates |ocal tags (one per outgoing
interface). The switch creates an entry in its TIB and popul ates
(outgoing tag, outgoing interface, outgoing MAC header) with this
informati on for each outgoing interface, placing a |locally generated
tag in the outgoing tag field. This creates a binding between a
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mul ticast tree and the tags. The switch then advertises over each
outgoing interface associated with the entry the binding between the
tag (associated with this interface) and the tree.

When a tag switch receives a binding between a nulticast tree and a
tag fromanother tag switch, if the other switch is the upstream

nei ghbor (with respect to the nulticast tree), the local swtch

pl aces the tag carried in the binding into the incom ng tag conponent
of the TIB entry associated with the tree.

When a set of tag switches are interconnected via a nultiple-access
subnetwork, the tag allocation procedure for nulticast has to be
coordi nated anong the switches. In all other cases tag allocation
procedure for multicast could be the sane as for tags used with
destinati on-based routing.

4.4. Flexible routing (explicit routes)

One of the fundanental properties of destination-based routing is
that the only information froma packet that is used to forward the
packet is the destination address. VWile this property enables highly
scalable routing, it also limts the ability to influence the actua
pat hs taken by packets. This, in turn, limts the ability to evenly
distribute traffic anong nultiple links, taking the load off highly
utilized links, and shifting it towards less utilized |inks. For
Internet Service Providers (ISPs) who support different classes of
service, destination-based routing also limits their ability to
segregate different classes with respect to the |links used by these
cl asses. Sone of the |ISPs today use Frane Relay or ATMto overcomne
the lintations i nposed by destination-based routing. Tag sw tching,
because of the flexible granularity of tags, is able to overcone
these limtations w thout using either Frane Relay or ATM

To provide forwarding along the paths that are different fromthe
pat hs determi ned by the destination-based routing, the contro
conponent of tag switching allows installation of tag bindings in tag
switches that do not correspond to the destination-based routing

pat hs.

5. Tag switching with ATM
Since the tag switching forwardi ng paradigmis based on | abe
swappi ng, and since ATMforwarding is al so based on | abel swapping,

tag switching technol ogy can readily be applied to ATM swi tches by
i mpl enenting the control conponent of tag switching.
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The tag informati on needed for tag switching can be carried in the
VCl field. If two levels of tagging are needed, then the VPI field
could be used as well, although the size of the VPI field linmts the
size of networks in which this would be practical. However, for nost
applications of one level of tagging the VCI field is adequate.

To obtain the necessary control information, the switch should be
able (at a minimun) to participate as a peer in Network Layer routing
protocols (e.g., OSPF, BGP). Moreover, if the switch has to perform
routing information aggregation, then to support destination-based
uni cast routing the switch should be able to perform Network Layer
forwarding for some fraction of the traffic as well.

Supporting the destination-based routing function with tag sw tching
on an ATMswitch may require the switch to maintain not one, but
several tags associated with a route (or a group of routes with the
same next hop). This is necessary to avoid the interleaving of
packets which arrive fromdifferent upstreamtag switches, but are
sent concurrently to the sane next hop. Either the downstreamtag

al l ocation on demand or the upstreamtag allocation schene could be
used for the tag allocation and TIB mai ntenance procedures with ATM
swi t ches.

Therefore, an ATM switch can support tag switching, but at the
mninmumit needs to inplenent Network Layer routing protocols, and
the tag switching control conmponent on the switch. It may al so need
to support sone network |ayer forwarding.

I mpl enenting tag switching on an ATM switch would sinplify
integration of ATM switches and routers - an ATM swi tch capabl e of
tag switching woul d appear as a router to an adjacent router. That
could provide a viable, nore scalable alternative to the overlay
nodel . It also renoves the necessity for ATM addressing, routing and
signalling schenmes. Because the destination-based forwardi ng approach
described in section 4.1 is topology driven rather than traffic
driven, application of this approach to ATM switches does not high
call setup rates, nor does it depend on the |ongevity of flows.

| mpl enenting tag switching on an ATM swi tch does not preclude the
ability to support a traditional ATM control plane (e.g., PNNI) on
the sane switch. The two conponents, tag swi tching and the ATM
control plane, would operate in a Ships In the Night node (with
VPI / VCI space and ot her resources partitioned so that the conponents
do not interact).
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6. Quality of service

Two mechani snms are needed for providing a range of qualities of
service to packets passing through a router or a tag switch. First,
we need to classify packets into different classes. Second, we need
to ensure that the handling of packets is such that the appropriate
QCS characteristics (bandwidth, loss, etc.) are provided to each

cl ass.

Tag switching provides an easy way to mark packets as belonging to a
particul ar class after they have been classified the first tine.
Initial classification would be done using information carried in the
network | ayer or higher |ayer headers. A tag corresponding to the
resultant class would then be applied to the packet. Tagged packets
can then be efficiently handled by the tag switching routers in their
path w thout needing to be reclassified. The actual packet scheduling
and queueing is largely orthogonal - the key point here is that tag
swi tching enables sinple logic to be used to find the state that
identifies how the packet should be schedul ed.

The exact use of tag switching for QOS purposes depends a great dea
on how QOS is deployed. If RSVP is used to request a certain QOS for
a class of packets, then it would be necessary to allocate a tag
correspondi ng to each RSVP session for which state is installed at a
tag switch. This mght be done by TDP or by extension of RSVP

7. Tag switching migration strategies

Since tag switching is perfornmed between a pair of adjacent tag

swi tches, and since the tag binding informati on could be distributed
on a pairwi se basis, tag switching could be introduced in a fairly
simple, increnmental fashion. For exanple, once a pair of adjacent
routers are converted into tag switches, each of the switches would
tag packets destined to the other, thus enabling the other switch to
use tag switching. Since tag switches use the sane routing protocols
as routers, the introduction of tag switches has no inpact on
routers. In fact, a tag switch connected to a router acts just as a
router fromthe router’s perspective.

As nore and nore routers are upgraded to enable tag sw tching, the
scope of functionality provided by tag swi tching w dens. For exanpl e,
once all the routers within a domain are upgraded to support tag
switching, in becones possible to start using the hierarchy of
routing know edge function
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10.

11.

Summary

In this docunment we described the tag switching technol ogy. Tag
switching is not constrained to a particular Network Layer protocol -
it is amultiprotocol solution. The forwarding conmponent of tag
switching is sinple enough to facilitate high perfornmance forwarding,
and nay be inplenmented on high performance forwardi ng hardware such
as ATM switches. The control conponent is flexible enough to support
a wide variety of routing functions, such as destination-based
routing, multicast routing, hierarchy of routing know edge, and
explicitly defined routes. By allowing a wi de range of forwarding
granul arities that could be associated with a tag, we provide both
scal able and functionally rich routing. A conbination of a w de range
of forwarding granularities and the ability to evolve the contro
component fairly independently fromthe forwardi ng conponent results
in a solution that enables graceful introduction of new routing
functionality to neet the demands of a rapidly evol ving conputer
net wor ki ng envi ronnent.

Security Considerations
Security issues are not discussed in this nmeno.
Intellectual Property Considerations

Cisco Systens nmay seek patent or other intellectual property
protection for some or all of the technol ogies disclosed in this
docunent. If any standards arising fromthis docunent are or becone
protected by one or nore patents assigned to Ci sco Systens, Ci sco
intends to disclose those patents and |icense them on reasonabl e and
non-di scri ni natory terns.
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