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Status of this Meno

This docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zation state
and status of this protocol. Distribution of this neno is unlimted.

Abst r act

Thi s menorandum descri bes RTP, the real-tine transport protocol. RTP
provi des end-to-end network transport functions suitable for
applications transmtting real-tinme data, such as audio, video or
sinul ati on data, over nulticast or unicast network services. RTP does
not address resource reservati on and does not guarantee quality-of-
service for real-tine services. The data transport is augnmented by a
control protocol (RTCP) to allow nonitoring of the data delivery in a
manner scalable to large nulticast networks, and to provide ninimal
control and identification functionality. RTP and RTCP are desi gned
to be independent of the underlying transport and network |ayers. The
protocol supports the use of RTP-level translators and m xers.
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1. Introduction

Thi s nenorandum specifies the real-tine transport protocol (RTP)

whi ch provides end-to-end delivery services for data with real-tine
characteristics, such as interactive audio and video. Those services
i ncl ude payl oad type identification, sequence nunbering, tinestanping
and delivery nonitoring. Applications typically run RTP on top of UDP
to nake use of its nultiplexing and checksum services; both protocols
contribute parts of the transport protocol functionality. However,
RTP may be used with other suitable underlying network or transport
protocol s (see Section 10). RTP supports data transfer to multiple
destinations using nmulticast distribution if provided by the
under | yi ng networKk.

Note that RTP itself does not provide any nechanismto ensure tinely
delivery or provide other quality-of-service guarantees, but relies
on |l ower-|ayer services to do so. It does not guarantee delivery or
prevent out-of-order delivery, nor does it assunme that the underlying
network is reliable and delivers packets in sequence. The sequence
nunmbers included in RTP allow the receiver to reconstruct the
sender’ s packet sequence, but sequence nunbers might also be used to
determi ne the proper location of a packet, for exanple in video
decodi ng, wi thout necessarily decodi ng packets in sequence.

While RTP is primarily designed to satisfy the needs of nulti-
participant nultinedia conferences, it is not limted to that
particul ar application. Storage of continuous data, interactive
distributed sinulation, active badge, and control and neasurenent
applications may also find RTP applicable.

Thi s docunent defines RTP, consisting of two closely-linked parts:

o the real-tinme transport protocol (RTP), to carry data that has
real -tine properties.

o the RTP control protocol (RTCP), to nonitor the quality of
service and to convey information about the participants in an
on-goi ng session. The latter aspect of RTCP nmay be sufficient
for "loosely controlled" sessions, i.e., where there is no
explicit nenbership control and set-up, but it is not
necessarily intended to support all of an application’ s contro
communi cation requirenents. This functionality may be fully or
partially subsuned by a separate session control protocol
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whi ch is beyond the scope of this docunent.

RTP represents a new style of protocol follow ng the principles of
application level framng and integrated | ayer processing proposed by
O ark and Tennenhouse [1]. That is, RTP is intended to be malleable
to provide the information required by a particular application and
will often be integrated into the application processing rather than
being inplenented as a separate layer. RTP is a protocol framework
that is deliberately not conplete. This docunent specifies those
functions expected to be common across all the applications for which
RTP woul d be appropriate. Unlike conventional protocols in which

addi tional functions m ght be accommobdat ed by naki ng the protocol
nore general or by adding an option nechanismthat would require
parsing, RTP is intended to be tailored through nodifications and/or
additions to the headers as needed. Exanples are given in Sections
5.3 and 6. 3. 3.

Therefore, in addition to this docunent, a conpl ete specification of
RTP for a particular application will require one or nore conpanion
documents (see Section 12):

o0 a profile specification docunent, which defines a set of
payl oad type codes and their mapping to payload formats (e.qg.
medi a encodings). A profile nay al so define extensions or
nodi fications to RTP that are specific to a particular class of
applications. Typically an application will operate under only
one profile. A profile for audio and video data may be found in
t he conpani on RFC TBD.

0 payl oad fornmat specification docunents, which define how a
particul ar payl oad, such as an audi o or video encoding, is to
be carried in RTP

A di scussion of real-tinme services and algorithns for their
i npl ement ati on as well as background di scussion on sonme of the RTP
desi gn decisions can be found in [2].

Several RTP applications, both experinmental and comercial, have

al ready been inplenented fromdraft specifications. These
applications include audio and video tools along w th diagnostic
tools such as traffic nmonitors. Users of these tools nunber in the
t housands. However, the current Internet cannot yet support the ful
potential demand for real-tine services. Hi gh-bandw dth services
usi ng RTP, such as video, can potentially seriously degrade the
quality of service of other network services. Thus, inplenentors
shoul d take appropriate precautions to linmt accidental bandw dth
usage. Application docunentation should clearly outline the
limtations and possi bl e operational inpact of high-bandw dth real -
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2.

tinme services on the Internet and ot her network services.
RTP Use Scenari os

The follow ng sections describe sone aspects of the use of RTP. The
exanpl es were chosen to illustrate the basic operation of
applications using RTP, not to linit what RTP nay be used for. In
these exanples, RTP is carried on top of IP and UDP, and follows the
conventions established by the profile for audio and video specified
in the conpanion Internet-Draft draft-ietf-avt-profile

2.1 Sinple Miulticast Audi o Conference

A working group of the | ETF neets to discuss the |atest protoco
draft, using the IP nmulticast services of the Internet for voice
communi cati ons. Through sone all ocati on nmechani smthe working group
chair obtains a multicast group address and pair of ports. One port
is used for audio data, and the other is used for control (RTCP)
packets. This address and port information is distributed to the

i ntended participants. If privacy is desired, the data and contro
packets may be encrypted as specified in Section 9.1, in which case
an encryption key nmust al so be generated and distributed. The exact
details of these allocation and distribution nmechani snms are beyond
the scope of RTP.

The audi o conferencing application used by each conference

partici pant sends audio data in small chunks of, say, 20 ns duration
Each chunk of audio data is preceded by an RTP header; RTP header and
data are in turn contained in a UDP packet. The RTP header i ndicates
what type of audio encoding (such as PCM ADPCM or LPC) is contained
in each packet so that senders can change the encoding during a
conference, for exanple, to accomopdate a new participant that is
connected through a | ow bandwidth link or react to indications of

net wor k congesti on

The Internet, |ike other packet networks, occasionally |oses and
reorders packets and del ays them by variabl e anpbunts of tine. To cope
with these inmpairnents, the RTP header contains tining information
and a sequence nunber that allow the receivers to reconstruct the
timng produced by the source, so that in this exanple, chunks of
audi o are contiguously played out the speaker every 20 ns. This
timng reconstruction is perforned separately for each source of RTP
packets in the conference. The sequence nunber can al so be used by
the receiver to estinmate how nany packets are being |ost.

Since nenbers of the working group join and | eave during the
conference, it is useful to know who is participating at any nonent
and how well they are receiving the audi o data. For that purpose,
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each instance of the audio application in the conference periodically
mul ticasts a reception report plus the nane of its user on the RTCP
(control) port. The reception report indicates how well the current
speaker is being received and nay be used to control adaptive
encodings. In addition to the user nane, other identifying

i nformati on may al so be included subject to control bandwidth limts.
A site sends the RTCP BYE packet (Section 6.5) when it |eaves the
conf erence.

2.2 Audi o and Vi deo Conference

I f both audio and video nedia are used in a conference, they are
transmitted as separate RTP sessions RTCP packets are transmtted for
each nmediumusing two different UDP port pairs and/or nulticast
addresses. There is no direct coupling at the RTP | evel between the
audi o and vi deo sessions, except that a user participating in both
sessions should use the sanme distinguished (canonical) name in the
RTCP packets for both so that the sessions can be associ at ed.

One notivation for this separation is to allow sonme participants in
the conference to receive only one nediumif they choose. Further
explanation is given in Section 5.2. Despite the separation
synchroni zed pl ayback of a source’s audio and video can be achi eved
using timng information carried in the RTCP packets for both

sessi ons.

2.3 Mxers and Transl ators

So far, we have assuned that all sites want to receive nedia data in
the sane format. However, this nmay not al ways be appropriate.

Consi der the case where participants in one area are connected
through a lowspeed link to the majority of the conference

partici pants who enjoy high-speed network access. | nstead of forcing
everyone to use a | ower-bandw dth, reduced-quality audi o encoding, an
RTP-1evel relay called a mxer may be placed near the | ow bandwi dth
area. This m xer resynchroni zes i ncom ng audi o packets to reconstruct
the constant 20 ns spacing generated by the sender, mnixes these
reconstructed audio streans into a single stream translates the
audi o encoding to a | ower-bandwi dth one and forwards the | ower-
bandwi dt h packet stream across the | ow speed |ink. These packets

m ght be unicast to a single recipient or multicast on a different
address to nmultiple recipients. The RTP header includes a neans for

m xers to identify the sources that contributed to a m xed packet so
that correct talker indication can be provided at the receivers.

Some of the intended participants in the audi o conference may be

connected with high bandwi dth Iinks but m ght not be directly
reachable via IP nulticast. For exanple, they m ght be behind an

Schul zri nne, et al St andards Track [ Page 6]



RFC 1889 RTP January 1996

application-level firewall that will not let any |IP packets pass. For
these sites, mxing may not be necessary, in which case another type
of RTP-level relay called a translator nmay be used. Two transl ators

are installed, one on either side of the firewall, with the outside
one funneling all multicast packets received through a secure
connection to the translator inside the firewall. The transl ator

inside the firewall sends them again as nulticast packets to a
mul ticast group restricted to the site’s internal network.

M xers and translators may be designed for a variety of purposes. An
exanple is a video m xer that scales the inmages of individual people
in separate video streans and conposites theminto one video stream
to simulate a group scene. Ot her exanples of translation include the
connection of a group of hosts speaking only IP/UDP to a group of
hosts that understand only ST-11, or the packet-by-packet encoding
translation of video streams fromindividual sources w thout
resynchroni zation or mxing. Details of the operation of mxers and
translators are given in Section 7.

3. Definitions

RTP payl oad: The data transported by RTP in a packet, for exanple
audi o sanpl es or conpressed video data. The payl oad format and
interpretation are beyond the scope of this docunent.

RTP packet: A data packet consisting of the fixed RTP header, a
possibly enpty list of contributing sources (see below), and the
payl oad data. Some underlying protocols may require an
encapsul ati on of the RTP packet to be defined. Typically one
packet of the underlying protocol contains a single RTP packet,
but several RTP packets nmay be contained if pernitted by the
encapsul ati on nethod (see Section 10).

RTCP packet: A control packet consisting of a fixed header part
simlar to that of RTP data packets, followed by structured
el ements that vary dependi ng upon the RTCP packet type. The
formats are defined in Section 6. Typically, nultiple RTCP
packets are sent together as a conpound RTCP packet in a single
packet of the underlying protocol; this is enabled by the Iength
field in the fixed header of each RTCP packet.

Port: The "abstraction that transport protocols use to distinguish
anong nultiple destinations within a given host conmputer. TCP/IP
protocols identify ports using small positive integers."” [3] The
transport selectors (TSEL) used by the OSI transport |ayer are
equi valent to ports. RTP depends upon the | ower-1layer protoco
to provide sonme nechani smsuch as ports to multiplex the RTP and
RTCP packets of a session
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Transport address: The conbi nation of a network address and port that
identifies a transport-Ilevel endpoint, for exanple an |IP address
and a UDP port. Packets are transmitted froma source transport
address to a destination transport address.

RTP session: The association anong a set of participants
communi cating with RTP. For each participant, the session is
defined by a particular pair of destination transport addresses
(one network address plus a port pair for RTP and RTCP). The
destination transport address pair may be common for al
participants, as in the case of IP multicast, or may be
different for each, as in the case of individual unicast network
addresses plus a comon port pair. 1In a nultinedia session
each nmediumis carried in a separate RTP session with its own
RTCP packets. The nultiple RTP sessions are distinguished by
different port nunber pairs and/or different nulticast
addr esses.

Synchroni zati on source (SSRC): The source of a stream of RTP packets,
identified by a 32-bit nuneric SSRC identifier carried in the
RTP header so as not to be dependent upon the network address.
Al'l packets froma synchronization source formpart of the sane
timng and sequence nunber space, so a receiver groups packets
by synchroni zati on source for playback. Exanples of
synchroni zati on sources include the sender of a stream of
packets derived froma signal source such as a nicrophone or a
canera, or an RTP nixer (see below). A synchronization source
may change its data format, e.g., audio encoding, over tine. The
SSRC identifier is a randomy chosen value neant to be globally
unique within a particular RTP session (see Section 8). A
partici pant need not use the same SSRC identifier for all the
RTP sessions in a nultinedia session; the binding of the SSRC
identifiers is provided through RTCP (see Section 6.4.1). |If a
partici pant generates multiple streans in one RTP session, for
exanpl e from separate video caneras, each nust be identified as
a different SSRC

Contributing source (CSRC): A source of a stream of RTP packets that
has contributed to the conbined stream produced by an RTP mi xer
(see below). The mixer inserts a list of the SSRC identifiers of
the sources that contributed to the generation of a particul ar
packet into the RTP header of that packet. This list is called
the CSRC list. An exanple application is audi o conferencing
where a mxer indicates all the tal kers whose speech was
conbi ned to produce the outgoing packet, allow ng the receiver
to indicate the current tal ker, even though all the audio
packets contain the same SSRC identifier (that of the m xer).
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4.

End system An application that generates the content to be sent in
RTP packets and/ or consunes the content of received RTP packets.
An end system can act as one or nore synchronization sources in
a particular RTP session, but typically only one.

M xer: An internediate systemthat receives RTP packets from one or
nore sources, possibly changes the data format, conbines the
packets in some manner and then forwards a new RTP packet. Since
the tinmng among nultiple input sources will not generally be
synchroni zed, the mxer will make tim ng adjustnments anong the
streanms and generate its own timng for the conbined stream
Thus, all data packets originating froma mxer will be
identified as having the mixer as their synchronization source.

Translator: An intermedi ate systemthat forwards RTP packets with
their synchronization source identifier intact. Exanples of
translators include devices that convert encodi ngs w t hout
m xi ng, replicators fromnulticast to unicast, and application-
level filters in firewalls

Monitor: An application that receives RTCP packets sent by
participants in an RTP session, in particular the reception
reports, and estimates the current quality of service for
distribution nonitoring, fault diagnosis and |ong-term
statistics. The nmonitor function is likely to be built into the
application(s) participating in the session, but may also be a
separate application that does not otherw se participate and
does not send or receive the RTP data packets. These are called
third party nonitors.

Non- RTP neans: Protocols and nechani sns that nmay be needed in
addition to RTP to provide a usable service. In particular, for
mul ti medi a conferences, a conference control application may
distribute multicast addresses and keys for encryption
negotiate the encryption algorithmto be used, and define
dynanmi ¢ nmappi ngs between RTP payl oad type val ues and the payl oad
formats they represent for formats that do not have a predefined
payl oad type value. For sinple applications, electronic mail or
a conference database nmay al so be used. The specification of
such protocols and mechanisns is outside the scope of this
docunent .

Byte Order, Alignnent, and Ti me For nat

Al integer fields are carried in network byte order, that is, nost
significant byte (octet) first. This byte order is comonly known as
bi g- endi an. The transmi ssion order is described in detail in [4].

Unl ess ot herwi se noted, nuneric constants are in decimal (base 10).
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Al'l header data is aligned to its natural length, i.e., 16-bit fields
are aligned on even offsets, 32-bit fields are aligned at offsets
divisible by four, etc. Cctets designated as paddi ng have the val ue
zero.

Wall clock tinme (absolute tine) is represented using the tinestanp
format of the Network Tine Protocol (NTP), which is in seconds
relative to Oh UTC on 1 January 1900 [5]. The full resolution NTP
timestanp is a 64-bit unsigned fixed-point nunber with the integer
part in the first 32 bits and the fractional part in the |ast 32
bits. In sonme fields where a nore conpact representation is
appropriate, only the mddle 32 bits are used; that is, the |low 16
bits of the integer part and the high 16 bits of the fractional part.
The high 16 bits of the integer part nust be determ ned

i ndependent|y.

5. RTP Data Transfer Protoco
5.1 RTP Fi xed Header Fields
The RTP header has the follow ng fornmat:

0 1 2 3
01234567890123456789012345678901
B s S S i i i ks a ks st S S S S S S

|V=2|P|X] CC |M PT | sequence nunber

R R R R e e s o S e R S S S S S S e e e e e
| ti mestanp

B T e o i S I i i S S N iy St S I S S
| synchroni zati on source (SSRC) identifier
+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+
| contributing source (CSRC) identifiers |
| : |

T S i S e T S S S i T S S S S SIS &

The first twelve octets are present in every RTP packet, while the
list of CSRCidentifiers is present only when inserted by a n xer
The fields have the foll owi ng neaning:

version (V): 2 bits
This field identifies the version of RTP. The version defined by
this specification is two (2). (The value 1 is used by the first
draft version of RTP and the value 0 is used by the protoco
initially inplenented in the "vat" audio tool.)

padding (P): 1 bit

If the padding bit is set, the packet contains one or nore
addi ti onal padding octets at the end which are not part of the
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payl oad. The | ast octet of the padding contains a count of how
many paddi ng octets should be ignored. Paddi ng may be needed by
sonme encryption algorithms with fixed bl ock sizes or for
carrying several RTP packets in a |ower-|ayer protocol data
unit.

extension (X): 1 bit
If the extension bit is set, the fixed header is followed by
exactly one header extension, with a format defined in Section
5.3.1.

CSRC count (CC): 4 bits
The CSRC count contains the nunber of CSRC identifiers that
follow the fixed header.

marker (M: 1 bit
The interpretation of the marker is defined by a profile. It is
intended to allow significant events such as frame boundaries to
be marked in the packet stream A profile may define additiona
marker bits or specify that there is no marker bit by changi ng
the nunber of bits in the payload type field (see Section 5. 3).

payl oad type (PT): 7 bits
This field identifies the format of the RTP payl oad and
determines its interpretation by the application. A profile
specifies a default static mappi ng of payload type codes to
payl oad formats. Additional payload type codes may be defined
dynani cal l y t hrough non- RTP neans (see Section 3). An initial
set of default mappings for audio and video is specified in the
conpanion profile Internet-Draft draft-ietf-avt-profile, and
may be extended in future editions of the Assigned Nunbers RFC
[6]. An RTP sender emits a single RTP payl oad type at any given
time; this field is not intended for nultiplexing separate nmedi a
streams (see Section 5.2).

sequence nunber: 16 bits
The sequence nunber increnents by one for each RTP data packet
sent, and may be used by the receiver to detect packet |oss and
to restore packet sequence. The initial value of the sequence
nunber is random (unpredictable) to make known-pl ai nt ext attacks
on encryption nore difficult, even if the source itself does not
encrypt, because the packets may flow through a translator that
does. Techni ques for choosi ng unpredictable nunbers are
di scussed in [7].

ti mestanmp: 32 bits

The tinestanp reflects the sanpling instant of the first octet
in the RTP data packet. The sanpling instant nust be derived
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froma clock that increnents nonotonically and linearly in tine
to allow synchroni zation and jitter calculations (see Section
6.3.1). The resolution of the clock nust be sufficient for the
desired synchronizati on accuracy and for neasuring packet
arrival jitter (one tick per video frane is typically not
sufficient). The clock frequency is dependent on the format of
data carried as payload and is specified statically in the
profile or payload format specification that defines the format,
or may be specified dynamically for payl oad formats defined

t hrough non- RTP neans. |f RTP packets are generated
periodically, the nom nal sanpling instant as determ ned from
the sanpling clock is to be used, not a reading of the system
clock. As an exanple, for fixed-rate audio the tinmestanp cl ock
woul d likely increment by one for each sanpling period. |If an
audi o application reads bl ocks covering 160 sanpling periods
fromthe input device, the tinestanp would be increased by 160
for each such bl ock, regardless of whether the block is
transmitted in a packet or dropped as silent.

The initial value of the tinmestanp is random as for the sequence
number. Several consecutive RTP packets may have equal tinestanps if
they are (logically) generated at once, e.g., belong to the sane
video frame. Consecutive RTP packets may contain tinmestanps that are
not nonotonic if the data is not transmitted in the order it was
sanpled, as in the case of MPEG i nterpol ated video frames. (The
sequence nunmbers of the packets as transmitted will still be
nonot oni c. )

SSRC:. 32 hits
The SSRC field identifies the synchroni zation source. This
identifier is chosen randomy, with the intent that no two
synchroni zati on sources within the same RTP session will have
the same SSRC identifier. An exanple algorithmfor generating a
randomidentifier is presented in Appendix A 6. Al though the
probability of nultiple sources choosing the sane identifier is
low, all RTP inplenentations nust be prepared to detect and
resol ve collisions. Section 8 describes the probability of
collision along with a nechanismfor resolving collisions and
detecting RTP-1evel forwarding | oops based on the uni queness of
the SSRC identifier. If a source changes its source transport
address, it nust al so choose a new SSRC identifier to avoid
being interpreted as a | ooped source.

CSRC list: O to 15 itens, 32 bits each
The CSRC list identifies the contributing sources for the
payl oad contained in this packet. The nunber of identifiers is
given by the CC field. If there are nore than 15 contri buting
sources, only 15 nay be identified. CSRC identifiers are
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inserted by mxers, using the SSRC identifiers of contributing
sources. For exanple, for audio packets the SSRC identifiers of
all sources that were m xed together to create a packet are
listed, allowing correct talker indication at the receiver.

5.2 Multiplexing RTP Sessions

For efficient protocol processing, the nunber of nultiplexing points
shoul d be nmininm zed, as described in the integrated |ayer processing
design principle [1]. In RTP, nultiplexing is provided by the
destination transport address (network address and port nunber) which
define an RTP session. For exanple, in a teleconference conposed of
audi o and vi deo nedi a encoded separately, each nedi um shoul d be
carried in a separate RTP session with its own destination transport
address. It is not intended that the audio and video be carried in a
singl e RTP session and denul ti pl exed based on t he payl oad type or
SSRC fields. Interleaving packets with different payl oad types but
usi ng the sane SSRC woul d introduce several problens:

1. I f one payload type were switched during a session, there
woul d be no general neans to identify which of the old
val ues the new one repl aced.

2. An SSRC is defined to identify a single timng and sequence
nunber space. Interleaving multiple payload types woul d
require different timng spaces if the nedia clock rates
differ and would require different sequence nunber spaces
to tell which payl oad type suffered packet | oss.

3. The RTCP sender and receiver reports (see Section 6.3) can
only describe one tining and sequence nunber space per SSRC
and do not carry a payload type field.

4. An RTP mi xer would not be able to conbine interl eaved
streanms of inconpatible nmedia into one stream

5. Carrying nultiple nedia in one RTP session precludes: the
use of different network paths or network resource
all ocations if appropriate; reception of a subset of the
media if desired, for exanple just audio if video would
exceed t he avail abl e bandwi dt h; and recei ver
i npl enent ati ons that use separate processes for the
di fferent nedia, whereas using separate RTP sessions
permits either single- or multiple-process inplenentations.

Using a different SSRC for each medi um but sending themin the sane

RTP session would avoid the first three problenms but not the |ast
t wo.
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5.3 Profile-Specific Mdifications to the RTP Header

The existing RTP data packet header is believed to be conplete for
the set of functions required in conmon across all the application

cl asses that RTP m ght support. However, in keeping with the ALF
design principle, the header nmay be tail ored through nodifications or
additions defined in a profile specification while still allow ng
profile-independent nonitoring and recording tools to function

o The marker bit and payload type field carry profile-specific
i nformation, but they are allocated in the fixed header since
many applications are expected to need them and m ght otherwi se
have to add another 32-bit word just to hold them The octet
containing these fields my be redefined by a profile to suit
different requirements, for exanple with a nore or fewer narker
bits. If there are any marker bits, one should be located in
the nost significant bit of the octet since profile-independent
nmonitors may be able to observe a correl ati on between packet
| oss patterns and the marker bit.

0 Additional information that is required for a particul ar
payl oad format, such as a video encodi ng, should be carried in
t he payl oad section of the packet. This might be in a header
that is always present at the start of the payl oad section, or
m ght be indicated by a reserved value in the data pattern

o If a particular class of applications needs additiona
functionality independent of payload format, the profile under
whi ch those applications operate should define additional fixed
fields to follow imediately after the SSRC field of the
exi sting fixed header. Those applications will be able to
qui ckly and directly access the additional fields while
profile-independent nonitors or recorders can still process the
RTP packets by interpreting only the first twelve octets.

If it turns out that additional functionality is needed in common
across all profiles, then a new version of RTP should be defined to
make a pernanent change to the fixed header

5.3.1 RTP Header Extension

An extension nmechanismis provided to allow individua

i npl enentations to experinent with new payl oad-fornat-i ndependent
functions that require additional information to be carried in the
RTP data packet header. This mechanismis designed so that the header
ext ensi on may be ignored by other interoperating inplenentations that
have not been extended.
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Note that this header extension is intended only for linited use.

Most potential uses of this mechani smwould be better done another
way, using the nethods described in the previous section. For
exanple, a profile-specific extension to the fixed header is |ess
expensive to process because it is not conditional nor in a variable
| ocation. Additional information required for a particular payl oad
format should not use this header extension, but should be carried in
t he payl oad section of the packet.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

| defined by profile | | ength

B Lt r s i i i o o T s ks S R S
| header extension

I

If the X bit in the RTP header is one, a variable-Iength header
extension is appended to the RTP header, following the CSRC list if
present. The header extension contains a 16-bit length field that
counts the nunber of 32-bit words in the extension, excluding the
four-octet extension header (therefore zero is a valid length). Only
a single extension may be appended to the RTP data header. To all ow
multiple interoperating inplenentations to each experi nent

i ndependently with different header extensions, or to allow a
particul ar inplenmentation to experiment with nore than one type of
header extension, the first 16 bits of the header extension are |eft
open for distinguishing identifiers or paraneters. The format of
these 16 bits is to be defined by the profile specification under
whi ch the inplenentations are operating. This RTP specification does
not define any header extensions itself.

6. RTP Control Protocol -- RTCP

The RTP control protocol (RTCP) is based on the periodic transm ssion
of control packets to all participants in the session, using the same
di stribution mechani smas the data packets. The underlying protoco
nmust provide nmultiplexing of the data and control packets, for
exanpl e using separate port nunbers with UDP. RTCP performns four
functions:

1. The primary function is to provide feedback on the quality
of the data distribution. This is an integral part of the
RTP's role as a transport protocol and is related to the
fl ow and congestion control functions of other transport
protocol s. The feedback may be directly useful for contro
of adaptive encodings [8,9], but experinents with IP
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mul ticasting have shown that it is also critical to get
feedback fromthe receivers to diagnose faults in the

di stribution. Sending reception feedback reports to al
participants allows one who is observing problens to

eval uate whet her those problens are |local or global. Wth a
distribution mechanismlike IP nulticast, it is also

possi ble for an entity such as a network service provider
who is not otherw se involved in the session to receive the
feedback information and act as a third-party nonitor to

di agnose network problenms. This feedback function is
performed by the RTCP sender and receiver reports,

descri bed below in Section 6. 3.

RTCP carries a persistent transport-level identifier for an
RTP source called the canoni cal name or CNAME, Section
6.4.1. Since the SSRC identifier may change if a conflict
is discovered or a programis restarted, receivers require
the CNAME to keep track of each participant. Receivers also
require the CNAME to associate nultiple data streans froma
given participant in a set of related RTP sessions, for
exanpl e to synchroni ze audi o and vi deo.

The first two functions require that all participants send
RTCP packets, therefore the rate nmust be controlled in
order for RTP to scale up to a | arge nunber of

partici pants. By having each participant send its contro
packets to all the others, each can independently observe
t he nunber of participants. This nunber is used to
calculate the rate at which the packets are sent, as
expl ai ned in Section 6. 2.

A fourth, optional function is to convey mininal session
control information, for exanple participant identification
to be displayed in the user interface. This is nost likely
to be useful in "loosely controlled" sessions where
participants enter and | eave w t hout nenbership control or
paraneter negotiation. RTCP serves as a conveni ent channe
to reach all the participants, but it is not necessarily
expected to support all the control conmunication

requi renents of an application. A higher-|evel session
control protocol, which is beyond the scope of this
docunent, may be needed.

Functions 1-3 are mandatory when RTP is used in the IP nmulticast
envi ronnent, and are recomended for all environnments. RTP
application designers are advised to avoid nechani sns that can only
work in unicast node and will not scale to |arger nunbers.
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6.1 RTCP Packet For nmat

This specification defines several RTCP packet types to carry a
variety of control infornmation:

SR: Sender report, for transnission and reception statistics from
participants that are active senders

RR Receiver report, for reception statistics fromparticipants that
are not active senders

SDES: Source description itens, including CNAME
BYE: Indicates end of participation
APP: Application specific functions

Each RTCP packet begins with a fixed part simlar to that of RTP data
packets, followed by structured el enments that nmay be of variable

I ength according to the packet type but always end on a 32-bit
boundary. The alignnment requirenent and a length field in the fixed
part are included to make RTCP packets "stackable". Miltiple RTCP
packets may be concatenated wi thout any intervening separators to
forma conpound RTCP packet that is sent in a single packet of the

| ower layer protocol, for exanple UDP. There is no explicit count of
i ndi vi dual RTCP packets in the conpound packet since the |ower |ayer
protocol s are expected to provide an overall length to determ ne the
end of the conmpound packet.

Each i ndivi dual RTCP packet in the conpound packet nmy be processed
i ndependently with no requirenents upon the order or conbination of
packets. However, in order to performthe functions of the protocol
the followi ng constraints are inposed

0 Reception statistics (in SR or RR) should be sent as often as
bandwi dth constraints will allow to maxim ze the resolution of
the statistics, therefore each periodically transnitted
conpound RTCP packet should include a report packet.

0 New receivers need to receive the CNAME for a source as soon
as possible to identify the source and to begin associ ating
medi a for purposes such as lip-sync, so each conpound RTCP
packet should al so include the SDES CNAME

0 The nunber of packet types that may appear first in the
conmpound packet should be linmted to increase the nunber of
constant bits in the first word and the probability of
successfully validating RTCP packets agai nst m saddressed RTP
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data packets or other unrel ated packets.

Thus, all RTCP packets rmust be sent in a conmpound packet of at |east
two individual packets, with the follow ng format recomrended

Encryption prefix: |If and only if the conpound packet is to be
encrypted, it is prefixed by a random 32-bit quantity redrawn
for every conpound packet transmitted.

SR or RR  The first RTCP packet in the conmpound packet nust always
be a report packet to facilitate header validation as described
in Appendix A 2. This is true even if no data has been sent nor
received, in which case an enpty RRis sent, and even if the
only other RTCP packet in the conmpound packet is a BYE

Additional RRs: If the number of sources for which reception
statistics are being reported exceeds 31, the nunber that will
fit into one SR or RR packet, then additional RR packets shoul d
follow the initial report packet.

SDES: An SDES packet containing a CNAMVE item nust be included in
each conmpound RTCP packet. O her source description items may
optionally be included if required by a particular application
subj ect to bandwidth constraints (see Section 6.2.2).

BYE or APP. (O her RTCP packet types, including those yet to be
defined, may follow in any order, except that BYE should be the
| ast packet sent with a given SSRC/ CSRC. Packet types nmy appear
nore than once

It is advisable for translators and m xers to conbi ne individual RTCP
packets fromthe nmultiple sources they are forwarding into one
conmpound packet whenever feasible in order to anortize the packet
overhead (see Section 7). An exanple RTCP conmpound packet as m ght be
produced by a mixer is shown in Fig. 1. |If the overall length of a
conpound packet woul d exceed the maxi mumtransm ssion unit (MIU) of
the network path, it may be segnented into nultiple shorter conpound
packets to be transnmitted in separate packets of the underlying
protocol. Note that each of the compound packets nust begin with an
SR or RR packet.

An i nplenentation may ignore inconing RTCP packets with types unknown

to it. Additional RTCP packet types nmay be registered with the
I nternet Assigned Nunmbers Authority (1 ANA)
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6.2 RTCP Transni ssion Interva

if encrypted: random 32-bit integer

|

[[------- packet ------- 10----------- packet ----------- 1[-packet -]
|

| receiver reports chunk chunk

\/ item item item item

| RI SR # sender #site#site] [ SDES| # CNAVE PHONE | #CNAME LQOC] [ BYE##why]
|Rl |[# report # 1 # 2] | # | # 11 ## ]
|RL | # # # ][ | # | # 10 # ]
IRl | # # # 11 | # | # 10 # ]
IS UDP packet (compound packet) --------------- >

Fi gure 1: Exanple of an RTCP conpound packet

RTP is designed to allow an application to scale automatically over
session sizes ranging froma few participants to thousands. For
exanpl e, in an audio conference the data traffic is inherently self-
limting because only one or two people will speak at a tine, so with
mul ticast distribution the data rate on any given |link renains
relatively constant independent of the nunber of participants.
However, the control traffic is not self-linmiting. If the reception
reports fromeach participant were sent at a constant rate, the
control traffic would grow linearly with the nunber of participants.
Therefore, the rate nust be scal ed down.

For each session, it is assuned that the data traffic is subject to
an aggregate lint called the "session bandwi dth" to be divided anong
the participants. This bandwi dth m ght be reserved and the lint
enforced by the network, or it mght just be a reasonable share. The
session bandwi dth may be chosen based or sone cost or a priori

know edge of the avail able network bandwi dth for the session. It is
somewhat i ndependent of the nedia encodi ng, but the encoding choice
may be limted by the session bandwi dth. The session bandw dt h
paraneter is expected to be supplied by a session nmanagenent
application when it invokes a nedia application, but nedia
applications nmay al so set a default based on the single-sender data
bandwi dth for the encoding selected for the session. The application
may al so enforce bandwidth linits based on nulticast scope rules or
other criteria.
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Bandwi dt h cal cul ations for control and data traffic include | ower-

| ayer transport and network protocols (e.g., UDP and |IP) since that
is what the resource reservati on systemwould need to know. The
application can also be expected to know which of these protocols are
in use. Link | evel headers are not included in the cal cul ation since
the packet will be encapsulated with different link |evel headers as
it travels.

The control traffic should be Iinmted to a small and known fraction
of the session bandwi dth: small so that the primary function of the
transport protocol to carry data is not inpaired; known so that the
control traffic can be included in the bandw dth specification given
to a resource reservation protocol, and so that each participant can
i ndependently calculate its share. It is suggested that the fraction
of the session bandwi dth allocated to RTCP be fixed at 5% While the
val ue of this and other constants in the interval calculation is not
critical, all participants in the session nust use the sanme val ues so
the same interval will be cal culated. Therefore, these constants
shoul d be fixed for a particular profile.

The al gorithm described in Appendix A 7 was designed to neet the
goal s outlined above. It calculates the interval between sending
compound RTCP packets to divide the allowed control traffic bandw dth
anong the participants. This allows an application to provide fast
response for small sessions where, for exanple, identification of all
participants is inportant, yet automatically adapt to | arge sessions.
The al gorithmincorporates the follow ng characteristics:

0 Senders are collectively allocated at |east 1/4 of the contro
traffic bandwi dth so that in sessions with a | arge nunber of
receivers but a small nunber of senders, newly joining
participants will nore quickly receive the CNAME for the
sendi ng sites.

0 The cal cul ated interval between RTCP packets is required to be
greater than a mninumof 5 seconds to avoid having bursts of
RTCP packets exceed the all owed bandw dth when the nunber of
participants is small and the traffic isn’t snoothed according
to the law of | arge nunbers

0o The interval between RTCP packets is varied randonly over the
range [0.5,1.5] tinmes the calculated interval to avoid
uni nt ended synchroni zation of all participants [10]. The first
RTCP packet sent after joining a session is also delayed by a
random variation of half the mninmm RTCP interval in case the
application is started at multiple sites sinultaneously, for
exanple as initiated by a session announcenent.
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0 A dynanmic estimate of the average conpound RTCP packet size is
cal culated, including all those received and sent, to
automatically adapt to changes in the anmount of control
i nformation carried.

This algorithm nmay be used for sessions in which all participants are
all owed to send. In that case, the session bandw dth paraneter is the
product of the individual sender’s bandwi dth tines the nunber of
participants, and the RTCP bandwi dth is 5% of that.

6.2.1 Maintaining the nunber of session nenbers

Cal cul ation of the RTCP packet interval depends upon an estimate of
the nunber of sites participating in the session. New sites are added
to the count when they are heard, and an entry for each is created in
a table indexed by the SSRC or CSRC identifier (see Section 8.2) to
keep track of them New entries may not be considered valid unti
mul ti pl e packets carrying the new SSRC have been received (see
Appendix A 1). Entries nmay be deleted fromthe table when an RTCP BYE
packet with the corresponding SSRC identifier is received.

A participant may mark another site inactive, or delete it if not yet
valid, if no RTP or RTCP packet has been received for a small nunber
of RTCP report intervals (5 is suggested). This provides sone

robust ness agai nst packet loss. Al sites nust calcul ate roughly the
same value for the RTCP report interval in order for this timeout to
wor k properly.

Once a site has been validated, then if it is later marked inactive
the state for that site should still be retained and the site should
continue to be counted in the total nunber of sites sharing RTCP
bandwi dth for a period | ong enough to span typical network
partitions. This is to avoid excessive traffic, when the partition
heal s, due to an RTCP report interval that is too small. A tinmeout of
30 minutes is suggested. Note that this is still larger than 5 tines
the | argest value to which the RTCP report interval is expected to
usefully scale, about 2 to 5 m nutes.

6.2.2 Allocation of source description bandw dth

This specification defines several source description (SDES) itenms in
addition to the mandatory CNAME item such as NAME (personal nane)
and EMAIL (enail address). It also provides a neans to define new
application-specific RTCP packet types. Applications should exercise
caution in allocating control bandwidth to this additiona

i nformati on because it will slow down the rate at which reception
reports and CNAME are sent, thus inpairing the performance of the
protocol. It is recomended that no nore than 20% of the RTCP
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bandwi dth allocated to a single participant be used to carry the
additional information. Furthernore, it is not intended that all
SDES itens should be included in every application. Those that are

i ncl uded shoul d be assigned a fraction of the bandwi dth according to
their utility. Rather than estimate these fractions dynamcally, it
is recomended that the percentages be translated statically into
report interval counts based on the typical length of an item

For exanple, an application may be designed to send only CNAMVE, NAME
and EMAIL and not any others. NAME mi ght be given nmuch higher
priority than EMAIL because the NAME woul d be di spl ayed conti nuously
in the application’s user interface, whereas EMAIL woul d be displ ayed
only when requested. At every RTCP interval, an RR packet and an SDES
packet with the CNAME item would be sent. For a snall session
operating at the nminimuminterval, that would be every 5 seconds on
the average. Every third interval (15 seconds), one extra itemwould
be included in the SDES packet. Seven out of eight tinmes this would
be the NAME item and every eighth tine (2 mnutes) it would be the
EMAIL item

When multiple applications operate in concert using cross-application
bi ndi ng through a conmmon CNAME for each participant, for exanple in a
mul ti medi a conference conposed of an RTP session for each nmedium the
additional SDES infornmation nmight be sent in only one RTP session.
The ot her sessions would carry only the CNAME item

6.3 Sender and Recei ver Reports

RTP receivers provide reception quality feedback using RTCP report
packets which may take one of two forns dependi ng upon whether or not
the receiver is also a sender. The only difference between the sender
report (SR) and receiver report (RR) forms, besides the packet type
code, is that the sender report includes a 20-byte sender infornmation
section for use by active senders. The SR is issued if a site has
sent any data packets during the interval since issuing the |ast
report or the previous one, otherwise the RRis issued.

Both the SR and RR forns include zero or nore reception report

bl ocks, one for each of the synchronization sources fromwhich this
recei ver has received RTP data packets since the |last report. Reports
are not issued for contributing sources listed in the CSRC Iist. Each
reception report block provides statistics about the data received
fromthe particular source indicated in that bl ock. Since a maxi num
of 31 reception report blocks will fit in an SR or RR packet,
addi ti onal RR packets may be stacked after the initial SR or RR
packet as needed to contain the reception reports for all sources
heard during the interval since the last report.
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The next sections define the fornats of the two reports, how they nay
be extended in a profile-specific manner if an application requires
addi ti onal feedback information, and how the reports nay be used.
Details of reception reporting by translators and nixers is given in

Section 7.
6.3.1 SR Sender report RTCP packet

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| V=2| P| RC | PT=SR=200 | l ength

T e e i S e T et Sk S S SN SR
| SSRC of sender

B R = =R T e e e e e L LRI R R
| NTP ti mestanp, nost significant word
B T e o i S I i i S S N iy St S I S S
| NTP tinmestanp, |east significant word

T e e i i e e e . S I SR R S
| RTP ti mestanp

i T i i o e e e e  E e e i s S SR R S
| sender’ s packet count |
B T e o i S I i i S S N iy St S I S S
| sender’s octet count

B e = e e R
| SSRC 1 (SSRC of first source)
i T i i e e e e e et i S s S R R SR
| fraction Iost | cumul ati ve nunber of packets | ost |
B i i i S S R ih s s I S S o O S S

| ext ended hi ghest sequence nunber received

e s e i i e T i Sl s I S
| interarrival jitter |
i T i i e e e e e et e i s o SR R S
| | ast SR (LSR) |

B T e o i S I i i S S N iy St S I S S
| del ay since last SR (DLSR)

B e = R e R
| SSRC 2 (SSRC of second source)
i T i i e e e e st e S sl S R R SR

B e e et o e e e e e e e e e e e A A A s
| profile-specific extensions |
B s S S i i i ks a ks st S S S S S S

The sender report packet consists of three sections, possibly

header

sender
info

report
bl ock
1

report
bl ock

followed by a fourth profile-specific extension section if defined.
The first section, the header, is 8 octets long. The fields have the

fol |l owi ng neani ng:
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version (V): 2 bits
Identifies the version of RTP, which is the same in RTCP packets
as in RTP data packets. The version defined by this
specification is two (2).

padding (P): 1 bit
If the padding bit is set, this RTCP packet contains sone
addi ti onal padding octets at the end which are not part of the
control information. The last octet of the padding is a count of
how many paddi ng octets should be ignored. Paddi ng may be needed
by sonme encryption algorithms with fixed block sizes. In a
conpound RTCP packet, paddi ng should only be required on the
| ast individual packet because the conpound packet is encrypted
as a whol e.

reception report count (RC): 5 bits
The nunber of reception report blocks contained in this packet.
A value of zero is valid

packet type (PT): 8 bits
Contai ns the constant 200 to identify this as an RTCP SR packet.

I ength: 16 bits
The I ength of this RTCP packet in 32-bit words m nus one,
i ncluding the header and any paddi ng. (The of fset of one nakes
zero a valid length and avoids a possible infinite loop in
scanni ng a conpound RTCP packet, while counting 32-bit words
avoids a validity check for a nultiple of 4.)

SSRC. 32 bits
The synchroni zation source identifier for the originator of this
SR packet .

The second section, the sender information, is 20 octets long and is
present in every sender report packet. It sunmarizes the data
transm ssions fromthis sender. The fields have the foll ow ng

meani ng:

NTP timestanp: 64 bits
Indicates the wallclock tine when this report was sent so that
it may be used in conbination with timestanps returned in
reception reports fromother receivers to neasure round-trip
propagati on to those receivers. Receivers should expect that the
measur enent accuracy of the tinestanp may be linmited to far |ess
than the resolution of the NTP tinmestanp. The neasurenent
uncertainty of the timestanp is not indicated as it may not be
known. A sender that can keep track of elapsed tine but has no
notion of wallclock time may use the el apsed tinme since joining
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the session instead. This is assuned to be | ess than 68 years,
so the high bit will be zero. It is pernmissible to use the
sanmpling clock to estimate el apsed wal l clock tinme. A sender that
has no notion of wallclock or elapsed tinme may set the NTP
timestanp to zero.

RTP timestanp: 32 bits
Corresponds to the sane tine as the NTP tinmestanp (above), but
in the same units and with the sanme random of fset as the RTP
ti mestanps in data packets. This correspondence nay be used for
intra- and inter-nedia synchronization for sources whose NTP
ti nestanps are synchroni zed, and may be used by nedi a-
i ndependent receivers to estinmate the nominal RTP cl ock
frequency. Note that in nost cases this timestanp will not be
equal to the RTP tinmestanp in any adjacent data packet. Rather
it is calculated fromthe correspondi ng NTP tinestanp using the
rel ati onship between the RTP tinestanp counter and real time as
mai ntai ned by periodically checking the wallclock tinme at a
sanpling instant.

sender’s packet count: 32 bits
The total number of RTP data packets transmitted by the sender
since starting transmission up until the tine this SR packet was
generated. The count is reset if the sender changes its SSRC
identifier.

sender’s octet count: 32 bits
The total number of payload octets (i.e., not including header
or padding) transnmitted in RTP data packets by the sender since
starting transmi ssion up until the tinme this SR packet was
generated. The count is reset if the sender changes its SSRC
identifier. This field can be used to estimate the average
payl oad data rate.

The third section contains zero or nore reception report bl ocks
dependi ng on the nunber of other sources heard by this sender since
the | ast report. Each reception report block conveys statistics on
the reception of RTP packets from a single synchronization source.
Receivers do not carry over statistics when a source changes its SSRC
identifier due to a collision. These statistics are:

SSRC n (source identifier): 32 bits
The SSRC identifier of the source to which the information in
this reception report block pertains.

fraction lost: 8 bits

The fraction of RTP data packets from source SSRC n | ost since
the previous SR or RR packet was sent, expressed as a fixed

Schul zri nne, et al St andards Track [ Page 25]



RFC 1889

cunul

RTP January 1996

poi nt nunber with the binary point at the left edge of the
field. (That is equivalent to taking the integer part after

mul ti plying the loss fraction by 256.) This fraction is defined
to be the number of packets |ost divided by the nunber of
packets expected, as defined in the next paragraph. An

i mpl ementation is shown in Appendix A 3. If the loss is negative
due to duplicates, the fraction lost is set to zero. Note that a
recei ver cannot tell whether any packets were |lost after the

| ast one received, and that there will be no reception report

bl ock issued for a source if all packets fromthat source sent
during the last reporting interval have been | ost.

ative nunber of packets lost: 24 bits

The total nunmber of RTP data packets from source SSRC n that
have been | ost since the beginning of reception. This nunber is
defined to be the nunber of packets expected | ess the nunber of
packets actually received, where the nunber of packets received
i ncludes any which are late or duplicates. Thus packets that
arrive late are not counted as lost, and the |oss may be
negative if there are duplicates. The nunber of packets
expected is defined to be the extended | ast sequence numnber
recei ved, as defined next, less the initial sequence nunber
received. This may be cal cul ated as shown in Appendi x A. 3.

ext ended hi ghest sequence nunber received: 32 bits

The I ow 16 bits contain the highest sequence nunber received in
an RTP data packet from source SSRC n, and the nost significant
16 bits extend that sequence nunber with the correspondi ng count
of sequence nunber cycles, which may be maintained according to
the algorithmin Appendix A 1. Note that different receivers
within the same session will generate different extensions to

t he sequence nunber if their start tines differ significantly.

interarrival jitter: 32 bits

Schul zri

An estimate of the statistical variance of the RTP data packet
interarrival tinme, neasured in tinestanp units and expressed as
an unsigned integer. The interarrival jitter J is defined to be
t he mean devi ation (snoothed absol ute value) of the difference D
i n packet spacing at the receiver conpared to the sender for a
pair of packets. As shown in the equation below, this is
equivalent to the difference in the "relative transit tinme" for
the two packets; the relative transit tine is the difference

bet ween a packet’s RTP tinestanp and the receiver’s clock at the
time of arrival, neasured in the same units.
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If Si is the RTP timestanp from packet i, and R is the tine of
arrival in RTP tinestanp units for packet i, then for two packets
and j, D may be expressed as

D(i,j)=(R-R)-(S-S)=(R-5)-(R-Si)

The interarrival jitter is calculated continuously as each data
packet i is received fromsource SSRC n, using this difference D for
t hat packet and the previous packet i-1 in order of arrival (not
necessarily in sequence), according to the fornula

J=3+(| D(i-1,i)|-J)/16

Wienever a reception report is issued, the current value of J is
sanpl ed.

The jitter calculation is prescribed here to allow profile-

i ndependent nonitors to nake valid interpretations of reports com ng
fromdifferent inplenentations. This algorithmis the optinal first-
order estimator and the gain paraneter 1/16 gives a good noi se
reduction ratio while maintaining a reasonable rate of convergence
[11]. A sanple inplenmentation is shown in Appendix A 8.

last SR tinestanp (LSR): 32 bits
The mddle 32 bits out of 64 in the NTP tinestanp (as expl ai ned
in Section 4) received as part of the nost recent RTCP sender
report (SR) packet fromsource SSRC n. |If no SR has been
received yet, the field is set to zero

delay since last SR (DLSR): 32 bhits
The del ay, expressed in units of 1/65536 seconds, between
receiving the last SR packet from source SSRC n and sending this
reception report block. |f no SR packet has been received yet
fromSSRC n, the DLSR field is set to zero

Let SSRC r denote the receiver issuing this receiver report. Source
SSRC n can conpute the round propagation delay to SSRC r by recording
the tine A when this reception report block is received. It
calculates the total round-trip tine A-LSR using the |ast SR
timestanp (LSR) field, and then subtracting this field to | eave the
round-trip propagation delay as (A- LSR- DLSR). This is illustrated
in Fig 2.

This may be used as an approxi mate neasure of distance to cluster
recei vers, although sonme |inks have very asymmetric del ays
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6.3.2 RR Receiver report RTCP packet

[10 Nov 1995 11: 33:25.125] [10 Nov 1995 11:33:36.5]
n SR( n) A=b710: 8000 (46864.500 s)
________________________________________________________________ >
\Y N
ntp_sec =0xb44db705 v A dl sr=0x0005. 4000 ( 5. 250s)
nt p_f rac=0x20000000 v A I'sr =0xb705: 2000 (46853. 125s)
(3024992016.125 s) v n
r % N RR(n)
________________________________________________________________ >
| <- DLSR- >|
(5.250 s)
A 0xb710: 8000 (46864.500 s)
DLSR - 0x0005: 4000 ( 5.250 s)
LSR -0xb705: 2000 (46853. 125 s)
del ay 0x 6: 2000 ( 6. 125 s)
Figure 2: Exanple for round-trip time conputation
0 1 2 3
01234567890123456789012345678901
B s S S i i i ks a ks st S S S S S S
| V=2| P| RC | PT=RR=201 | | ength | header
R R R R e e s o S e R S S S S S S e e e e e
| SSRC of packet sender
B e e et o e e e e e e e e e e e A A A s
SSRC 1 (SSRC of first source) | report

|+- Fode e e e e e e A - - - - - - - - - - - - - - - - - - +- +- +- +- 4+ Dl ock
| fraction |ost | cunul ati ve nunmber of packets | ost | 1
T T e T o e e i i e e e i i o
| ext ended hi ghest sequence nunber received
B T e o i S I i i S S N iy St S I S S
| interarrival jitter
T R O e e e R e e R e e s s i SR SN R e S
| | ast SR (LSR)
T T T o e e i i e e e i i o
| del ay since last SR (DLSR
B e e et o e e e e e e e e e e e A A A s
| SSRC 2 (SSRC of second source) | report
Fode e e e e e e - - - - - - - - - - - - - - - - - - - - +- +- +- 4+ Dl ock
: c : 2
+=t=t=t=+=t=+=t=+=t=+=t=+=t=+=+=+=+=+ =+ttt ==+ =+=+=+=+=+=+
profil e-specific extensions
B T e o i S I i i S S N iy St S I S S

Schul zri nne, et al St andards Track [ Page 28]



RFC 1889 RTP January 1996

The format of the receiver report (RR) packet is the sane as that of
the SR packet except that the packet type field contains the constant
201 and the five words of sender information are onmitted (these are
the NTP and RTP tinmestanps and sender’s packet and octet counts). The
remaining fields have the sane neaning as for the SR packet.

An enmpty RR packet (RC = 0) is put at the head of a conpound RTCP
packet when there is no data transmi ssion or reception to report.

6. 3.3 Extending the sender and receiver reports

A profile should define profile- or application-specific extensions
to the sender report and receiver if there is additional information
that should be reported regularly about the sender or receivers. This
nmet hod shoul d be used in preference to defining another RTCP packet
type because it requires | ess overhead:

o fewer octets in the packet (no RTCP header or SSRC field);

o sinpler and faster parsing because applications running under
that profile would be programmed to al ways expect the extension
fields in the directly accessible |ocation after the reception
reports.

I f additional sender information is required, it should be included
first in the extension for sender reports, but would not be present
in receiver reports. |If information about receivers is to be

i ncluded, that data may be structured as an array of bl ocks parallel
to the existing array of reception report blocks; that is, the nunber
of bl ocks would be indicated by the RC field.

6. 3.4 Anal yzi ng sender and receiver reports

It is expected that reception quality feedback will be useful not
only for the sender but also for other receivers and third-party
nmonitors. The sender may nodify its transn ssions based on the

f eedback; receivers can determ ne whet her problens are | ocal

regi onal or global; network nanagers may use profil e-i ndependent
nmonitors that receive only the RTCP packets and not the correspondi ng
RTP data packets to evaluate the performance of their networks for

mul ticast distribution

Cunul ative counts are used in both the sender information and
receiver report blocks so that differences nay be cal cul ated between
any two reports to make measurenments over both short and long tine
periods, and to provide resilience against the | oss of a report. The
di fference between the last two reports received can be used to
estinmate the recent quality of the distribution. The NTP tinestanp is
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i ncluded so that rates nay be cal culated fromthese differences over
the interval between two reports. Since that tinestanp is independent
of the clock rate for the data encoding, it is possible to inplenent
encodi ng- and profile-independent quality nonitors.

An exanple calculation is the packet |oss rate over the interva
between two reception reports. The difference in the cunul ative
nunber of packets |ost gives the nunmber lost during that interval
The difference in the extended | ast sequence nunbers received gives
t he nunber of packets expected during the interval. The ratio of
these two is the packet |oss fraction over the interval. This ratio
shoul d equal the fraction lost field if the two reports are
consecutive, but otherwi se not. The | oss rate per second can be
obtai ned by dividing the loss fraction by the difference in NTP

ti mestanps, expressed in seconds. The nunber of packets received is
t he nunber of packets expected mnus the nunber l[ost. The nunber of
packets expected may al so be used to judge the statistical validity
of any loss estimates. For exanple, 1 out of 5 packets lost has a
| ower significance than 200 out of 1000.

From the sender information, a third-party nonitor can cal cul ate the
average payload data rate and the average packet rate over an
interval without receiving the data. Taking the ratio of the two

gi ves the average payload size. If it can be assuned that packet |oss
i s i ndependent of packet size, then the nunber of packets received by
a particular receiver times the average payload size (or the
correspondi ng packet size) gives the apparent throughput available to
that receiver.

In addition to the cunul ative counts which all ow | ong-term packet

| oss neasurenents using differences between reports, the fraction
lost field provides a short-term nmeasurenment froma single report.
This becones nore inportant as the size of a session scales up enough
that reception state information m ght not be kept for all receivers
or the interval between reports becomes | ong enough that only one
report m ght have been received froma particular receiver

The interarrival jitter field provides a second short-term nmeasure of
net wor k congestion. Packet |oss tracks persistent congestion while
the jitter neasure tracks transient congestion. The jitter measure
may i ndi cate congestion before it |eads to packet |oss. Since the
interarrival jitter field is only a snapshot of the jitter at the
time of a report, it may be necessary to anal yze a nunber of reports
fromone receiver over tine or fromnultiple receivers, e.g., within
a single network.
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6.4 SDES. Source description RTCP packet

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| V=2| P| SC | PT=SDES=202 | | ength | header
= R R R R R A = R R R R S

| SSRC/ CSRC_1 | chunk
I i S i i S i i i S it Uit i |

| SDES itens
|+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:+:|+

| SSRC/ CSRC 2 | chunk
i i S i i i S i it it SR S S S i e

| SDES it ens

= = e e N e e e e e e e = RN N R N R R SR T

The SDES packet is a three-level structure conposed of a header and
zero or nore chunks, each of of which is conposed of items describing
the source identified in that chunk. The itens are described

i ndividually in subsequent sections.

version (V), padding (P), length:
As described for the SR packet (see Section 6.3.1).

packet type (PT): 8 bits
Contains the constant 202 to identify this as an RTCP SDES
packet .

source count (SC): 5 bhits
The nunber of SSRC/ CSRC chunks contained in this SDES packet. A
val ue of zero is valid but useless.

Each chunk consists of an SSRC/CSRC identifier followed by a Iist of
zero or nore items, which carry information about the SSRC/ CSRC. Each
chunk starts on a 32-bit boundary. Each item consists of an 8-bit
type field, an 8-bit octet count describing the Iength of the text
(thus, not including this two-octet header), and the text itself.
Note that the text can be no | onger than 255 octets, but this is
consistent with the need to Iinmt RTCP bandw dt h consunpti on.

The text is encoded according to the UTF-2 encoding specified in
Annex F of |SO standard 10646 [12,13]. This encoding is al so known as
UTF-8 or UTF-FSS. It is described in "File System Safe UCS
Transformation Format (FSS UTF)", X/ Qpen Prelimnary Specification,
Docunent Nunmber P316 and Uni code Technical Report #4. US-ASCIl is a
subset of this encoding and requires no additional encoding. The

Schul zri nne, et al St andards Track [ Page 31]



RFC 1889 RTP January 1996

presence of nulti-octet encodings is indicated by setting the nost
significant bit of a character to a value of one.

Items are contiguous, i.e., itens are not individually padded to a
32-bit boundary. Text is not null term nated because sone multi-octet
encodi ngs include null octets. The list of itens in each chunk is
term nated by one or nore null octets, the first of which is
interpreted as an itemtype of zero to denote the end of the list,
and the renai nder as needed to pad until the next 32-bit boundary. A
chunk with zero itens (four null octets) is valid but usel ess.

End systens send one SDES packet containing their own source
identifier (the sane as the SSRC in the fixed RTP header). A mi xer
sends one SDES packet containing a chunk for each contributing source
fromwhich it is receiving SDES i nformation, or nultiple conplete
SDES packets in the format above if there are nore than 31 such
sources (see Section 7).

The SDES itens currently defined are described in the next sections.
Only the CNAME itemis mandatory. Some itens shown here nmay be useful
only for particular profiles, but the itemtypes are all assigned
from one conmon space to pronote shared use and to sinplify profile-
i ndependent applications. Additional itens may be defined in a
profile by registering the type nunbers with | ANA

6.4.1 CNAME: Canonical end-point identifier SDES item

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| CNAME=1 | | ength | user and donmi n namre .

B e ol e il e i oI T i T S S e S e e i S i S e e e e

The CNAME identifier has the followi ng properties:

0 Because the randomy allocated SSRC identifier may change if a
conflict is discovered or if a programis restarted, the CNAME
itemis required to provide the binding fromthe SSRC
identifier to an identifier for the source that remains
const ant .

0 Like the SSRC identifier, the CNAME identifier should al so be
uni que anong all participants within one RTP session

0 To provide a binding across nultiple nedia tools used by one

participant in a set of related RTP sessions, the CNAME shoul d
be fixed for that participant.
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o To facilitate third-party nonitoring, the CNAME shoul d be
suitable for either a programor a person to |locate the source.

Therefore, the CNAME should be derived algorithmcally and not
entered manual | y, when possible. To nmeet these requirenents, the
followi ng format should be used unless a profile specifies an
alternate syntax or senantics. The CNAME item shoul d have the fornat
"user @ost", or "host" if a user nanme is not available as on single-
user systens. For both formats, "host" is either the fully qualified
domai n nane of the host fromwhich the real-tine data originates,
formatted according to the rules specified in RFC 1034 [14], RFC 1035
[15] and Section 2.1 of RFC 1123 [16]; or the standard ASCl
representation of the host’s nuneric address on the interface used
for the RTP conmuni cation. For exanple, the standard ASCI
representation of an IP Version 4 address is "dotted decimal", also
known as dotted quad. Ot her address types are expected to have ASCl
representations that are nutually unique. The fully qualified domain
nane is nore convenient for a hunman observer and nay avoid the need
to send a NAME itemin addition, but it nmay be difficult or

i mpossible to obtain reliably in sone operating environnents.
Applications that may be run in such environments should use the
ASCI | representation of the address instead.

Exanpl es are "doe@l eepy. negacorp. con' or "doe@92.0.2.89" for a
mul ti-user system On a systemw th no user nane, exanples would be
"sl eepy. negacor p. con' or "192.0. 2. 89"

The user nane should be in a formthat a program such as "finger" or
"tal k" could use, i.e., it typically is the login name rather than
the personal nane. The host name is not necessarily identical to the
one in the participant’s electronic nmail address.

This syntax will not provide unique identifiers for each source if an
application permts a user to generate multiple sources fromone
host. Such an application would have to rely on the SSRC to further
identify the source, or the profile for that application would have
to specify additional syntax for the CNAMVE identifier

If each application creates its CNAME i ndependently, the resulting
CNAMEs may not be identical as would be required to provide a binding
across nmultiple nmedia tools belonging to one participant in a set of
rel ated RTP sessions. |If cross-nedia binding is required, it may be
necessary for the CNAME of each tool to be externally configured with
the sane val ue by a coordination tool

Application witers should be aware that private network address

assignnents such as the Net-10 assignnment proposed in RFC 1597 [17]
may create network addresses that are not globally unique. This would
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| ead to non-unique CNAMEs if hosts with private addresses and no
direct I P connectivity to the public Internet have their RTP packets
forwarded to the public Internet through an RTP-1evel translator

(See al so RFC 1627 [18].) To handle this case, applications may
provide a neans to configure a unique CNAVE, but the burden is on the
translator to translate CNAVEsS from private addresses to public
addresses if necessary to keep private addresses from bei ng exposed.

6.4.2 NAME: User nane SDES item

0 1 2 3
01234567890123456789012345678901
e i T i i o T R O S O e S T S s it (o (B SR S
| NAVE=2 | | ength | common nane of source

s i e S e S T S S S e O i i R S NI S e R S S

This is the real nane used to describe the source, e.g., "John Doe,
Bit Recycler, Megacorp". It may be in any formdesired by the user
For applications such as conferencing, this formof nane nmay be the
nost desirable for display in participant lists, and therefore night
be sent nost frequently of those itens other than CNAME. Profiles may
establish such priorities. The NAME value is expected to renain
constant at least for the duration of a session. It should not be
relied upon to be unique anong all participants in the session

6.4.3 EMAIL: Electronic mail address SDES item

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| EMAI L=3 | | ength | enmail address of source .
B Lt r s i i i o o T s ks S R S

The emai|l address is formatted according to RFC 822 [19], for
exanpl e, "John. Doe@regacor p.conf. The EMAIL value is expected to
remain constant for the duration of a session

6. 4.4 PHONE: Phone nunber SDES item

0 1 2 3
01234567890123456789012345678901
B i i i e S i i S S S S S e st S SR S
| PHONE=4 | | ength | phone nunber of source .
+++++++++++++++++++++++++++++++++

The phone nunber should be formatted with the plus sign replacing the

i nternational access code. For exanple, "+1 908 555 1212" for a
nunber in the United States
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6.4.5 LOC. Ceographic user |ocation SDES item

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| LOC=5 | | ength | geographic location of site
B s S S i i i ks a ks st S S S S S S

Dependi ng on the application, different degrees of detail are
appropriate for this item For conference applications, a string like

"Murray Hill, New Jersey" may be sufficient, while, for an active
badge system strings |ike "Room 2A244, AT&T BL MH' ni ght be
appropriate. The degree of detail is left to the inplenentation

and/or user, but format and content may be prescribed by a profile.
The LOC value is expected to remain constant for the duration of a
session, except for nobile hosts.

6.4.6 TOOL: Application or tool name SDES item

0 1 2 3
01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S

| TOOL=6 | | ength | nane/version of source appl
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

A string giving the nane and possi bly version of the application
generating the stream e.g., "videotool 1.2". This information may be
useful for debugging purposes and is sinmilar to the Mailer or Mail-
System Ver si on SMIP headers. The TOOL value is expected to remain
constant for the duration of the session

6.4.7 NOTE: Noticel/status SDES item

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| NOTE=7 | | ength | note about the source .

B e ol e il e i oI T i T S S e S e e i S i S e e e e

The followi ng semantics are suggested for this item but these or
other semantics may be explicitly defined by a profile. The NOTE item
is intended for transient nessages describing the current state of
the source, e.g., "on the phone, can't talk". O, during a semninar
this itemmnight be used to convey the title of the talk. It should be
used only to carry exceptional information and should not be included
routinely by all participants because this would sl ow down the rate
at which reception reports and CNAME are sent, thus inpairing the
performance of the protocol. In particular, it should not be included
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as an itemin a user’'s configuration file nor automatically generated
as in a quote-of-the-day.

Since the NOTE item may be inportant to display while it is active
the rate at which other non-CNAME itens such as NAME are transmtted
m ght be reduced so that the NOTE item can take that part of the RTCP
bandwi dt h. Wen the transi ent nessage beconmes inactive, the NOTE item
shoul d continue to be transnitted a few tines at the same repetition
rate but with a string of Iength zero to signal the receivers

However, receivers should also consider the NOTE iteminactive if it
is not received for a small nultiple of the repetition rate, or

per haps 20-30 RTCP intervals.

6.4.8 PRIV: Private extensions SDES item

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| PRI V=8 | | ength | prefix length | prefix string..
s e SR R S
C | val ue string C
B T et S S S i S T ai A S S Y S SIS

This itemis used to define experinmental or application-specific SDES
extensions. The itemcontains a prefix consisting of a length-string
pair, followed by the value string filling the remainder of the item
and carrying the desired information. The prefix length field is 8
bits long. The prefix string is a nane chosen by the person defining
the PRRVitemto be unique with respect to other PRIV itens this
application night receive. The application creator m ght choose to
use the application name plus an additional subtype identification if
needed. Alternatively, it is recommended that others choose a name
based on the entity they represent, then coordi nate the use of the
nane within that entity.

Note that the prefix consunes sonme space within the itenis total

| ength of 255 octets, so the prefix should be kept as short as
possible. This facility and the constrai ned RTCP bandw dth shoul d not
be overloaded; it is not intended to satisfy all the contro

communi cati on requirenments of all applications.

SDES PRIV prefixes will not be registered by I ANA. |If sone form of
the PRIV item proves to be of general utility, it should instead be
assigned a regular SDES itemtype registered with | ANA so that no
prefix is required. This sinplifies use and increases transm ssion
ef ficiency.
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6.5 BYE: Goodbye RTCP packet

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| v=2| P| SC | PT=BYE=203 | l ength |
R T o T i i S S S S e s
| SSRC/ CSRC |

T I T S S T i S T

B e e et o e e e e e e e e e e e A A A s
| | ength | reason for |eaving ... (opt)
B e i i e e e R S e e s Tk i R S R S

The BYE packet indicates that one or nore sources are no | onger
active.

version (V), padding (P), length:
As described for the SR packet (see Section 6.3.1).

packet type (PT): 8 bits
Contains the constant 203 to identify this as an RTCP BYE
packet .

source count (SC): 5 bhits
The nunber of SSRC/ CSRC identifiers included in this BYE packet.
A count value of zero is valid, but useless.

If a BYE packet is received by a mixer, the m xer forwards the BYE
packet with the SSRC/CSRC identifier(s) unchanged. If a m xer shuts
down, it should send a BYE packet listing all contributing sources it
handl es, as well as its own SSRC identifier. Optionally, the BYE
packet may include an 8-bit octet count followed by that nany octets
of text indicating the reason for leaving, e.g., "camera malfunction'
or "RTP | oop detected". The string has the same encodi ng as that
described for SDES. If the string fills the packet to the next 32-bit
boundary, the string is not null terninated. If not, the BYE packet
is padded with null octets.
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6.6 APP. Application-defined RTCP packet

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| V=2| P| subtype | PT=APP=204 | | ength

B s S S i i i ks a ks st S S S S S S
| SSRC/ CSRC

R R R R e e s o S e R S S S S S S e e e e e
| nane (ASClI) |

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| appl i cati on-dependent data .
o e e e e e e e e e e e e e e e e e e e e e e e e e e e A e e et

The APP packet is intended for experinental use as new applications
and new features are devel oped, wi thout requiring packet type val ue
regi stration. APP packets w th unrecogni zed nanes shoul d be ignored.
After testing and if wider use is justified, it is recomended that
each APP packet be redefined without the subtype and nane fields and
registered with the Internet Assigned Nunbers Authority using an RTCP
packet type.

version (V), padding (P), length
As described for the SR packet (see Section 6.3.1).

subtype: 5 bits
May be used as a subtype to allow a set of APP packets to be
defined under one uni que nane, or for any application-dependent
dat a.

packet type (PT): 8 bits
Contains the constant 204 to identify this as an RTCP APP
packet .

name: 4 octets
A name chosen by the person defining the set of APP packets to
be unique with respect to other APP packets this application
m ght receive. The application creator might choose to use the
application nane, and then coordinate the allocation of subtype
val ues to others who want to define new packet types for the
application. Alternatively, it is recommended that others
choose a nane based on the entity they represent, then
coordi nate the use of the name within that entity. The nanme is
interpreted as a sequence of four ASCI| characters, with
uppercase and | owercase characters treated as distinct.
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appl i cati on-dependent data: variable length
Appl i cati on-dependent data nay or nmay not appear in an APP
packet. It is interpreted by the application and not RTP itself.
It must be a nultiple of 32 bits |ong.

7. RTP Translators and M xers

In addition to end systens, RTP supports the notion of "translators"
and "m xers", which could be considered as "internmedi ate systens" at
the RTP level. Although this support adds some conplexity to the
protocol, the need for these functions has been clearly established
by experinments with nulticast audio and video applications in the
Internet. Exanple uses of translators and nixers given in Section 2.3
stemfromthe presence of firewalls and | ow bandw dth connecti ons,
both of which are likely to remain.

7.1 General Description

An RTP transl ator/ m xer connects two or nore transport-|eve

"clouds". Typically, each cloud is defined by a conmon network and
transport protocol (e.g., IP/UDP), mnulticast address or pair of

uni cast addresses, and transport |evel destination port. (Network-

| evel protocol translators, such as IP version 4 to IP version 6, may
be present within a cloud invisibly to RTP.) One system may serve as
a translator or mixer for a nunber of RTP sessions, but each is
considered a logically separate entity.

In order to avoid creating a | oop when a translator or nixer is
installed, the follow ng rules nust be observed:

0 Each of the clouds connected by translators and m xers
participating in one RTP session either nust be distinct from
all the others in at |least one of these paraneters (protocol
address, port), or nust be isolated at the network [ evel from
t he ot hers.

o A derivative of the first rule is that there nmust not be
multiple translators or nixers connected in parallel unless by
some arrangenent they partition the set of sources to be
f or war ded

Simlarly, all RTP end systens that can comuni cate through one or
nore RTP translators or nixers share the sane SSRC space, that is,
the SSRC identifiers nust be unique anpbng all these end systens.
Section 8.2 describes the collision resolution algorithm by which
SSRC identifiers are kept unique and | oops are detected.
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There nay be many varieties of translators and m xers designed for
di fferent purposes and applications. Sone exanples are to add or
renove encryption, change the encoding of the data or the underlying
protocols, or replicate between a nmulticast address and one or nore
uni cast addresses. The distinction between translators and mxers is
that a transl ator passes through the data streans fromdifferent
sources separately, whereas a m xer conbines themto form one new
stream

Transl ator: Forwards RTP packets with their SSRC identifier intact;
this makes it possible for receivers to identify individua
sources even though packets fromall the sources pass through
the sane translator and carry the translator’s network source
address. Sonme kinds of translators will pass through the data
unt ouched, but others may change the encodi ng of the data and
thus the RTP data payload type and tinestanp. If multiple data
packets are re-encoded into one, or vice versa, a translator
nmust assi gn new sequence nunbers to the outgoing packets. Losses
in the inconing packet stream may i nduce correspondi ng gaps in
t he out goi ng sequence nunbers. Receivers cannot detect the
presence of a translator unless they know by sone ot her neans
what payl oad type or transport address was used by the origina
sour ce.

M xer: Receives streans of RTP data packets from one or nore sources
possi bly changes the data format, conbines the streans in sone
manner and then forwards the conbined stream Since the tining
anong nul tiple input sources will not generally be synchronized,
the m xer will make timng adjustnments anong the streanms and
generate its own timng for the conbined stream so it is the
synchroni zati on source. Thus, all data packets forwarded by a
nmxer will be marked with the mixer’'s own SSRC identifier. In
order to preserve the identity of the original sources
contributing to the m xed packet, the nixer should insert their
SSRC identifiers into the CSRC identifier list follow ng the
fixed RTP header of the packet. A mixer that is also itself a
contributing source for sone packet should explicitly include
its owmn SSRC identifier in the CSRC Iist for that packet.

For some applications, it nay be acceptable for a nmixer not to
identify sources in the CSRC list. However, this introduces the
danger that |oops involving those sources could not be detected.

The advantage of a mixer over a translator for applications |like
audio is that the output bandwidth is limted to that of one source
even when multiple sources are active on the input side. This may be
i nportant for |ow bandwi dth |inks. The di sadvantage is that receivers
on the output side don’t have any control over which sources are
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Ei

passed through or nuted, unless sonme nechanismis inplenmented for
remote control of the mixer. The regeneration of synchronization
information by mixers also neans that receivers can't do inter-nedia
synchroni zation of the original streams. A nulti-media mxer could do
it.

[ E1] [ E6]
| |
E1l: 17 | E6: 15 |
| | E6: 15
vV M.:48 (1,17) ML: 48 (1, 17) vV M.:48 (1,17)
(ML) ------------- SKTI>-------ommmm e o - - SKT2>-------commm - >[ E7]
A A E4: 47 N E4: 47
E2:1 | E4: 47 | | MB: 89 (64, 45)
| | |
[ E2] [ E4] MB: 89 (64, 45) |
| | egend:
[E3] --------- >S(M2)----------- >S(MB)------------ | [ End systeni
E3: 64 M2:12 (64) A (M xer)
| E5:45 <Transl at or >
|
[ E5] source: SSRC ( CSRCs)

gure 3: Sanple RTP network with end systens, mixers and translators

A collection of mxers and translators is shown in Figure 3 to
illustrate their effect on SSRC and CSRC identifiers. In the figure,
end systens are shown as rectangles (naned E), translators as
triangles (named T) and m xers as ovals (naned M. The notation "M.:
48(1,17)" designates a packet originating a mxer ML, identified with
ML’ s (randon) SSRC val ue of 48 and two CSRC identifiers, 1 and 17,
copied fromthe SSRC identifiers of packets fromEl and E2.

7.2 RTCP Processing in Translators

In addition to forwardi ng data packets, perhaps nodified, translators
and m xers nust al so process RTCP packets. In nmany cases, they wll
take apart the compound RTCP packets received fromend systens to
aggregate SDES information and to nodify the SR or RR packets.
Retransmi ssion of this information nmay be triggered by the packet
arrival or by the RTCP interval tinmer of the translator or mnixer
itself.

A translator that does not nodify the data packets, for exanple one
that just replicates between a nmulticast address and a uni cast
address, may sinply forward RTCP packets unnodified as well. A
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translator that transforns the payload in sonme way nust nake
corresponding transformations in the SR and RR information so that it
still reflects the characteristics of the data and the reception
quality. These translators nust not sinply forward RTCP packets. In
general, a translator should not aggregate SR and RR packets from

di fferent sources into one packet since that would reduce the
accuracy of the propagation delay neasurenments based on the LSR and
DLSR fi el ds.

SR sender information: A translator does not generate its own sender
i nformati on, but forwards the SR packets received fromone cloud
to the others. The SSRC is left intact but the sender
i nformati on nust be nodified if required by the translation. |f
a translator changes the data encoding, it nust change the
"sender’s byte count" field. If it also conbines several data
packets into one output packet, it rmust change the "sender’s
packet count” field. If it changes the tinestanp frequency, it
nmust change the "RTP tinestanp” field in the SR packet.

SR/ RR reception report blocks: A translator forwards reception
reports received fromone cloud to the others. Note that these
flowin the direction opposite to the data. The SSRC is left
intact. If a translator conbines several data packets into one
out put packet, and therefore changes the sequence nunbers, it
nmust nake the inverse manipul ation for the packet |oss fields
and the "extended | ast sequence nunber" field. This nmay be
conmplex. In the extrenme case, there may be no neani ngful way to
translate the reception reports, so the translator may pass on
no reception report at all or a synthetic report based on its
own reception. The general rule is to do what nakes sense for a
particul ar translation.

A translator does not require an SSRC identifier of its own, but may
choose to allocate one for the purpose of sending reports about what
it has received. These would be sent to all the connected cl ouds,
each corresponding to the translation of the data streamas sent to
that cloud, since reception reports are nornally nmulticast to al
partici pants.

SDES: Translators typically forward wi thout change the SDES
i nformati on they receive fromone cloud to the others, but may,
for exanple, decide to filter non-CNAME SDES information if
bandwidth is linmted. The CNAMES nust be forwarded to all ow SSRC
identifier collision detection to work. A translator that
generates its own RR packets must send SDES CNAME i nformation
about itself to the sane clouds that it sends those RR packets.
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BYE: Translators forward BYE packets unchanged. Translators with
their own SSRC shoul d generate BYE packets with that SSRC
identifier if they are about to cease forwardi ng packets.

APP:  Transl ators forward APP packets unchanged.
7.3 RTCP Processing in Mxers

Since a mixer generates a new data streamof its own, it does not
pass through SR or RR packets at all and instead generates new
information for both sides.

SR sender information: A nixer does not pass through sender
information fromthe sources it m xes because the
characteristics of the source streans are lost in the mx. As a
synchroni zati on source, the m xer generates its own SR packets
wi th sender information about the ni xed data stream and sends
themin the sane direction as the m xed stream

SR/'RR reception report blocks: A mixer generates its own reception
reports for sources in each cloud and sends themout only to the
same cloud. It does not send these reception reports to the
ot her clouds and does not forward reception reports from one
cloud to the others because the sources would not be SSRCs there
(only CSRCs).

SDES: M xers typically forward wi thout change the SDES i nfornation
they receive fromone cloud to the others, but may, for exanple,
decide to filter non-CNAME SDES information if bandwidth is
limted. The CNAVEs nust be forwarded to allow SSRC identifier
collision detection to work. (An identifier in a CSRC I|ist
generated by a mxer might collide with an SSRC identifier
generated by an end system) A mixer nmust send SDES CNAME
i nformation about itself to the sane clouds that it sends SR or
RR packets.

Since mxers do not forward SR or RR packets, they will typically be
extracting SDES packets froma conpound RTCP packet. To m ninize
over head, chunks fromthe SDES packets may be aggregated into a

si ngl e SDES packet which is then stacked on an SR or RR packet
originating fromthe m xer. The RTCP packet rate may be different on
each side of the m xer.

A nmixer that does not insert CSRC identifiers may also refrain from
forwarding SDES CNAMES. In this case, the SSRC identifier spaces in
the two clouds are independent. As nentioned earlier, this node of
operation creates a danger that |oops can’'t be detected.
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BYE: M xers need to forward BYE packets. They shoul d generate BYE
packets with their own SSRC identifiers if they are about to
cease forwardi ng packets.

APP:  The treatnent of APP packets by mxers is application-specific.
7.4 Cascaded M xers

An RTP session may involve a collection of nixers and translators as
shown in Figure 3. If two mixers are cascaded, such as M2 and M3 in
the figure, packets received by a mxer nmay al ready have been mi xed
and may include a CSRC list with nultiple identifiers. The second

m xer should build the CSRC |ist for the outgoing packet using the
CSRC identifiers from al ready-nm xed i nput packets and the SSRC
identifiers fromunm xed input packets. This is shown in the output
arc fromm xer M3 | abel ed M3:89(64,45) in the figure. As in the case
of mixers that are not cascaded, if the resulting CSRC |list has nore
than 15 identifiers, the renainder cannot be included.

8. SSRC Identifier Alocation and Use

The SSRC identifier carried in the RTP header and in various fields
of RTCP packets is a random 32-bit nunmber that is required to be
globally unique within an RTP session. It is crucial that the nunber
be chosen with care in order that participants on the sane network or
starting at the sane tinme are not likely to choose the sanme nunber.

It is not sufficient to use the I ocal network address (such as an

| Pv4 address) for the identifier because the address may not be

uni que. Since RTP translators and m xers enabl e interoperation anong
mul tiple networks with different address spaces, the allocation
patterns for addresses within two spaces mght result in a nuch

hi gher rate of collision than would occur with random all ocation

Mul tipl e sources running on one host would also conflict.

It is also not sufficient to obtain an SSRC identifier sinply by
calling random() without carefully initializing the state. An exanple
of how to generate a randomidentifier is presented in Appendi x A 6.

8.1 Probability of Collision

Since the identifiers are chosen randomy, it is possible that two or
nore sources will choose the sane nunber. Collision occurs with the
hi ghest probability when all sources are started sinultaneously, for
exanpl e when triggered automatically by sonme sessi on managenent
event. If Nis the nunber of sources and L the length of the
identifier (here, 32 bits), the probability that two sources
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i ndependently pick the sane val ue can be approximated for large N
[20] as 1 - exp(-N*2 [/ 2**(L+1)). For N=1000, the probability is
roughly 10**-4,

The typical collision probability is nuch | ower than the worst-case
above. When one new source joins an RTP session in which all the

ot her sources already have unique identifiers, the probability of
collision is just the fraction of nunbers used out of the space.
Again, if Nis the nunber of sources and L the length of the
identifier, the probability of collisionis N/ 2**L. For N=1000, the
probability is roughly 2*10**-7.

The probability of collision is further reduced by the opportunity
for a new source to receive packets fromother participants before
sending its first packet (either data or control). If the new source
keeps track of the other participants (by SSRC identifier), then
before transmtting its first packet the new source can verify that
its identifier does not conflict with any that have been received, or
el se choose agai n.

8.2 Collision Resolution and Loop Detection

Al t hough the probability of SSRC identifier collision is low, all RTP
i mpl enent ati ons nust be prepared to detect collisions and take the
appropriate actions to resolve them |f a source discovers at any
time that another source is using the sane SSRC identifier as its
own, it rmust send an RTCP BYE packet for the old identifier and
choose another randomone. |f a receiver discovers that two other
sources are colliding, it nmay keep the packets fromone and discard
the packets fromthe other when this can be detected by different
source transport addresses or CNAMES. The two sources are expected to
resolve the collision so that the situation doesn’t |ast.

Because the randomidentifiers are kept globally unique for each RTP
session, they can also be used to detect | oops that nmay be introduced
by mixers or translators. A |oop causes duplication of data and
control information, either unnodified or possibly mxed, as in the
fol l owi ng exanpl es:

o Atranslator may incorrectly forward a packet to the same
mul ticast group fromwhich it has received the packet, either
directly or through a chain of translators. In that case, the
same packet appears several tines, originating fromdifferent
net wor k sources.

o Two translators incorrectly set up in parallel, i.e., with the

same multicast groups on both sides, would both forward packets
fromone nulticast group to the other. Unidirectiona
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transl ators woul d produce two copies; bidirectional translators
woul d form a | oop.

0 A nmixer can close a |loop by sending to the same transport
destination upon which it receives packets, either directly or
t hrough another m xer or translator. In this case a source
m ght show up both as an SSRC on a data packet and a CSRC in a
m xed data packet.

A source may discover that its own packets are being | ooped, or that
packets from anot her source are being | ooped (a third-party | oop).

Both | oops and collisions in the random sel ection of a source
identifier result in packets arriving with the same SSRC identifier
but a different source transport address, which may be that of the
end systemoriginating the packet or an internmedi ate system
Consequently, if a source changes its source transport address, it
nmust al so choose a new SSRC identifier to avoid being interpreted as
a | ooped source. Loops or collisions occurring on the far side of a
translator or nixer cannot be detected using the source transport
address if all copies of the packets go through the translator or

m xer, however collisions may still be detected when chunks fromtwo
RTCP SDES packets contain the same SSRC identifier but different
CNAMES.

To detect and resolve these conflicts, an RTP inplenmentation nust
include an algorithmsinilar to the one described below. It ignores
packets froma new source or |loop that collide with an established
source. It resolves collisions with the participant’s own SSRC
identifier by sending an RTCP BYE for the old identifier and choosing
a new one. However, when the collision was induced by a | oop of the
participant’s own packets, the algorithmw |l choose a new identifier
only once and thereafter ignore packets fromthe | ooping source
transport address. This is required to avoid a flood of BYE packets.

This al gorithm depends upon the source transport address being the
same for both RTP and RTCP packets froma source. The al gorithm woul d
require nodifications to support applications that don't neet this
constraint.

This algorithmrequires keeping a table indexed by source identifiers
and containing the source transport address fromwhich the identifier
was (first) received, along with other state for that source. Each
SSRC or CSRC identifier received in a data or control packet is

| ooked up in this table in order to process that data or contro

i nformati on. For control packets, each elenent with its own SSRC

for exanple an SDES chunk, requires a separate | ookup. (The SSRC in a
reception report block is an exception.) If the SSRC or CSRC i s not
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found, a new entry is created. These table entries are renoved when
an RTCP BYE packet is received with the corresponding SSRC, or after
no packets have arrived for a relatively long tinme (see Section
6.2.1).

In order to track | oops of the participant’s own data packets, it is
al so necessary to keep a separate list of source transport addresses
(not identifiers) that have been found to be conflicting. Note that
this should be a short list, usually enpty. Each elenment in this |ist
stores the source address plus the tinme when the nost recent
conflicting packet was received. An element may be renoved fromthe
Iist when no conflicting packet has arrived fromthat source for a
time on the order of 10 RTCP report intervals (see Section 6.2).

For the algorithmas shown, it is assunmed that the participant’s own
source identifier and state are included in the source identifier
table. The algorithmcould be restructured to first make a separate
conpari son against the participant’s own source identifier

| F the SSRC or CSRC identifier is not found in the source
identifier table:
THEN create a new entry storing the source transport address
and the SSRC or CSRC along with other state.
CONTI NUE wi th nornmal processing.

(identifier is found in the table)

I F the source transport address fromthe packet matches
the one saved in the table entry for this identifier
THEN CONTI NUE wi th nornmal processing.

(an identifier collision or a loop is indicated)

I F the source identifier is not the participant’s own:

THEN | F the source identifier is froman RTCP SDES chunk
containing a CNAME itemthat differs fromthe CNAME
in the table entry:

THEN (optionally) count a third-party collision.
ELSE (optionally) count a third-party |oop
ABORT processi ng of data packet or control elenent.

(a collision or |oop of the participant’s own data)

I F the source transport address is found in the Iist of
conflicting addresses:
THEN | F the source identifier is not froman RTCP SDES chunk
containing a CNAME item OR if that CNAME is the
partici pant’s own:
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THEN (optionally) count occurrence of own traffic | ooped.
mark current tine in conflicting address list entry.
ABORT processi ng of data packet or control elenent.
| og occurrence of a collision
create a new entry in the conflicting address list and
mark current tine.
send an RTCP BYE packet with the old SSRC identifier
choose a new identifier
create a new entry in the source identifier table with the
old SSRC plus the source transport address fromthe packet
bei ng processed.
CONTI NUE wi t h normal processing.

In this algorithm packets froma newy conflicting source address
will be ignored and packets fromthe original source will be kept.

(I'f the original source was through a m xer and later the same source
is received directly, the receiver may be well advised to switch

unl ess other sources in the nmix would be lost.) If no packets arrive
fromthe original source for an extended period, the table entry will
be timed out and the new source will be able to take over. This mnight
occur if the original source detects the collision and noves to a new
source identifier, but in the usual case an RTCP BYE packet w |l be
received fromthe original source to delete the state w thout having
to wait for a timeout.

Wien a new SSRC identifier is chosen due to a collision, the

candi date identifier should first be | ooked up in the source
identifier table to see if it was already in use by sone other
source. If so, another candi date should be generated and the process
r epeat ed.

A loop of data packets to a multicast destination can cause severe
network flooding. Al mixers and translators are required to

i npl ement a | oop detection algorithmlike the one here so that they
can break | oops. This should limt the excess traffic to no nore than
one duplicate copy of the original traffic, which may allow the
session to continue so that the cause of the |loop can be found and
fixed. However, in extreme cases where a nmixer or translator does not
properly break the | oop and high traffic levels result, it may be
necessary for end systens to cease transmitting data or contro
packets entirely. This decision nmay depend upon the application. An
error condition should be indicated as appropriate. Transm ssion

m ght be attenpted again periodically after a long, randomtinme (on
the order of minutes).
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9.

Security

Lower | ayer protocols may eventually provide all the security
services that may be desired for applications of RTP, including

aut hentication, integrity, and confidentiality. These services have
recently been specified for IP. Since the need for a confidentiality
service is well established in the initial audio and video
applications that are expected to use RTP, a confidentiality service

is defined in the next section for use with RTP and RTCP until | ower
| ayer services are available. The overhead on the protocol for this
service is low, so the penalty will be minimal if this service is

obsol eted by | ower |ayer services in the future.

Alternatively, other services, other inplenentations of services and
other algorithns nay be defined for RTP in the future if warranted.
The selection presented here is neant to sinplify inplenmentation of

i nteroperabl e, secure applications and provi de guidance to

i mpl enentors. No claimis nade that the nethods presented here are
appropriate for a particular security need. A profile nay specify
whi ch services and al gorithns should be offered by applications, and
may provi de guidance as to their appropriate use.

Key distribution and certificates are outside the scope of this
docunent .

9.1 Confidentiality

Confidentiality means that only the intended receiver(s) can decode
the recei ved packets; for others, the packet contains no usefu
information. Confidentiality of the content is achieved by
encryption.

When encryption of RTP or RTCP is desired, all the octets that wll
be encapsul ated for transm ssion in a single |lower-|ayer packet are
encrypted as a unit. For RTCP, a 32-bit random nunber is prepended to
the unit before encryption to deter known pl ai ntext attacks. For RTP,
no prefix is required because the sequence nunber and tinestanp
fields are initialized with random of f sets.

For RTCP, it is allowed to split a conpound RTCP packet into two

| ower -1 ayer packets, one to be encrypted and one to be sent in the
clear. For exanple, SDES information mght be encrypted while
reception reports were sent in the clear to accomodate third-party
monitors that are not privy to the encryption key. In this exanple,
depicted in Fig. 4, the SDES informati on nust be appended to an RR
packet with no reports (and the encrypted) to satisfy the requirenent
that all conpound RTCP packets begin with an SR or RR packet.
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UDP packet UDP packet
[32-bit ]] 11 # [ # sender # receiver]
[randon1][ RR ]J[SDES # CNAME, ...] [ SR # report # report ]
[integer][(enpty)]][ # 1 # # ]

encrypt ed not encrypted

#: SSRC
Figure 4: Encrypted and non-encrypted RTCP packets

The presence of encryption and the use of the correct key are
confirnmed by the receiver through header or payload validity checks.
Exanpl es of such validity checks for RTP and RTCP headers are given
in Appendices A.1 and A 2.

The default encryption algorithmis the Data Encryption Standard
(DES) algorithmin cipher block chaining (CBC) node, as described in
Section 1.1 of RFC 1423 [21], except that padding to a nultiple of 8
octets is indicated as described for the P bit in Section 5.1. The
initialization vector is zero because random val ues are supplied in
the RTP header or by the random prefix for conpound RTCP packets. For
details on the use of CBC initialization vectors, see [22].

| mpl enent ati ons that support encryption should al ways support the DES
algorithmin CBC nbde as the default to maxim ze interoperability.
This method is chosen because it has been denonstrated to be easy and
practical to use in experinmental audio and video tools in operation
on the Internet. Qther encryption algorithms may be specified
dynanmically for a session by non-RTP neans.

As an alternative to encryption at the RTP | evel as described above,
profiles may define additional payload types for encrypted encodi ngs.
Those encodi ngs nust specify how paddi ng and ot her aspects of the
encryption should be handled. This nethod all ows encrypting only the
data while leaving the headers in the clear for applications where
that is desired. It may be particularly useful for hardware devices
that will handle both decryption and decodi ng.

9.2 Authentication and Message Integrity

Aut henti cation and nessage integrity are not defined in the current
specification of RTP since these services would not be directly

feasi ble without a key managenent infrastructure. It is expected that
aut hentication and integrity services will be provided by | ower |ayer
protocols in the future.
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10.

11.

RTP over Network and Transport Protocols

This section describes issues specific to carrying RTP packets within
particul ar network and transport protocols. The follow ng rules apply
unl ess superseded by protocol -specific definitions outside this

speci fication.

RTP relies on the underlying protocol (s) to provide demultiplexing of
RTP data and RTCP control streams. For UDP and sinilar protocols, RTP
uses an even port nunber and the correspondi ng RTCP stream uses the
next higher (odd) port nunber. If an application is supplied with an
odd nunber for use as the RTP port, it should replace this nunber
with the next |ower (even) nunber.

RTP data packets contain no length field or other delineation
therefore RTP relies on the underlying protocol (s) to provide a

I ength indication. The maxi nrum | ength of RTP packets is limted only
by the underlying protocols.

I f RTP packets are to be carried in an underlying protocol that

provi des the abstraction of a continuous octet streamrather than
messages (packets), an encapsul ation of the RTP packets must be
defined to provide a fram ng mechanism Franming is also needed if the
underlying protocol may contain padding so that the extent of the RTP
payl oad cannot be deternined. The franmi ng nechanismis not defined
her e.

A profile may specify a franming nethod to be used even when RTP is
carried in protocols that do provide framing in order to all ow
carrying several RTP packets in one |ower-layer protocol data unit,
such as a UDP packet. Carrying several RTP packets in one network or
transport packet reduces header overhead and may sinplify
synchroni zati on between different streans.

Summary of Protocol Constants

This section contains a sumary listing of the constants defined in
this specification.

The RTP payl oad type (PT) constants are defined in profiles rather
than this docunent. However, the octet of the RTP header which
contains the nmarker bit(s) and payl oad type nust avoid the reserved
val ues 200 and 201 (decinal) to distinguish RTP packets fromthe RTCP
SR and RR packet types for the header validation procedure described
in Appendix A 1. For the standard definition of one marker bit and a
7-bit payload type field as shown in this specification, this
restriction neans that payload types 72 and 73 are reserved.

Schul zri nne, et al St andards Track [ Page 51]



RFC 1889 RTP January 1996

11.

11.

1 RTCP packet types

abbr ev. name val ue
SR sender report 200
RR recei ver report 201
SDES source description 202
BYE goodbye 203
APP appl i cati on-defi ned 204

These type val ues were chosen in the range 200-204 for inproved
header validity checking of RTCP packets conpared to RTP packets or
ot her unrel ated packets. Wen the RTCP packet type field is conpared
to the correspondi ng octet of the RTP header, this range corresponds
to the marker bit being 1 (which it usually is not in data packets)
and to the high bit of the standard payload type field being 1 (since
the static payload types are typically defined in the low half). This
range was al so chosen to be sone distance nunerically fromO and 255
since all-zeros and all-ones are conmopbn data patterns.

Since all conmpound RTCP packets nust begin with SR or RR these codes
were chosen as an even/odd pair to allow the RTCP validity check to
test the maxi mum nunber of bits with nask and val ue

O her constants are assigned by | ANA. Experinenters are encouraged to
regi ster the nunbers they need for experinents, and then unregister
t hose whi ch prove to be unneeded.

2 SDES types

abbr ev. name val ue
END end of SDES |i st 0
CNANVE canoni cal name 1
NANE user nane 2
EMAI L user’'s electronic nmail address 3
PHONE user’s phone nunber 4
LCC geogr aphi ¢ user location 5
TOCL nane of application or tool 6
NOTE noti ce about the source 7
PRI V private extensions 8

O her constants are assigned by | ANA. Experinmenters are encouraged to
regi ster the nunbers they need for experinents, and then unregister
t hose which prove to be unneeded.
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12.

RTP Profiles and Payl oad Format Specifications

A conpl ete specification of RTP for a particular application wll
require one or nore conpani on docunents of two types described here:
profiles, and payload format specifications.

RTP nmay be used for a variety of applications with sonmewhat differing
requirenents. The flexibility to adapt to those requirenents is
provided by allowing nmultiple choices in the main protoco
specification, then selecting the appropriate choices or defining
extensions for a particular environnent and class of applications in
a separate profile docunment. Typically an application will operate
under only one profile so there is no explicit indication of which
profile is in use. A profile for audio and video applications nay be
found in the conmpanion Internet-Draft draft-ietf-avt-profile for

The second type of conpani on docunment is a payl oad format
specification, which defines how a particular kind of payl oad data,
such as H 261 encoded video, should be carried in RTP. These
docunents are typically titled "RTP Payl oad Format for XYZ
Audi o/ Vi deo Encodi ng". Payload formats may be useful under mnultiple
profiles and may therefore be defined i ndependently of any particul ar
profile. The profile docunents are then responsible for assigning a
default mapping of that format to a payl oad type value if needed.

Wthin this specification, the following itens have been identified
for possible definition within a profile, but this list is not neant
to be exhaustive:

RTP data header: The octet in the RTP data header that contains the
mar ker bit and payload type field may be redefined by a profile
to suit different requirenents, for exanple with nore or fewer
mar ker bits (Section 5.3).

Payl oad types: Assumi ng that a payload type field is included, the
profile will usually define a set of payload formats (e.g.
medi a encodi ngs) and a default static mapping of those formats
to payl oad type val ues. Sone of the payload formats may be
defined by reference to separate payl oad format specifications.
For each payl oad type defined, the profile nmust specify the RTP
timestanp clock rate to be used (Section 5.1).

RTP data header additions: Additional fields may be appended to the
fixed RTP data header if sone additional functionality is
required across the profile’ s class of applications independent
of payload type (Section 5.3).
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RTP dat a header extensions: The contents of the first 16 bits of the
RTP dat a header extension structure nust be defined if use of
that nechanismis to be allowed under the profile for
i mpl enent ati on-specific extensions (Section 5.3.1).

RTCP packet types: New application-cl ass-specific RTCP packet types
may be defined and registered with | ANA

RTCP report interval: A profile should specify that the val ues
suggested in Section 6.2 for the constants enployed in the
calculation of the RTCP report interval will be used. Those are
the RTCP fraction of session bandw dth, the mninumreport
interval, and the bandwi dth split between senders and receivers.
A profile may specify alternate values if they have been
denonstrated to work in a scal abl e manner

SR/ RR extension: An extension section may be defined for the RTCP SR
and RR packets if there is additional information that should be
reported regularly about the sender or receivers (Section 6.3.3).

SDES use: The profile may specify the relative priorities for RTCP
SDES itens to be transmtted or excluded entirely (Section
6.2.2); an alternate syntax or semantics for the CNAME item
(Section 6.4.1); the format of the LOC item (Section 6.4.5); the
semantics and use of the NOTE item (Section 6.4.7); or new SDES
itemtypes to be registered with | ANA

Security: A profile may specify which security services and
al gorithnms should be offered by applications, and nmay provide
gui dance as to their appropriate use (Section 9).

String-to-key mapping: A profile nmay specify how a user-provided
password or pass phrase is mapped into an encryption key.

Under | yi ng protocol: Use of a particular underlying network or
transport layer protocol to carry RTP packets nmay be required.

Transport mappi ng: A nmapping of RTP and RTCP to transport-I|eve
addresses, e.g., UDP ports, other than the standard mappi ng
defined in Section 10 may be specified.

Encapsul ati on: An encapsul ati on of RTP packets nmay be defined to
allow nultiple RTP data packets to be carried in one | ower-I|ayer
packet or to provide franmi ng over underlying protocols that do
not already do so (Section 10).
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It is not expected that a new profile will be required for every
application. Wthin one application class, it would be better to
extend an existing profile rather than make a new one in order to
facilitate interoperation anong the applications since each will
typically run under only one profile. Sinple extensions such as the
definition of additional payload type values or RTCP packet types may
be acconplished by registering themthrough the Internet Assigned
Nunmbers Authority and publishing their descriptions in an addendumto
the profile or in a payload format specification
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A

Al gorithns

We provide exanpl es of C code for aspects of RTP sender and receiver
al gorithnms. There may be other inplenentation nethods that are faster
in particular operating environnents or have other advantages. These
i mpl enentation notes are for informational purposes only and are
meant to clarify the RTP specification

The followi ng definitions are used for all exanmples; for clarity and
brevity, the structure definitions are only valid for 32-bit big-
endi an (nost significant octet first) architectures. Bit fields are
assuned to be packed tightly in big-endian bit order, with no
addi ti onal padding. Modifications would be required to construct a
portabl e inplenentation.

/*

* rtp.h -- RTP header file (RFC XXXX)
*/

#i ncl ude <sys/types. h>

/*

* The type definitions below are valid for 32-bit architectures and
* may have to be adjusted for 16- or 64-bit architectures.

*/

typedef unsigned char u_int8;

t ypedef unsigned short u_int16;

typedef unsigned int u_int32;

t ypedef short int16;
/*

* Current protocol version.
*/

#def i ne RTP_VERSI ON 2

#define RTP_SEQ MOD (1<<16)

#defi ne RTP_MAX SDES 255 /* maxi mumtext length for SDES */
typedef enum {

RTCP_SR = 200

RTCP_RR = 201,

RTCP_SDES = 202,

RTCP_BYE = 203

RTCP_APP = 204

} rtcp_type t;

typedef enum {
RTCP_SDES_END
RTCP_SDES_CNAME
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RTCP_SDES NAME = 2,
RTCP_SDES EMAIL = 3,
RTCP_SDES_PHONE = 4,
RTCP_SDES LOCC = 5,
RTCP_SDES TOOL = 6,
RTCP_SDES NOTE = 7,
RTCP_SDES PRIV = 8
} rtcp_sdes_type t;
/ *
* RTP data header
*/
typedef struct {
unsi gned int version: 2; /* protocol version */
unsi gned int p:1; /* padding flag */
unsi gned int x:1; /* header extension flag */
unsi gned int cc:4; /* CSRC count */
unsigned int m1; /* marker bit */
unsi gned int pt:7; /* payl oad type */
u_intl6é seq; /* sequence nunber */
u_int32 ts; /* timestanmp */
u_int32 ssrc; /* synchronization source */
u_int32 csrcl1]; /* optional CSRC list */
} rtp_hdr _t;
/ *
* RTCP conmon header word
*/
typedef struct {
unsi gned int version: 2; /* protocol version */
unsi gned int p:1; /* padding flag */
unsi gned int count:5; /* varies by packet type */
unsi gned int pt:8; /* RTCP packet type */
u_int16 I ength; /* pkt len in words, wo this word */
} rtcp_common_t;
/ *
*/Big-endian mask for version, padding bit and packet type pair
*

#defi ne RTCP_VALI D_MASK (0xc000 | 0x2000 | Oxfe)
#defi ne RTCP_VALI D_VALUE ((RTP_VERSI ON << 14) | RTCP_SR)

/*
* Reception report block
*/
typedef struct {
u_int32 ssrc; /* data source being reported */
unsigned int fraction:8; [/* fraction lost since |ast SR RR */
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int |ost: 24; /* cumul . no. pkts lost (signed!) */
u_int32 | ast_seq; /* extended | ast seq. no. received */
u_int32 jitter; /* interarrival jitter */
u_int32 Isr; /* last SR packet fromthis source */
u_int32 dlsr; /* del ay since | ast SR packet */

} rtep_rr_t;

/*

* SDES item

*/

typedef struct {
u_int8 type; /* type of item (rtcp_sdes type t) */
u_int8 | ength; /* length of item(in octets) */
char data[1]; /* text, not null-termnated */

} rtcp_sdes_itemt;

/*
* (One RTCP packet
*/
typedef struct {
rtcp_conmon_t conmon; /* conmon header */
uni on {
/* sender report (SR) */
struct {
u_int32 ssrc; /* sender generating this report */
u_int32 ntp_sec; [/* NIP tinestanp */
u_int32 ntp_frac;
u_int32 rtp_ts; /* RTP timestanp */
u_int32 psent; /* packets sent */
u_int32 osent; /* octets sent */
rtcp_rr_t rr[1]; [/* variable-length list */

} sr;

/* reception report (RR) */

struct {
u_int32 ssrc; /* receiver generating this report */
rtcp_rr_t rr[1]; [/* variable-length list */

}ore;

/* source description (SDES) */
struct rtcp_sdes {

u_int32 src; /* first SSRC/ CSRC */

rtcp_sdes_ itemt itenfl1]; /* list of SDES itens */
} sdes;
/* BYE */
struct {

u_int32 srcl[1]; /* list of sources */
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/* can't express trailing text for reason */
} bye;
}or
} rtep_t;

typedef struct rtcp_sdes rtcp_sdes_t;

/*

* Per-source state information

*/

typedef struct {
u_intlé max_seq; /* highest seq. nunber seen */
u_int32 cycles; /* shifted count of seq. nunber cycles */
u_int32 base_seq; /* base seq nunber */
u_int32 bad_seq; /* last 'bad" seq nunmber + 1 */
u_int32 probation; /* sequ. packets till source is valid */
u_int32 received, /* packets received */
u_int32 expected prior; /* packet expected at last interval */
u_int32 received prior; /* packet received at last interval */
uint32 transit; /* relative trans time for prev pkt */
u_int32 jitter; /* estimated jitter */
/* */

} source;

A.1 RTP Data Header Validity Checks

An RTP receiver should check the validity of the RTP header on

i ncom ng packets since they might be encrypted or might be froma
different application that happens to be m saddressed. Simlarly, if
encryption is enabled, the header validity check is needed to verify
that incom ng packets have been correctly decrypted, although a
failure of the header validity check (e.g., unknown payl oad type) nay
not necessarily indicate decryption failure.

Only weak validity checks are possible on an RTP data packet froma
source that has not been heard before:

o RTP version field nust equal 2.

0 The payl oad type nust be known, in particular it nust not be
equal to SR or RR

olf the P bit is set, then the last octet of the packet nust
contain a valid octet count, in particular, |less than the total
packet |ength minus the header size.

0 The X bit nust be zero if the profile does not specify that
t he header extension nechanism may be used. O herw se, the
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extension length field nust be less than the total packet size
nm nus the fixed header | ength and paddi ng.

o0 The length of the packet nust be consistent with CC and
payl oad type (if payl oads have a known | ength).

The | ast three checks are sonewhat conpl ex and not al ways possi bl e,
| eaving only the first two which total just a few bits. If the SSRC
identifier in the packet is one that has been received before, then
the packet is probably valid and checking if the sequence nunber is
in the expected range provides further validation. If the SSRC
identifier has not been seen before, then data packets carrying that
identifier may be considered invalid until a snmall nunmber of them
arrive with consecutive sequence nunbers.

The routine update_seq shown bel ow ensures that a source is declared
valid only after M N_SEQUENTI AL packets have been received in
sequence. It also validates the sequence nunber seq of a newy

recei ved packet and updates the sequence state for the packet’'s
source in the structure to which s points.

When a new source is heard for the first time, that is, its SSRC
identifier is not in the table (see Section 8.2), and the per-source
state is allocated for it, s->probation should be set to the nunber
of sequential packets required before declaring a source valid
(paranmeter M N SEQUENTIAL ) and s->max_seq initialized to seq-1 s-
>probation marks the source as not yet valid so the state may be

di scarded after a short timeout rather than a | ong one, as discussed
in Section 6.2.1.

After a source is considered valid, the sequence nunber is considered
valid if it is no nore than MAX DROPQUT ahead of s->max_seq nor nore
t han MAX_M SCRDER behind. If the new sequence nunber is ahead of
max_seq nmodul o the RTP sequence nunber range (16 bits), but is
smal l er than max_seq , it has w apped around and the (shifted) count
of sequence nunber cycles is increnented. A value of one is returned
to indicate a valid sequence nunber.

O herwi se, the value zero is returned to indicate that the validation
failed, and the bad sequence nunber is stored. If the next packet
recei ved carries the next higher sequence nunber, it is considered
the valid start of a new packet sequence presunably caused by an

ext ended dropout or a source restart. Since nmultiple conplete
sequence nunber cycles may have been m ssed, the packet |oss
statistics are reset.

Typi cal values for the paraneters are shown, based on a maxi num
m sordering tinme of 2 seconds at 50 packets/second and a nmaxi num
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dropout of 1 minute. The dropout paraneter MAX DROPOUT shoul d be a
smal | fraction of the 16-bit sequence nunber space to give a
reasonabl e probability that new sequence nunmbers after a restart will
not fall in the acceptable range for sequence nunmbers from before the
restart.

void init_seq(source *s, u_intl6 seq)
{
s->base_seq = seq - 1;
S->max_seq seq;
s->bad_seq RTP_SEQ MOD + 1;
s->cycles = 0;
s->received = O;
s->received_prior = 0;
s->expected_prior = 0;
[* other initialization */

i nt update_seq(source *s, u_intl6 seq)

u_intl6é udelta = seq - s->max_seq;
const int MAX DROPQUT = 3000;
const int MAX M SCRDER = 100;
const int M N _SEQUENTIAL = 2

/*
* Source is not valid until M N_SEQUENTI AL packets with
* sequential sequence nunbers have been received.
*/
i f (s->probation) {
/* packet is in sequence */
if (seq == s->max_seq + 1) {
s->probation--;
S->max_seq = seq;
if (s->probation == 0) {
init_seq(s, seq);
S->recei ved++;
return 1;

} else {
s->probation = M N_SEQUENTI AL - 1;
S->max_seq = seq;

return O;
} else if (udelta < MAX_DROPQUT) {
/* in order, with perm ssible gap */
if (seq < s->max_seq) {
/*
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* Sequence nunber w apped - count another 64K cycle.
*/
s->cycl es += RTP_SEQ MOD;
}
S->max_seq = seq;
} else if (udelta <= RTP_SEQ MOD - MAX_M SORDER) ({
/* the sequence nunber nmade a very large junp */
if (seq == s->bad_seq) {
/*
* Two sequential packets -- assune that the other side
* restarted without telling us so just re-sync
* (i.e., pretend this was the first packet).
*/

init_seq(s, seq);

el se {
s->bad_seq = (seq + 1) & (RTP_SEQ MOD-1);
return O;
} else {
/* duplicate or reordered packet */
}
S->recei ved++;
return 1,

}

The validity check can be made stronger requiring nore than two
packets in sequence. The disadvantages are that a |arger nunber of
initial packets will be discarded and that high packet |oss rates
could prevent validation. However, because the RTCP header validation
is relatively strong, if an RTCP packet is received froma source
before the data packets, the count could be adjusted so that only two
packets are required in sequence. |If initial data loss for a few
seconds can be tolerated, an application could choose to discard al
data packets froma source until a valid RTCP packet has been
received fromthat source

Dependi ng on the application and encoding, algorithms may exploit
addi ti onal knowl edge about the payload format for further validation.
For payl oad types where the tinmestanp increnment is the sane for al
packets, the tinestanp values can be predicted fromthe previous
packet received fromthe same source using the sequence nunber

di fference (assum ng no change in payl oad type).

A strong "fast-path" check is possible since with high probability
the first four octets in the header of a newy received RTP data
packet will be just the same as that of the previous packet fromthe
same SSRC except that the sequence nunber will have increased by one
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Simlarly, a single-entry cache may be used for faster SSRC | ookups
in applications where data is typically received fromone source at a
tinme.

A. 2 RTCP Header Validity Checks
The followi ng checks can be applied to RTCP packets.
0o RTP version field nust equal 2.

0 The payload type field of the first RTCP packet in a compound
packet nust be equal to SR or RR

0o The padding bit (P) should be zero for the first packet of a
compound RTCP packet because only the last should possibly need
paddi ng.

0 The length fields of the individual RTCP packets nust total to
the overall length of the conpound RTCP packet as received.
This is a fairly strong check.

The code fragment bel ow perfornms all of these checks. The packet type
is not checked for subsequent packets since unknown packet types may
be present and shoul d be ignored.

u_int32 len; /* length of conmpound RTCP packet in words */
rtcp_t *r; /* RTCP header */
rtcp_t *end; /* end of compound RTCP packet */

if ((*(u_intl6 *)r & RTCP_VALID MASK) != RTCP_VALID VALUE) {
/* sonething wong with packet fornmat */

}
end = (rtcp_t *)((u_int32 *)r + len);

dor = (rtep_t *)((u_int32 *)r + r->common.length + 1);
while (r < end && r->comon. version == 2);

if (r !'=end) {
/* something wong with packet format */
}

A. 3 Determ ning the Nunber of RTP Packets Expected and Lost

In order to conpute packet | oss rates, the nunber of packets expected
and actually received fromeach source needs to be known, using per-
source state information defined in struct source referenced via
pointer s in the code bel ow. The nunmber of packets received is sinply
the count of packets as they arrive, including any | ate or duplicate
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packets. The nunber of packets expected can be conputed by the
receiver as the difference between the hi ghest sequence nunber
received ( s->max_seq ) and the first sequence nunber received ( s-
>base_seq ). Since the sequence nunber is only 16 bits and will wap
around, it is necessary to extend the hi ghest sequence nunber with
the (shifted) count of sequence nunber w aparounds ( s->cycles ).
Both the received packet count and the count of cycles are nmintained
the RTP header validity check routine in Appendix A 1.

ext ended_nmax = s->cycles + s->nmax_seq;
expected = extended_nmax - s->base_seq + 1

The nunber of packets lost is defined to be the nunber of packets
expected | ess the nunber of packets actually received:

| ost = expected - s->received,

Since this nunber is carried in 24 bits, it should be clanped at
Ooxffffff rather than wap around to zero.

The fraction of packets lost during the last reporting interva
(since the previous SR or RR packet was sent) is calculated from
differences in the expected and received packet counts across the
i nterval, where expected prior and received prior are the val ues
saved when the previous reception report was generat ed:

expected_interva
s->expected_pri or expect ed;

recei ved_interval s->received - s->received_prior
s->received_prior = s->received,

| ost _interval = expected interval - received_ interval

if (expected interval == 0 || lost_interval <= 0) fraction = 0;
el se fraction = (lost_interval << 8) / expected_interval

expected - s->expected_prior

The resulting fraction is an 8-bit fixed point nunber with the binary
point at the left edge.

A 4 Cenerating SDES RTCP Packets

This function builds one SDES chunk into buffer b conposed of argc
items supplied in arrays type , value and length b

char *rtp_wite_sdes(char *b, u_int32 src, int argc,
rtcp_sdes_type_t type[], char *value[],
int length[])

rtcp_sdes_t *s = (rtcp_sdes_t *)b;
rtcp_sdes_itemt *rsp;
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}

int i;
int |en;
i nt pad;

/* SSRC header */
S->Src = Ssrc;
rsp = &->iten{0];

/* SDES itens */
for (i =0; i < argc; i++) {
rsp->type = type[i];
len = length[i];
if (len > RTP_MAX_SDES) {
/* invalid length, may want to take other action */
| en = RTP_MAX_SDES;
}
rsp->length = Ien;
mencpy(rsp->data, value[i], len);
rsp = (rtcp_sdes_itemt *)& sp->data[len];

}

/* terminate with end marker and pad to next 4-octet boundary */
len = ((char *) rsp) - b;

pad = 4 - (len & 0x3);

b = (char *) rsp;

while (pad--) *b++ = RTCP_SDES END;

return b;

A. 5 Parsing RTCP SDES Packets

This function parses an SDES packet, calling functions find_nenber()
to find a pointer to the information for a session nmenber given the
SSRC identifier and nmenber_sdes() to store the new SDES i nfornmation
for that nmenber. This function expects a pointer to the header of the
RTCP packet .

void rtp_read_sdes(rtcp_t *r)

{

int count = r->conmon. count;
rtcp_sdes_ t *sd = &r->r.sdes;
rtcp_sdes_itemt *rsp, *rspn;
rtcp_sdes_itemt *end = (rtcp_sdes_itemt *)
((u_int32 *)r + r->comon.length + 1);
source *s;

while (--count >= 0) {
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rsp = &sd->iten{0];
if (rsp >= end) break
s = find_nenber(sd->src);

for (; rsp->type; rsp = rspn )
rspn = (rtcp_sdes_itemt *
if (rspn >= end) {
rsp = rspn;
br eak;

{
(

)((char*)rsp+rsp->l engt h+2);

menber _sdes(s, rsp->type, rsp->data, rsp->length);

}
sd = (rtcp_sdes_t *)
((u_int32 *)sd + (((char *)rsp - (char *)sd) >> 2)+1);

if (count >= 0) {
/* invalid packet format */
}

}
A. 6 Generating a Random 32-bit ldentifier

The followi ng subroutine generates a random 32-bit identifier using
the MD5 routines published in RFC 1321 [23]. The systemroutines nay
not be present on all operating systens, but they should serve as
hints as to what kinds of information may be used. Ot her systemcalls
that may be appropriate include

0 getdomai nname() ,

(@]

getwd() , or

o

get rusage()

"Live" video or audio sanples are also a good source of random
nunbers, but care nust be taken to avoid using a turned-off
m crophone or blinded canera as a source [7].

Use of this or similar routine is suggested to generate the initial
seed for the random nunber generator producing the RTCP period (as
shown in Appendix A.7), to generate the initial values for the
sequence nunber and tinestanp, and to generate SSRC val ues. Since
this routine is likely to be CPU-intensive, its direct use to
generate RTCP periods is inappropriate because predictability is not
an issue. Note that this routine produces the sane result on repeated
calls until the value of the system clock changes unl ess different

val ues are supplied for the type argunent.
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/*

* Generate a random 32-bit quantity.
*/

#i
#i
#i
#i
#i
#i
#i
#i

ncl ude
ncl ude
ncl ude
ncl ude
ncl ude
ncl ude
ncl ude
ncl ude

#defi ne
#def i ne
#def i ne
#def i ne

<sys/types. h>
<sys/tinme. h>
<uni std. h>
<stdi 0. h>
<tinme. h>

/* u_long */

/* gettineofday() */
/* get..() */

/[* printf() */

/* clock() */

<sys/utsname. h> /* unane() */

"gl obal . h"
"md5. h"

MD_CTX MD5_CTX
MDI nit NMD5Init

/* from RFC 1321 */
/* from RFC 1321 */

MDUpdat e MD5Updat e
MDFi nal MD5Fi na

static u_long nd_32(char *string, int |ength)

{

/*

* Return random unsi gned 32-bit quantity. Use ’'type’
* need to generate severa

MD_CTX cont ext;

uni o

} di
ulo
i nt

MDI n
VDUp
VDFi
r =
for

}

retu

*/
u_int32 randonB2(int type)

stru

n {

char c[ 16];
u_long x[4];
gest;

ng r;

[

it (&context);
dat e (&context,
nal ((unsigned
0;

string, length);
char *)&di gest, &context);

(i =0; i <3, i++) {
r A= digest.x[i];
rnr;

ct {

i nt type;
struct timeval
clock t cpu;
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/* md_32 */

tv;

St andards Track

January 1996

argunent if you

different values in cl ose succession

[ Page 67]



RFC 1889 RTP January 1996

pid_t pi d;
u_long hid;
uid_t ui d;
gid_t gi d;
struct utsnane namne;

}os;

gettinmeof day(&s.tv, 0);
uname( &s. nane) ;

s.type = type
s.cpu = clock();
s.pid = getpid();
s.hid = gethostid();
s.uid = getuid();
s.gid = getgid();
return nd_32((char *)&s, sizeof(s));
} /* randonB2 */

A. 7 Conputing the RTCP Transmi ssion Interva

The following function returns the tine between transm ssions of RTCP
packets, measured in seconds. It should be called after sending one
conpound RTCP packet to calculate the delay until the next should be
sent. This function should also be called to cal culate the del ay

bef ore sending the first RTCP packet upon startup rather than send
the packet imediately. This avoids any burst of RTCP packets if an
application is started at many sites simultaneously, for exanple as a
result of a session announcenent.

The paraneters have the foll owi ng nmeani ng

rtcp_bw The target RTCP bandwidth, i.e., the total bandw dth that
will be used for RTCP packets by all nmenbers of this session, in
octets per second. This should be 5% of the "session bandw dth"
paraneter supplied to the application at startup

senders: Nunber of active senders since sending |last report, known
fromconstruction of receiver reports for this RTCP packet.
I ncl udes ourselves, if we also sent during this interval

menbers: The estimated nunber of session nenbers, including
ourselves. Incremented as we di scover new session nenbers from
the receipt of RTP or RTCP packets, and decrenented as session
menbers | eave (via RTCP BYE) or their state is tined out (30
m nutes is reconmended). On the first call, this paraneter
shoul d have the value 1.
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we_sent: Flag that is true if we have sent data during the last two
RTCP intervals. If the flag is true, the conpound RTCP packet
just sent contained an SR packet.

packet _size: The size of the conpound RTCP packet just sent, in
octets, including the network encapsul ation (e.g., 28 octets for
UDP over |P).

avg_rtcp_size: Pointer to estimator for conpound RTCP packet size;
initialized and updated by this function for the packet just
sent, and al so updated by an identical line of code in the RTCP
receive routine for every RTCP packet received from ot her
participants in the session.

initial: Flag that is true for the first call upon startup to
calculate the time until the first report should be sent.

#i ncl ude <mat h. h>

doubl e rtcp_interval (i nt nenbers,
i nt senders,
doubl e rtcp_bw,
int we_sent,
i nt packet_size,
int *avg rtcp_si ze,
int initial)

M nimum ti ne between RTCP packets fromthis site (in seconds).
This tinme prevents the reports from ' clunping’ when sessions
are small and the law of large nunbers isn't helping to snooth
out the traffic. It also keeps the report interval from
beconming ridiculously small during transient outages like a

* network partition

L

*/
doubl e const RTCP._M N TIME = 5.
/*
* Fraction of the RTCP bandwi dth to be shared anobng active
* senders. (This fraction was chosen so that in a typica
* session with one or two active senders, the conputed report
* time would be roughly equal to the m nimumreport time so that
* we don’t unnecessarily slow down receiver reports.) The
* receiver fraction nmust be 1 - the sender fraction
*

/
doubl e const RTCP_SENDER BW FRACTI ON = 0. 25;
doubl e const RTCP_RCVR BW FRACTI ON = ( 1- RTCP_SENDER BW FRACTI ON) ;
/*
* @Gin (snoothing constant) for the lowpass filter that
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* estinates the average RTCP packet size (see Cadzow reference).
*/
doubl e const RTCP_SIZE GAIN = (1./16.);

doubl e t; /* interval */
double rtcp_nmn_time = RTCP_M N_TI Mg
int n; /* no. of nenbers for conputation */

/
Very first call at application start-up uses half the min
del ay for quicker notification while still allow ng sone tine
before reporting for randoni zation and to | earn about other
sources so the report interval will converge to the correct
interval nmore quickly. The average RTCP size is initialized
to 128 octets which is conservative (it assumes everyone el se
is generating SRs instead of RRs: 20 IP + 8 UDP + 52 SR + 48
SDES CNAME)

L I

*

*/

if (initial) {
rtcp_nmn_time /
*avg_rtcp_size

= 2;
= 128;

}

/ *
* | f there were active senders, give themat |east a m ninum
* share of the RTCP bandwi dth. Oherwise all participants share
* the RTCP bandwi dth equal ly.
*/
n = nenbers;
if (senders > 0 && senders < nenbers * RTCP_SENDER BW FRACTI ON) {
if (we_sent) {
rtcp_bw *= RTCP_SENDER BW FRACTI ON,
n = senders

} else {
rtcp_bw *= RTCP_RCVR BW FRACTI ON,
n -= senders;
}
}
/*

* Update the average size estimate by the size of the report

* packet we just sent.

*/
*avg rtcp_size += (packet _size - *avg_rtcp_size)*RTCP_SIZE GAIN;

/*

* The effective nunber of sites tines the average packet size is
* the total nunber of octets sent when each site sends a report.
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Dividing this by the effective bandwi dth gives the tine

i nterval over which those packets nust be sent in order to
nmeet the bandwidth target, with a mninumenforced. |n that
time interval we send one report so this tine is also our
average time between reports.

* Ok Ok F k%

/
t = (*avg_rtcp_size) * n/ rtcp_bw
if (t <rtcp_min_tine) t =rtcp_nmin_tine,;
/*
* To avoid traffic bursts from uni ntended synchronization wth
* other sites, we then pick our actual next report interval as a
* random nunber uniformy distributed between 0.5*t and 1.5*t.
*/
returnt * (drand48() + 0.5);
}

A.8 Estimating the Interarrival Jitter

The code fragnents bel ow i npl enent the al gorithm given in Section
6.3.1 for calculating an estimate of the statistical variance of the
RTP data interarrival tinme to be inserted in the interarrival jitter
field of reception reports. The inputs are r->ts , the tinmestanp from
the incom ng packet, and arrival , the current tinme in the sane
units. Here s points to state for the source; s->transit holds the
relative transit tinme for the previous packet, and s->jitter holds
the estimated jitter. The jitter field of the reception report is
measured in tinmestanp units and expressed as an unsigned integer, but
the jitter estimate is kept in a floating point. As each data packet
arrives, the jitter estimte is updated:

int transit = arrival - r->ts;

int d =transit - s->transit;

s->transit = transit;

if (d<0)d-=-d;

s->jitter += (1./16.) * ((double)d - s->jitter);

Wien a reception report block (to which rr points) is generated for
this menber, the current jitter estimate is returned:

rr->jitter = (u_int32) s->jitter
Alternatively, the jitter estimate can be kept as an integer, but
scal ed to reduce round-off error. The calculation is the sane except
for the last line:

s->jitter +=d - ((s->jitter + 8) >> 4);
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In this case, the estinmate is sanpled for the reception report as:

rr->jitter = s->jitter >> 4;

B. Security Considerations

RTP suffers fromthe same security liabilities as the underlying
protocol s. For exanple, an inpostor can fake source or destination
net wor k addresses, or change the header or payload. Wthin RTCP, the
CNAME and NAME information may be used to inpersonate another
participant. In addition, RTP may be sent via IP nulticast, which
provi des no direct neans for a sender to know all the receivers of
the data sent and therefore no neasure of privacy. Rightly or not,
users may be nore sensitive to privacy concerns with audi o and vi deo
communi cati on than they have been with nore traditional forns of
networ k conmuni cation [24]. Therefore, the use of security nmechanisns
with RTP is inportant. These nechani sns are di scussed in Section 9

RTP-1evel translators or mixers may be used to allow RTP traffic to
reach hosts behind firewalls. Appropriate firewall security
principles and practices, which are beyond the scope of this
docunent, should be followed in the design and installation of these
devices and in the adm ssion of RTP applications for use behind the
firewall.
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