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A BGP/ I DRP Route Server alternative to a full mesh routing
Status of this Menp

This meno defines an Experinental Protocol for the Internet
community. This neno does not specify an Internet standard of any
ki nd. Discussion and suggestions for inprovement are requested.

Di stribution of this meno is unlimnted.

Abstract

Thi s docunent describes the use and detail ed design of Route Servers
for dissenmination of routing information anong BGP/ | DRP speaki ng
routers.

The intention of the proposed technique is to reduce overhead and
managenent conpl exity of maintaining nunerous direct BGP/ | DRP
sessions which otherwi se night be required or desired anong routers
within a single routing domain as well as anong routers in different
donmai ns that are connected to a conmon switched fabric (e.g. an ATM
cl oud).

1. Overview

Current deploynents of Exterior Routing protocols, such as the Border
Gat eway Protocol [BGP4] and the adaptation of the |SO Inter-Donain
Routing Protocol [IDRP], require that all BGP/IDRP routers, which
participate in inter-domain routing (border routers) and belong to
the sane routing donain, establish a full nesh connectivity with each
other for purpose of exchanging routing information acquired from
other routing domains. In large routing domai ns the nunber of intra-
domai n connections that needs to be maintai ned by each border route
can be significant.

In addition, it nay be desired for a border router to establish
routing sessions with all border routers in other domains which are
reachabl e via a shared communi cati on media. We refer to routers that
are directly reachable via a shared nedia as adjacent routers. Such
direct peering allows a router to acquire "first hand" information
about destinations which are directly reachabl e through adjacent
routers and select the optimumdirect paths to these destinations.
Est abl i shnent of BGP/ I DRP sessi ons anong all adjacent border routers
would result in a full mesh routing connectivity. Unfortunately for
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a switched nedia as ATM SMDS or Franme Rel ay network which nmay
i nter-connect a |large nunber of routers, due to the nunber of
connections that woul d be needed to maintain a full mesh direct
peering between the routers, makes this approach inpractical

In order to alleviate the "full mesh" problem this paper proposes to
use | DRP/BGP Route Servers which would relay external routes with al
of their attributes between client routers. The clients would

mai ntai n | DRP/ BGP sessions only with the assigned route servers
(sessions with nore than one server would be needed if redundancy is
desired). Al routes that are received froma client router would be
propagated to other clients by the Route Server. Since all externa
routes and their attributes are relayed unnodified between the client
routers, the client routers would acquire the sane routing
information as they would via direct peering. W refer to such
arrangenent as virtual peering. Virtual peering allows client
routers independently apply selection criteria to the acquired
external routes according to their local policies as they would if a
direct peering were established.

The routing approach described in this paper assunes that border
routers possess a nechanismto resolve the nedia access address of
the next hop router for any route acquired froma virtual peer

It is fair to note that the approach presented in this paper only
reduces the nunmber of routing connection each border router needs to
mai ntain. It does not reduce the volunme of routing information that
needs to naintained at each border router.

Besi des addressing the "full nesh" problens, the proposal attenpts
to achieve the foll ow ng goals:

- to minimze BGP/ I DRP changes that need to be inplenented in client
routers in order to inter-operate with route servers;

- to provide for redundancy of distribution of routing information to
route server clients;

- to minimze the amount of routing updates that have to be sent to
route server clients;

- to provide load distribution between route servers;

- to avoid an excessive conplexity of the interactions between Route
Servers thensel ves
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2. Terns And Acronyns
The following terns and acronyns are used in this paper:

Rout i ng Donai n - acollection of routers with the same set of
routing policies. For IPv4 it can be identified
with an Autononous System Nunber, for |Pv6
it can be identified with a Routing Domain

I dentifier.

Border Router (BR) - a router that acquires external routes, i.e.
routes to internet points outside its routing
donai n.

Route Server (RS) - a process that collects routing information

from border routers and distributes this
information to "client routers’.

RS Cdient (RO - arouter than peers with an RS in order to
acquire routing information. A server’'s client
can be a router or another route server.

RS Cluster (RSO - two or nore of route servers that share the same
subset of clients. A RS Cluster provides
redundancy of routing information to its
clients, i.e. routing information is provided
to all RS Cluster clients as long as there is
at least one functional route server in the RS
C uster.

RCI D - Cluster ID
3. RS Mbdel

In the proposed schene a Route Server (RS) does not apply any
selection criteria to the routes received fromborder routers for the
pur pose of distributing these routes to its clients. Al routes
acquired fromborder routers or other Route Servers are relayed to
the client border routers.

There can be two classes of Route Servers: Route Servers that relay
external routes between routers in a single routing donain and Route
Servers that relay external routes between border routers in
different routing domains. The former are Intra-Domain Route Servers
and the latter are Inter-Domain Route Servers.

In the RS nodel proposed in this docunent there is no routing
exchange between Intra-Donain Route Servers and Inter-Donmain Route
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Servers. Routes that cross a domain boundary nust al ways pass
t hrough a border router of such a domain which may apply
administrative filters to such routes

Operations of Intra-Domain Route Servers and Inter-Donmain Route
Servers are identical

One or nore Route Servers forman RS Cluster (RSC). For redundancy’s
sake two or nore RSs can be configured to operate in an RS Cl uster
Al route servers in an RSC share the sane clients, i.e. cluster
clients establish connections to all route servers in such an RSC for
t he purpose of exchanging routing information. Each cluster is
assigned an unique RSC lIdentifier (RCID) represented by a 2-octet

unsi gned i nt eger

Cl usters which provide virtual connectivity between their clients
woul d be normal |y exchanging routing information anong t hensel ves so
that all external routes are propagated to all participating clients.

Though a Route Server Client (RC) can be associated with multiple
RSC, it seens that there is no real advantage of doing so except for
a short transition period to provide a graceful re-assignnment from
one RSC to another or, if for sone reason, there are nultiple RS
groups that don’t exchange routing information with each other

The inter-cluster route exchange can be acconplished by formng a
full mesh routing adjacency between clusters. In this approach
illustrated in the diagrambelow, each RS in each RSC would naintain
a routing connection with every RS in other RS clusters. Only routes
that are acquired fromborder routers are propagated to RSs in other
RS cl usters.

BR11 BR12 BRIn BR21 BR22 BR2n
| | | | | |
! RS11 RS12 ! --- | RS21  RS22 !
<RSCH#1> \ / <RSCH2>
\ /
| RS31 RS32 |  <RSC#3>

| [ ...
BR31 BR32 R3n

Anot her way to propagate routing information between clusters woul d

be to forma cluster hierarchy in which an RS in one cluster
mai ntai ns sessions only with RSs in designated clusters. |In this
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approach an RS nust advertise all acquired routes to an RS in another
cluster except the routes that are acquired fromthat cluster
Nevertheless, it allows for nininizing the nunber of routing
sessions which can be highly desirable in some network. It is

i mportant for the hierarchical schene that the inter-cluster route
exchange links forma tree, i.e. there is only one route propagation
pat h between any two clusters, otherwi se routing |oops nmay result.
For detection and pruning of routing loops in a hierarchical cluster
topology, it is advisable to include the "RCID Path" attribute (see
4.3.4) in all routing updates sent between route servers. This
attribute lists IDs of all clusters in the route propagation path.
When a duplicate IDis detected in this attribute an offending route
needs to be di scarded.

The di agram bel ow which illustrates the hierarchical approach is
created fromthe di agram above by renpving the route exchange |ink
bet ween clusters 2 and 3.

BR11 BR12 BR1n BR21 BR22 BR2n
| | | | | |
I RS11 RS12 I --- 1 RS21 RS22
<RSC#1> \ <RSCH2>
\
I RS31 RS32 ! <RSC#3>

| [ ...
BR31 BR32 R3n

It seens that the only disadvantage of the hierarchical nodel, is the
managenent headache of avoi ding routing | oops and redundant
information flow by insuring that inter-cluster links always forma
tree. But nore study is needed to fully evaluate the conparative
nerits of the full-nesh and hierarchical nodels.

Since RSs in the sane cluster naintain routing sessions with the same
set of clients, it may seemthat there is no need to exchange routing
i nformati on between RSs in the sane cluster. Neverthel ess, such a
route exchange may help to maintain identical routing databases in
the servers during client acquisition periods and when a partia
failure may affect sonme routing sessions.

Route servers in the same RS cluster exchange control nessages in
attenpt to subdivide the responsibilities of providing routing
information to their clients. In order to sinplify the RS design
the RS nessaging is inplenented on top of exterior protocol which is
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used by route servers for the routing information exchange.
4. QOperation
4.1 ADVERTI SER Path Attribute

Rout e servers act as concentrators for routes acquired by border
routers so that the border routers need to naintain routing
connections with only one or two designated route servers. Route
Servers distribute routing information that is provided to them by
the border routers to all their client.

If routing infornation were relayed to RS clients in UPDATE nessages
with only those path attribute that are currently defined in the
BGP- 4/ 1 DRP specification, the RS clients would not be able to

associ ate external routes they receive with the border routers which
submitted that routes to route servers. Such an association is
necessary for making a correct route selection decision. Therefore,
the new path attribute, ADVERTISER, is defined

The ADVERTI SER is an optional non-transitive attribute that defines
the identifying address of the border router which originally
submitted the route to a router server in order for it to be rel ayed
to other RS clients. Type Code of the ADVERTI SER attribute is 255.
This attribute nust be included in every UPDATE nessage that is

rel ayed by route servers and nust be recognized by RS clients.

4.2 Route Cient Operation

An RS client establishes an BGP/I DRP connection to every route server
inthe RS cluster to which the route client is assigned.

RS clients nmust be able to recognize the ADVERTI SER path attribute
that is included in all UPDATE nmessages received fromroute servers
Rout es received in UPDATE nessages fromroute servers are processed
as if they were received directly fromthe border routers specified
in the ADVERTI SER attri butes of the respective updates.

If an RS client receives a route froma Intra-Donain Route Server, is
assuned that the border router identified in the ADVERTI SER attri bute
is located in the receiving client’s own routing domain.

If an RS client receives a route froma Inter-Donmain Route Server
the locality of the border router identified in the ADVERTI SER
attribute can be determ ned fromthe BG® s AS_PATH attribute or

I DRPs RD PATH attribute respectively.
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If no ADVERTI SER attribute was included in an UPDATE nessage from a
route server it is assuned that the route server itself is the
advertiser of the correspondi ng route.

If the NEXT_HOP path attribute of an UPDATE nessage |ists an address
of the receiving router itself, the route that is carried in such an
updat e nessage nust be decl ared unreachabl e.

In addition, it is highly desirable, albeit not required, to
slightly nodify the "standard" BGP/ I DRP operation when acquiring
routes from RSs:

when a route is received froman RS and a route with the conpletely
i dentical attributes has been previously acquired from another RS
in the same cluster, the previously acquired route should be
replaced with the newly acquired route. Such a route replacenent
shoul d not trigger any route adverti senent action on behalf of the
route.

RSs are designed to operate in such a way that elininates the need to
keep nultiple copies of the sanme route by RS clients and ninim zes
the possibility of a route flap when the BGP/I DRP connection to one
of the redundant route servers is |ost.

It is attenpted to subdivide the route di ssem nation | oad between
route servers such that only one RS provides routing updates to a
given client. But since, for avoiding an excessive conplexity, the
reconciliation al gorithmdoes not elimnate conpletely the
possibility of races, it is still possible that a client may receive
updates fromnore than one route server. Therefore, the client’s
ability to discard duplicate routes may reduce the need for a bigger
routi ng database.

4.3 Route Server Qperation

A Route Server nmaintains BGP-4/1DRP sessions with its clients
according to the respective BGP-4/1 DRP specification with exception
of protocol nodifications outlined in this docunent.

UPDATE messages sent by route servers have the same format and
semantics as it respective BGP-4/1DRP counterparts but also carry the
ADVERTI SER path attribute which specifies the BGP Identifier of the
border router that submitted the route advertised in the UPDATE
message. In addition, if the hierarchical nodel is deployed to

i nterconnect Route Server clusters, it is advisable to include the
"RCID Path" attribute in all routing updates sent between route
servers as described in 4.3.4.
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When route servers exchange OPEN nessages they include the Route
Server protocol version (current version is 1) as well as Custer |IDs
of their respective clusters in an Optional Paraneter of the OPEN
message. The val ue of Parameter Type for this paraneter is 255. The

I ength of the paraneter data is 3 octets. The format of paraneter
data i s shown bel ow

Al so, route servers that belong to the sane cluster send to each
other LIST nessages with lists of clients to which they' re providing
routing information. |In the LIST nmessage an RS specifies the Router
Identifier of each client to which that RS is providing routing
updates. Since LIST nessages are relatively small there is no need to
add a processing conplexity of generating increnental updates when a
list changes; instead the conplete list is sent when RSs need to be

i nformed of the changes. The format of the LI ST nessage is presented
in 4.3.1.

4.3.1 LI ST Message For mat

The LI ST nessage contains the fixed BGP/ I DRP header that is followed
with the fields shown below. The type code in the fixed header of
the LI ST nmessage is 255.

| Cient ldentifying Address | Repeated for each

R e + informed client
The nunber of Client Identifying Address" fields is not encoded
explicitly, but can be cal cul ated as:

(<LI ST nessage Length> - <Header Length>) / <Address Length>,

where <LI ST nessage Length> is the value encoded in the fixed
BGP/ | DRP header, <Header Length> is the |l ength of that header, and
<Address Length> is 4 for |IPv4 and 16 for |Pv6.

4.3.2 External Route Acquisition And Adverti senent

A route server acquires external routes fromRS clients that are al so
border routers. A RS also may acquire external routes from other

RSs. Route servers relay all acquired routes unaltered to their
clients. No route selection is perforned for purpose of route re-
advertisenment to RS clients.
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route servers receive and store routing data fromall their
t, Routing Servers in the sane cluster coordinate their route
tisement in the attenpt to ensure that only one RS provides
ng updates to a given client. |If an RS fails, other Route
rs in the cluster take over the responsibility of providing
ng updates to the clients that were previously served by the
d RS. Aroute flap that can result from such sw tch-over can be
nated by the configuring client’s "Hold Tinme" of their BGP-

4/ 1 DRP sessions with the route servers to be larger than the swtch-

over
BGP- 4
peri o
adver
descr

time. The switch-over tinme is determined by the Hold Tine of

/| DRP sessions between the route servers in the cluster and the
d that is needed for that route servers to reconcile their route
tisement responsibilities. The reconciliation protocol is

ibed in 4.3.3.

The BGP-4/1 DRP operations of route servers differs fromthe

"stan

Haski n

dard" operation in the foll ow ng ways:

when receiving routes fromanother RS, the RS Cient nopde of
operation is assunmed, i.e., when a route with conpletely
identical attributes has been previously acquired froman RS
bel onging to the sanme cluster as the RS that advertises the new
route, the previously acquired route should be discarded and
the newly acquired route should be accepted. Such a route

repl acenent shoul d not trigger any route advertisenent action
on behalf of the route.

all acquired routes are advertised to a client router except
routes which were acquired fromthat client (no route echoing);

if the hierarchical nodel of inter-cluster route exchange is
used, all acquired routes are advertised to an RS in another
RSC except routes that are acquired fromthat RSC. In the
full -mesh nodel, only routes which are acquired from border
routers are advertised to route servers in other clusters;

if route servers in the sanme RS cluster are configured to
exchange routing information, only external routes that are
acquired fromborder routers are advertised to route servers in
the | ocal cluster;

the ADVERTI SER path attribute is included in every UPDATE
messages that is generated by RS. This attribute nust

specify the identifying address of the border router from which
i nformation provided i n UPDATE has been acquired. All other
routing attributes should be relayed to RS s peers unaltered.
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- when a route advertised by to an RS by a client becones
unr eachabl e such a route needs to be declared unreachable to
all other clients. In order to withdraw a route, the route
server sends an UPDATE for that route to each client (except
the client that this route was originally acquired) with the
NEXT _HOP path attribute set to the address of the client to
which this UPDATE is sent to. The the ADVERTI SER path attribute
with the identifying address of the border router that
originally advertised the withdrawn route nust be al so included
in such an update nessage

- if the hierarchical nodel is deployed to interconnect Route
Server clusters, it is advisable to include the RCI D PATH
attribute in all routing updates sent between route servers as
described in 4.3.4. The RCID PATH attribute is never included
i n UPDATE nessages sent to border routers.

4,.3.3 Intra-Cluster Coordination

In order to coordinate route advertisenent activities, route servers
which are nmenbers of the sane RS cluster establish and maintain
BGP/ | DRP connections between thenselves formng a full-nesh
connectivity. Normally, there is no need for nore than two-three
route servers in one cluster

Rout e servers belonging to the sanme cluster send to each other LIST
nmessages with lists of clients to which they' re providing routing
information; let’'s call such clients "inforned clients"

Each RS naintains a separate "inforned client" list for each RS in
the local cluster including itself. Al such lists are linked in an
ascendi ng order that is determ ned by the nunber of clients in each
list; the order anong the lists with the sane nunber of clients is
determ ned by conparing the identifying addresses of the
corresponding RSs -- an RS in such a "sane nunber of clients" subset
is positioned after all RSs with the | ower address.

An RS can be in one of two RS coordination states: 'lnitiation and
"Active’

4.3.3.1 Initiation State

This is the initial state of route server that is entered upon RS
startup. Wen the Initiation state is entered the 'InitiationTiner’
is started. The Initiation state transits to the Active state upon
expiration of the "InitiationTimer’ or as soon as all configured
BGP/ | DRP connections to other route servers in the local RS Cluster
are established and LI ST nessages fromthat route servers are
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recei ved.
In the Initiation state an RS:

o tries to establish connections with other RSs in the |ocal and
renote clusters.

o] accepts BGP/ I DRP connections fromclient routers.

0 recei ves and process BGP/ I DRP updates but doesn’t send any
routi ng updates.

o] stores "informed client" lists received fromother RSs in the
local cluster - a newy received list replaces the existing |ist
for the same RS. If a LIST nessage is received fromthe route
server in another RS cluster, it should be silently ignored.

o} initializes an enpty "inforned client" list for its ow clients.
o] as soon as a BGP/IDRP connection to an RS in the sane RS O uster
is established, transmts an enpty LIST nessage to such an RS.
4,.3.3.2 Active State
This state is entered upon expiration of the 'InitiationTiner’ or as
soon as all configured BGP/I DRP connections to other route servers in
the local RS Cluster are established and LI ST nmessages fromthat route
servers are received.
In the Active state an RS

o} continues attenpts to establish connections with other route
servers in the local and renote clusters;

0 accepts new BGP/ | DRP connecti ons;

o} transmits a LI ST nessage to an RS in the local cluster as soon
as an BGP/ I DRP session with the RS is established and then
whenever the local "informed client" |ist changes;

0 recei ves and process BGP/ | DRP updat es;

o} recei ves and processes "inforned client" |lists as described
bel ow.

a) If a LIST nessage is received fromthe route server in
another RS cluster, it should be silently ignored.
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b) If a LIST nmessage is received froma route server that
belongs to the same RS duster, the differences between
the old and the new list are deternined and the old "inforned
client” list for that RS is replaced by the list fromthe new
message. For each client that was in the old list but not in
the newlist it is checked whether the server has
an established BG?/ | DRP connection to that client and
the client is not in any of the other "inforned client"
lists. |If both conditions are net, the processing described
for a new client takes place (see 4.3.3.3).

o} for each new BGP/IDRP client (including connections established
inlnitiation state), decides if that client should becone an
"infornmed client", i.e. whether routing updates are to be sent
to the client or that client has been already taken care by
another RS in the local cluster. The decision process is
described in the next section.

4.3.3.3 New dient Processing

Wienever an RS acquires a new BGP/ I DRP peer it scans through all

"informed client" lists in order to deternmine if this peer has
al ready been receiving routing updates fromanother RS in the |oca
RS cluster. |If the identifying address of the peer is found in one

of the list, no routing updates are sent to that peer

If the peer’s Router Id is not found, the route server initiates a
"DelayTimer’ tiner for that peer and the decision is postponed unti
that timer expires. The delay value is calculated as foll owed:

the RS deternmines the relative position of its own "inforned
client" list inthe linked Iist of all "informed client" lists.
If such position is expressed with a nunmber, say N, in the 1 to
"maxi mum number of lists" range, then the delay value is set to
(N-1) *<Del ayG anul arity>

Upon expiration of the DelayTiner, the "informed client" lists are
scanned once again to see if the correspondi ng peer has al ready been
receiving routing updates fromanother RS in the |l ocal RS cluster

If the Router Id of the peer is found in one of the lists as a result
of receiving a new LI ST nessage, no routing updates are sent to that
peer. Oherwise, the peer’s Router IDis entered in the "inforned
client" list that belongs to the RS, the transnission of the updated
LI ST nessage is i mediately schedul ed, and routing updates are sent
to the client.

The rational for the delay is to minimze races in the decision as
whi ch RS anpbng route servers in the sane RSC is going to provide
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routing information to a given client. The RS with | east nunber of
"informed clients" would have a shortest delay and is the nost
probable to win the race. This helps to equalize the nunber of
"informed clients" between RSc in a cluster.

After an BGP/IDRP peer is placed in the "inforned client" list, it is
only renoved fromthe |list when the BGP/I DRP connection to this peer

is lost. Wile an RSclient is inthe list it is accurately updated

with all routing changes

4.3.3.5 Inter-RS Connection Failure

If a route server loses a routing session with a route server in the
same cluster, it mnmust consider taking the responsibilities of route
advertisenent to the clients that are in the "infornmed client" |ist
of the renpte route server of the failed session

For each such client it is checked whether the server has an

est abl i shed BGP/ I DRP connection to that client and the client is not
in any of the "informed client" lists of active RS. |f both
conditions are true, the processing described for a new client takes
pl ace (see 4.3.3.3).

After advertisenent responsibilities are reconciled the "inforned
client" list associated with the fail ed session should be discarded.

4.3.4 RCID_PATH Attribute

The RCID PATH is an optional non-transitive attribute that is
conposed of a sequence of RS Cluster Identifiers (RCID) that
identifies the RS Cluster through which routing information carried
in the UPDATE nessage has passed. Type Code of the RCI D PATH
attribute is 254. The attribute value field contains one or nore RS
Cluster ldentifiers, each encoded as a 2-octets long field.

When a route server propagates a route which has been | earned from
not her Route Server’s UPDATE nessage, the following is perfornmed with
respect to the the RCI D_PATH attri bute:

- if the destination of the route is not a route server, the
RCI D PATH Attribute is excluded fromthe UPDATE nessage sent to
that client.

- if the destination of the route is another route server that is

| ocated in the advertising server’s owmn RS cluster, the
RCI D PATH attribute is sent unnodified.
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- if the destination of the route is a route server in a different
RS cluster, the advertising route server shall verify that the
RCI D of the destination speaker’s cluster is not present in
the RCID PATH attribute associated with route. |If it does,
the route shall not be advertised and an event indicating
that a route | oop was detected should be | ogged, otherw se
the advertising router shall prepend its own RCID to the RCID
sequence in the RCID PATH attribute (put it in the |eftnost
position).

When a route server propagates a route which has been |l earned froma
border router to another route server then:

- if the destination of the route is a route server that is
|l ocated in the advertising router’s owmn RS cluster, an enpty
RCI D_PATH attri bute shall be included in the UPDATE nessage
(an enpty RCID PATH attribute is one whose |length field contains
the val ue zero).

- if the destination of the route is a route server in a different
RS cluster, the advertising route server shall include its own
RCID in the RCID PATH attribute. 1In this case, the RCD of
advertising route server will be the only entry in the RC D _PATH
attribute.

4.3.5 NOTI FI CATION Error Codes

In addition to the error codes defined in the BGP-4/1DRP
specification, the followi ng error can be indicated in a NOTIFI CATI ON
nmessage that is sent by a route server:

255 LI ST Message Error

The follow ng error subcodes can be associated with the LI ST Message
Error:

1 - Bad Address. This subcode indicates that a Client Identifying
Address in the received LI ST nessage does not represent
a valid network |layer address of a router interface.
The followi ng additional UPDATE error subcodes are al so defined:
255 - Invalid ADVERTI SER Attribute. This subcode indicates that

a val ue of the ADVERTI SER Attribute does not represent
a valid network |layer address of a router interface.
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4.3.7 Tinmers
The InitiationTiner value of 5 minutes is suggested.

In order to avoid route flaps during an RS swi tch-over, a value of

Del ayGranul arity shoul d be such so the nmaxi num possi bl e val ue of the
Del ayTi mer (see 4.3.3.3) conbined with the Hold Tine of inter-RS
connections would be shorter than two-third of the smallest Hold Tine
interval of all BGP/IDRP connections between the route servers and
their clients (including RSs in other clusters). So in a cluster
with three RSs and the respective Hold Tinmes of 30 and 90 seconds the
Del ayGranul arity of 15 seconds would be a recommended val ue.

For the sane reason it is recommended that the Hold Ti ne of BG’/ | DRP
connections between route servers in the sane cluster is set to one-
third of the smallest Hold Tinme of all BGP/I DRP connecti ons between
the route servers and their clients (including RSs in other
clusters). So, if the smallest Hold Tine of BGP/ I DRP sessions with
clients is 90 seconds, the reconmended value of the Hold Tine of
BGP/ | DRP connections between route servers in that cluster would be
30 seconds.

5. Route Server Discovery
Thi s docunent does not propose any nmechani smfor the dynamic RS
di scovery by RS clients or/and by other route servers. It is assuned
that at minimum a manual configuration will be provided in
participating routers to achi eve the needed connectivity.

7. Security Considerations
Security issues are not discussed in this docunent.
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