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On Many Addresses per Host
Status of this Menp

This meno provides information for the Internet comunity. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlinted.

Abstract

This docunent was subnitted to the IETF IPng area in response to RFC
1550. Publication of this docunent does not inply acceptance by the
| Png area of any ideas expressed within. Conmments should be
subnitted to the big-internet@munnari.oz.au nmailing list.

Overvi ew and Rationa

Currently, nost hosts have only one address. Wth conparatively rare
exceptions, hosts as hosts -- as opposed to hosts acting as routers
or PPP servers -- are single-homed. Qur address space cal cul ations
reflect this; we are assuming that we can estimte the size of the
address space by counting hosts. But this nay be a serious error. |

suggest that that nodel may -- and should -- change.

For the ideas outlined below, | do not claimthat nultiple addresses
per host is the only or even necessarily the best way to acconplish
the goal. | do claimthat ny ideas are at the very |east plausible,

and that | expect that many of themw || be tried.
Encodi ng Services

More and nore often, services are being encoded in the host nane.

One can fetch files fromftp.research.att.com |ook up an | P address
on ns. uu. net, synchroni ze cl ocks fromntp.udel.edu, etc. Should this
practice be generalized to the I P address donai n?

In sone cases it would be a very good idea. Certain services need to
be configured by IP address; they are either used when the DNS is
bei ng boot strapped (such as in glue records and root server cache
records), or when its unavailable (i.e., when booting after a power
hit, and the | ocal nanme servers are slower to reboot than their

di skl ess clients.

Bel | ovi n [ Page 1]



RFC 1681 On Many Addresses per Host August 1994

Security is another reason, in sone cases. Address-based

aut hentication is bad enough; relying on the nane service adds

anot her layer of risk. An attacker can go after the DNS, in that
case. A risk-averse system manager might prefer to avoid the extra
exposure, instead granting privileges (i.e., rlogin or NFS) by
address instead of name. But that, of course, leads to all the usua
headaches when the location of the service changes. |f the address
for the service could be held constant, there would be nmuch nore
freedomto nove it to another machine. One way to do that is by
assigning the serving host a secondary address.

A related notion comes fromthe need to offer different views of a
service froma single host. For exanple, research.att.comhas |ong
of fered two distinct FTP archives, with slightly different access
policies. It would be nice if both could live on the sane nachi ne,
wi t hout asking the user conmunity to | earn new protocols or custom
port nunbers.

Archie is an even better exanple. There are three principal ways to
use Archie: use a special protocol, and hence a special application
program on a dedicated port and host that is probably naned
archie.foo.bar; telnet to archie.foo.bar and go through an extra and
gratuitous login as archie, or telnet to sone special port on
archie.foo.bar. The latter two are exanples of using a standard
protocol (telnet) to offer a different service. Neither alternative
is very convenient.

It would be better if archie.foo.bar provided the Archie service,

whi |l e host.foo.bar provided a login pronpt. Again -- an easy way to
do this is to assign the host a separate I P address for its extra
servi ce.

Note that there are security advantages here, too. A firewall could
be configured to allow access to the address associated with the
Archi e server, but not the other addresses on that host. That would
provide a high degree of safety, assunming, of course, that the other
servers on that host were bound to its primary addresses, and not the
exposed address.

Another way to inplement this concept would be to extend the DNS, to
return port nunber information as well as |IP addresses. Thus,
netlib.att.commght return 192.20.225.3/221. But that would
necessitate changi ng every FTP client program a daunting task

We could also ook on this as the extension of the MX concept. MX
records are very valuable, but they apply only to mail, and they
don’t supply port nunmbers. Again, changing this would require
massi ve client program changes.
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Accounting and Billing

For better or worse, sonme parts of the Internet are noving towards
usage-sensitive charging. At least four chargi ng schenes seem
possi bl e; doubtl ess, the marketeers in charge of such things can and
will conme up with nore.

The first is the traditional "pay as you go" approach. Each host is
responsi ble for its own packets. O course, that nmeans that in a

typi cal conversation, both parties pay -- and the providers of free
FTP archives will end up paying dearly for their beneficence. That
| eads to our second nodel: caller pays. Oher people nmight want to

make collect calls, nuch as is done on the tel ephone today. Finally,
there night be the equival ent of Anerican "900" nunbers: the caller
pays a preniumto the server

This is not at all far-fetched; UUNET already has a 900 nunber for
anonynous uucp clients. No need to register in advance; just dia
in, and |l et the phone conpany act as your agent.

G ven all these schemes, it is vital that the caller and recipient
know i n advance who will pay. It is not acceptable for users to
learn, only after the fact, that they have incurred a cost. W could
envi sion use of |P options, but again, that would preclude use of
today’s standard clients.

It is not sufficient to present a nessage at connection tine warning
of the charges. Many interactions do not provide a hook for user
interaction. And there are security concerns -- suppose that soneone
puts up a gopher server that redirects a caller to sone pay-to-play
address, without displaying the required warning. A scan? Sure --
but it’'s already happened with the phone network, and | see no reason
to think that the Internet will be far behind.

My suggestion, of course, is to encode the charge algorithmin the
destination address (and perhaps in the DNS nane space as well). The
bits thensel ves woul d determi ne who pays. Organizational border
routers could inplenent policies on pay services; the anonynous

wor kstations in a dorm conmputer |ab wouldn't be allowed to cal
col l ect.

An extension of this schene would use a conparatively |arge nunber of

bits, letting the address act not just as a policy indicator, but
also as an index to a charge algorithmtable.
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Addr esses per User

It may be useful to assign each user on a host a separate |IP address,
for the duration of the |login session. This has a nunber of
advant ages.

The first ties in with the charging schene given above. Usage-
sensitive accounting today is done by routers, and they have no
notion of who is using the hosts. |If each user had a separate IP
address, we could continue to gather the accounting data at the
router. The host would sinply have to record the address
assignnents; billing could be done offline.

Simlarly, different classes of users could have different forns of
addresses. Those with hard-nmoney accounts night have sone bits set
in the address that would allow for access to costly services. The
border routers could make this sort of distinction, using today’'s

t echnol ogy.

An | P address per user also fits in well with encryption. There is a
ot of attention today focused on network-layer encryption. But that
provi des host-level granularity of protection, which is sonetines
insufficient. Transport-|ayer encryptors provide finer-grained
protection, but does the Internet need two different |owleve
encryption schenmes? |f each user had a separate |IP address -- and
perhaps had it only on hosts that cared about such matters -- we
coul d provide user-level protection and accounability, with the same
infrastructure used to support host-level accountability.

Low Grade Mbility

There are several schenmes under discussion for nobile | P hosts.

These are aimed at a fairly general nodel of hosts noving anywhere.
While that is inportant, there is also some need for limted
mobility, within a subnet. This could be used for |oad-balancing. A
mai | relay that had just been asked to send a | arge nessage to a huge
mailing list could offload some of its IP addresses to its peers.

That would divert future incom ng messages w thout invalidating

t housands of cached MX records and their associated |P addresses.
Simlarly, servers for |owspeed X termnals could reside on

di fferent physical nmachines, all the while not disturbing sessions in
progress.

Mer gi ng Subnets
There has | ong been sone need to nmerge subnets. Sonetimes this is

due to organi zational changes; other tinmes, people have installed
bri dges when routers woul d have been a nore appropriate choice. Sone
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hosts need to live on both |ogical networks at once, to avoid an
extra hop through a router. It would be useful to be able to assign
t hem such addresses

How Many Addresses Do W Need?

Assum ng that sone of these ideas bear fruit, how nany addresses do
we need, per host?

Most of these schenes are fairly cheap. Few people would offer nore
than a handful of distinct service views per system But the

addr ess-per-user notion could be quite costly. W also have to
account for address nask assignment policies. |In nmany of today’'s

net wor ks, enough bits of host address have to be allocated to all ow
for the largest subnet in an organization. Even if we assume that

I Png’s routing protocols will be snmarter about such things, foresight
in address allocation will be needed to all ow headroom for sone
networks to grow, while still maintaining a contiguous netnmask. This
inturn will contribute to sparse utilization of the address space.
Accordingly, | reconmend that we allow for 276, and perhaps as nany
as 278, extra addresses per host, to |l eave roomfor the ideas
presented here.

| should note that the idea of encoding the service in the transport
address bears sone relation to OSlI's nodel. That sinmilarity should
not, of course, invalidate the idea
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