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Requirements for an Internet Standard Point-to-Point Protoco

Status of this Meno

This meno provides information for the Internet comunity. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlinted.

Abstract

Thi s docunent discusses the evaluation criteria for an |nternet
Standard Data Link Layer protocol to be used with point-to-point
links. Although many industry standard protocols and ad hoc
protocol s already exist for the data link |ayer, none are both
complete and sufficiently versatile to be accepted as an Internet

Standard. In preparation to designing such a protocol, the features
necessary to qualify a point-to-point protocol as an |nternet
Standard are discussed in detail. An analysis of the strengths and

weaknesses of several existing protocols on the basis of these
requi renents denonstrates the failure of each to address key issues.

H storical Note: This was the design requirenents docunent dated

June 1989, which was followed for RFC- 1134 through the present.
It is now published for conpl eteness and future gui dance.
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1. Introduction

The Internet has seen explosive growh in the nunber of hosts
supporting IP [1]. The vast majority of these hosts are connected to
Local Area Networks (LANs) of various types, Ethernet being the nost
comon. Mbst of the other hosts are connected through Wde Area

Net wor ks (WANs), such as X. 25 style Public Data Networks (PDNs).

In the past, relatively few of these hosts were connected with sinple
point-to-point links. Yet, point-to-point serial |links are anong the
ol dest net hods of data conmuni cations, and al nost every host supports
poi nt-to-point connections. For exanple, asynchronous RS-232
interfaces are essentially ubiquitous.

One reason for the small nunber of point-to-point IP links was the
| ack of a single established encapsul ation protocol. There were
pl enty of non-standard (and at |east one de facto standard)
encapsul ati on protocols avail able, but there was not one which was
agreed upon as an Internet Standard.

A nunber of protocols have been proposed to the Internet community,
but no consensus was reached as to which protocol should be adopted
as a standard. The reason may be that these proposals often
addressed specific problens rather than providing general purpose
servi ce.

For exanple, one of the nbst successful protocols to-date was Rick
Adami's SLIP protocol for BSD UNIX [9]. SLIP provides only the nost
rudi nentary support for sending | P datagrans over asynchronous seri al
lines, and ignores issues such as the use of protocols other than IP
and the use of synchronous I|inks.

Thi s docunment proposes a set of requirenents for an Internet Standard
poi nt-to-point protocol (ISPPP). Its purpose is not to propose any
one design for the standard; any solutions outlined in the text are
i ntended only as exanples, and do not preclude other inplenmentations.

The docunent is divided into four major sections. The first section

defines a nunber of technical terns used in this docunent. The
second section lists the proposed requirenments and details sone
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i ssues that are ignored by other protocols. The third section
attenpts to clarify a nunmber of non-requirenents. The fourth section
anal yzes existing protocols in light of the proposed requirenments and
di scusses the failure of each to address key issues.

1.1 Definitions of Terns

This section defines nmany of the terms which will be used in further
sections of this docunent. The terns "layer" and "level" are used
extensively and refer to protocol l|layers as defined by the
International O ganization For Standardization s Reference Mde

(I SORM standard. |In particular, the terns Physical Layer, Data Link
Layer and Network Layer refer to layers one, two and three
respectively of the ISORM A "higher layer" refers to one with a
nurmerically larger |ayer nunber.

dat agram

The unit of transmission in the network layer (such as IP). A
dat agram nay be encapsul ated in one or nore packets (q.v.) passed
to the data link |ayer.

data link | ayer

Layer two in the 1SO reference nodel. Defines how bits
transmtted and received by the physical |ayer are recognized as
bytes and frames. May al so define procedures for error detection
and correction, sequencing and flow control

f ragnent
The result of fragmentation. Fragnmentation at the network |ayer
breaks | arge datagrans into nultiple parts less than or equal to
the size of the packets passed to the data lIink |ayer.
Fragnentation at the data |link |ayer breaks |arge packets into
nmul tiple franes.

frame
The unit of transmission at the data link layer. A frame may
i nclude a header and/or a trailer along with some nunber of units
of data.

fram ng protocol

A protocol at the data link level for marking the begi nning and
end of a franme transmtted across a |ink.
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i nternet
An interconnected system of networks tied together by a conmon
"internet protocol"” providing a coormbn and consi stent network
address structure.

I nt er net
Specifically refers to the IP Internet.

I nternet Standard Point-to-Point Protocol (1 SPPP)
A point-to-point protocol which is declared an official Internet
Standard. This protocol does not yet exist, but its proposed
characteristics are presented in this paper

Maxi mum Transm ssion Unit (MIU)
The maxi num al | owabl e I ength for a packet (qg.v.) transmtted over
a point-to-point link without incurring network |ayer
fragnment ati on.

networ k | ayer

Layer three in the 1SO reference nodel. Responsible for routing
packets (qg.v) between physical networks.

oct et
A unit of transm ssion consisting of 8 bits. On nost nachines an
octet is the same as a byte or a character, but this need not be
true.

packet
The unit of transm ssion passed across the interface between the
network | ayer and the data link layer. A packet is usually mapped
to a frane (qg.v); the exception is when data |ink |ayer
fragmentation is being perforned.

physi cal |ayer

The first layer in the |1SO reference nodel. Describes electrical
mechani cal and timng characteristics of a link

poi nt -t o-poi nt protocol (ppp)

A data link |layer protocol for the transnission of packets (qg.v.)
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over a point-to-point link. |In the follow ng discussion, the
acronym "ppp" refers to any generic point-to-point protocol

serial line IP (slip)

Oten incorrectly used as a synonym for "point-to-point protocol"
"slip" specifically refers to any protocol for the transm ssion of
| P dat agrans over a serial point-to-point |ine.

SLIP

Al t hough nmany proposed protocols are nanmed "SLIP", this docunent
will use SLIP (uppercase) to refer to Rick Adanis slip (qg.v.) for
BSD UNI X [9].

2. Required Features

In order for a point-to-point protocol to be accepted by the Internet
community it nust adequately address many requirements. This section
itenmi zes and di scusses the proposed requirenents. Although the main
enphasi s of the discussion is on protocol architecture requirenents,

i npl enment ati on requirements are sonetines di scussed as wel |

These particul ar requirenents were chosen to assure that the | SPPP
adequately serves the needs of its users. Sone of these needs are
uni versal and dictate clear requirenments for the protocol; for
exanpl e, a packet framing protocol is a fundamental necessity. O her
needs are nore specific and may even be conflicting. Connection
liveness determination is very inportant on sone |inks but can be
very expensive on others. A standard protocol nust address all of
these needs; in particular, it nust be able to resolve conflicts
effectively.

Resol ving these conflicts requires that a protocol feature have both
enabl ed and di sabl ed nodes and that these nodes nust be conpati bl e
with each other. The enabl ed node allows the protocol to solve
probl ens in environnents where they exist. The disabled node all ows
probl ens to be ignored in environnents where they do not exist. To
assure interoperabilty, inplementations are required to support both
nodes and all ow the user (not necessarily human) to dynamically
choose which is appropriate.

This is essentially the sane solution used in the User Datagram
Protocol (UDP) [2]. The UDP datagram checksum may be conputed
(enabl ed nmode) or it may not (disabled node). Conpatibility is

mai nt ai ned by requiring the checksumto be transnmitted as zero in

di sabl ed node and i gnored when received as zero in either node.

| npl enent ati ons of UDP are generally encouraged to support both nodes
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but allow the application to choose nbdes.
2.1 Sinplicity

The |1 SPPP nust be sinple. The Internet architecture very carefully
pl aces the nost conplexity in the transport |ayer (that is, TCP)

The internetwork layer (IP) is a fairly sinple, alnpbst statel ess
protocol providing an unreliable datagram service. The data |link

| ayer need provide no nore capability than the I P protocol; no error
correction, sequencing or flow control is necessary. Including these
woul d in nost cases needlessly duplicate the capabilities of the
transport layer, and m ght possibly decrease efficiency. This is not
to say that these capabilities nust never be included; there are sone
cases which nay warrant them For instance, very noisy |links nay be
nore efficiently handl ed using a nore conplex data |ink |ayer

protocol such as CCITT's LAPB. Neverthel ess, the watchword for a

poi nt-to-poi nt protocol should be sinplicity.

A sinple design also decreases the incidence of progranm ng errors,
thereby increasing the likelihood of interoperability anong different
i mpl ementations. Since interoperability is a primry goal of
standardi zation, this is another strong argument for sinplicity.

2.2 Transparency

The | SPPP nust be transparent to higher layers. The protocol nust
not place any constraints on transnitted data. All |SPPP data,

i ncludi ng higher |evel headers as well as data, nmust be transported
unnodi fied end-to-end. No restrictions are placed on how the | SPPP
acconplishes this. For exanple, if the | SPPP uses a particul ar
character for franming, it nust al so provide sone way of

di sanbi guati ng hi gher |evel data containing that character froma
fram ng character (such as escaping or bit-stuffing). This is mainly
an issue for the data |ink and physical |ayer protocols incorporated
into the | SPPP.

2.3 Packet Fram ng

The | SPPP nust be able to correctly and efficiently frane packets. A
recei ver must be able to locate correctly the begi nning and end of
each transmtted packet. Wthin each packet, the receiver nust be
able to identify the boundaries of each octet. Finally, wthin each
octet, each bit nust be located and identified. No restrictions
other than those specified in this docunent are placed on the packet
fram ng protocol
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2.4 Bandwi dth Efficiency

The | SPPP nust make efficient use of available bandwi dth. At nost,
the ppp overhead may inpose a few percent reduction in raw |ink
bandw dt h.

2.5 Protocol Processing Efficiency

The processing of the | SPPP headers nust typically be very fast and
efficient. The format for data packets should be very sinple in the
normal case, w thout conplex field checking.

2.6 Protocol Miltiplexing

The | SPPP nust support rnultiplexing of many higher |evel protocols.
Al t hough the Internet conmunity is interested mainly in IP, co-

exi stence of other protocols is frequently required. |P networks
nmust often support additional protocols such as Appl eTal k, DECnet,

I PX, and XNS. For point-to-point links to connect gateways on
geographically separated Local Area Networks (LANs), the | SPPP nust
si mul t aneously support all protocols inplenmented on both the LANs and
the gateways. This suggests that the | SPPP nust include a protoco
type field or other multiplexing schene. Gven the |arge nunber of
protocols, the potential use of the protocol type field as a data
conpression aid, and the experinental nature of the Internet, eight
bits of type field are not sufficient. Sixteen bits of type field
are suggested, although twelve bits (4096 protocols) should suffice.

2.7 Multiple Physical and Data Link Layer Protocols

The | SPPP nust support a multiplicity of physical and data |ink |ayer
protocols. Many types of point-to-point |links exist. Links can be
serial or parallel, synchronous or asynchronous, |ow speed or high
speed, electrical or optical. Standards are required for the

transm ssion of | P datagranms over each type of commonly used |ink

The | SPPP nmust not inhibit the use of any type of link. This
i ncludes, but is not linted to, asynchronous, bit-oriented
synchronous (HDLC [10] and X. 25 LAPB [11]), and byte-oriented
synchronous (Bl SYNC and DDCMP [ 15]) i nks.

The I SPPP nust initially provide support for at |east the follow ng
types of I|inks:

Ful | dupl ex asynchronous RS-232 [3] links with 8 bits of data and
no parity, ranging in speeds from 300 to 19.2k bps or nore.

Ful I duplex bit-oriented synchronous |inks including RS-422, RS-
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423, V.35 and T1.
O her links should be standardi zed as the need ari ses.

2.8 Error Detection

The | SPPP nust provide sonme formof basic error detection. Mst
network and transport |ayer protocols provide nechani sns to detect
corrupted packets. However, some network protocols expect error
free transm ssion and either provide error detection only on a
conditional basis or do not provide it at all. It is the
consensus of the Internet conmmunity that error correction should
al ways be inplenmented in the end-to-end transport, but that |ink
error detection in the formof a checksum Cyclic Redundancy Check
(CRC) or other franme check mechanismis useful to prevent wasted
bandwi dth from propagati on of corrupted packets. Link |evel error
correction is not required.

2.9 Standardi zed Maxi mum Packet Length (MTU)

The | SPPP nust have a standardi zed default maxi mum packet [ength
for each type of point-to-point link. This standardization hel ps
to pronote interoperable inplenentations. Higher |ayer protocols
nmust not attenpt to transmit packets |longer than the MIU. [|f a

hi gher | ayer protocol does try to transnit a packet which is too

I ong, the | SPPP nust drop the packet and return an error. The MIU
may potentially be changed fromthe default via sonme sort of
explicit negotiation or private agreenment, but the default nust be
enforced in all other cases. The default should be at |east 1500
bytes, to efficiently carry comon LAN traffic.

2.10 Swi tched and Non-Swi tched Medi a

The |1 SPPP nust be able to support both switched (dynam c) and non-
switched (static) point-to-point Iinks. A comobn exanple of a
non- switched link is a 3-wire asynchronous RS-232 cabl e which

m ght connect a host to a particular gateway. Sw tched nedia may
be exenplified by connections over a standard voi ce network or an
Integrated Services Digital Network (1SDN). Links over |ISDN are
currently rare, but are expected to becone increasingly

commonpl ace. To be a viable standard, the | SPPP nmust be able to
ef fectively support both types of links. Procedures for

est abl i shing swi tched connections are beyond the scope of this
docunent .

2.11 Symmetry

The | SPPP shoul d operate symmetrically to maxinmize flexibility.
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The | SPPP nust al |l ow communi cati ons anong any conbi nati on of

gat eways and hosts. One host nay need to communicate directly
with another host, or it may be connected to a gateway to gain
access to a whole network. A gateway nay establish a connection
to a single host in order to deliver a packet, or it may connect
to anot her gateway on a pernanent or transient basis. Symetry is
destroyed by pre-assigned static roles, such as naster and sl ave
or gateway and host. |If necessary, roles may be dynanically
determi ned on a per connection basis.

2.12 Connection Liveness
The | SPPP nust include a nmechanismto autonmatically deternine when
a link is functioning properly and when it is defunct. This
mechani sm shoul d be enabl ed by default, but the protocol and all
i npl enent ati ons nmust allow this nmechanismto be disabl ed.

When enabl ed, this nechani sm shoul d di scover changes in a link's

status in a tinely fashion -- no nore than a few m nutes.
Continuing to utilize a link which is down often causes routing
problems commonly referred to as "black holes". These probl ens

can be hard to find and diagnose. By automatically detecting a
failing link, a point-to-point protocol can avoid such problens,
and al so provide a powerful tool for a network nmanager trying to
| ocate and renedy the fault.

When a point-to-point connection is not functioning properly, it
nmust be declared "down" for the purposes of routing packets for

hi gher | evel protocols. In order to certify a link "up”, the
systens on either end of the link nust be able to successfully
exchange packets. |In other words, the systens at both ends nust
be able both to transmt and to receive packets, and the Iink nust
be able to transport packets in both directions. Links are
defined to be "down" at initialization, their liveness nmust be
verified before they may be declared "up".

This feature may be disabled in situations where connection status
determination is "expensive". For exanple, a link nmay traverse a
Public Data Network (such as TELENET or TYMNET) which accounts for
bandwi dth utilization. Constant pinging would result in charges
bei ng accrued even in the absence of useful conmunications.

2. 13 Loopback Detection
The |1 SPPP nmust be capable of automatically detecting a | ooped-back
link without operator assistance. Mddens and ot her conmuni cations

gear are often placed in a | oopback node to aid in diagnosis of
circuit failures. Detection of this condition nust take no | onger
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than one period of the liveness protocol. Wile the link is in

| oopback node, each end of the link nmust declare the other end to be
unr eachabl e. However, to aid in diagnosis, each end of the Iink may
declare itself reachable for any higher-1level protocol which

di stingui shes between the two ends of the |ink

2.14 M sconfiguration Detection

The |1 SPPP nmust be able to quickly detect misconfigured point-to-point
connections. A connection which is msconfigured must never be
declared to be up. Many systens, gateways in particul ar, have nore
than one point-to-point connection. Wen many cables terninate
within a small area, the possibility for confusion abounds. It
becones very easy to mistakenly plug a cable into the wong
connector, or even to swap cables. The protocol should do its best
to provide protection against these errors by verifying the renote
end’ s identity whenever possible before marking an interface as
operational. The purpose of this verification is not rigorous

aut hentication but the detection of sinple errors.

2.15 Network Layer Address Negotiation

The |1 SPPP nust all ow network | ayer (such as |IP) addresses to be
negoti ated. The negotiation algorithmshould be as sinple as
possi bl e and nust be guaranteed to terminate in all cases. Many
network | ayer protocols and inplenmentations are required to know the
addresses at both ends of a point-to-point |ink before packets may be
routed. These addresses may be statically configured, but it may
soneti mes be necessary or convenient for these addresses be
dynanical |y ascertained at connection establishnent. This is
especially inportant when switched nedia are used. For exanple, a
dial-up I P gateway nust know the | P address of its peer before
packets can be successfully routed. This address can be either
statically or dynamically configured. |In the former case, the
gateway’ s peer must therefore learn the static address (static with
respect to the gateway). 1In the latter situation, the gateway nust
dynanmically learn the address used by its peer

2.16 Data Conpression Negotiation

The 1 SPPP nust provide a way to negotiate the use of data conpression
algorithns. This nechani sm should be as sinple as possible and nust
be guaranteed to termnate in all cases. The protocol is not
required to standardi ze any data conpression al gorithms; confornng

i mpl enent ati ons of the protocol therefore may refuse to do data
conpressi on when negotiating (refusal to do data conpression al ways

t akes precedence over an offer to do it). However, to allow the use
of data conpression between consenting systens, the point-to-point
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protocol nust not inpede the use of data conpression. |In fact, it
shoul d be possible to use nmultiple, independent data conpression
schenes simultaneously. Because data conpression algorithns are
still very experinental in the Internet environnment, it is likely
that many different algorithnms will be tried. The negotiation
protocol nust distinguish between these different algorithns to
ensure that data conpression is not enabled unless the sanme al gorithm
or algorithms are used at both ends of the connection. The nunber of
such supported al gorithnms nust be easily extensible.

2.17 Extensibility and Option Negotiation

The |1 SPPP nust allow for future extensions in a flexible way. The
Internet will never cease to evolve. Changes in technology and user
demands create new requirenments. To function effectively as a
standard, the protocol must have the ability to evolve along with its
envi ronnent .

To acconplish this, the | SPPP shoul d be designed to be as extensible
as possible and to allow for experinentation within the guidelines of
the other requirements presented in this docunent. A proposed
solution is to specify an option negotiation protocol. The option
negoti ati on protocol could be used for the negotiation of network

| ayer addresses, data conpression schenes, MIU, encryption, etc. The
option negotiation protocol nust itself be extensible; it should
all ow the negotiation of a |arge nunber of future options and it
shoul d all ow the use of other types of point-to-point |inks and
encapsul ati on schenes.

3. Features Not Required
This section discusses functionality which is explicitly not
required. These functions may potentially be included in
i npl ementations as long as the inclusion does not violate any of the
requirenents item zed in the previous section

3.1 Error Correction

As di scussed above in the sections on Sinplicity and Error Detection
error correction is the responsibility of the transport layer and is

not required in a point-to-point protocol. However, on links wth
high error rates, perfornmance may be increased by adding error
correction at the data link level. Therefore, the | SPPP nust not

prevent the addition of error correction by private agreenent, even
t hough such mechani snms are not required in the basic inplenentation
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3.2 Flow Control

Fl ow control (such as XON XOFF) is not required. Any inplenentation
of the ISPPP is expected to be capabl e of receiving packets at the
full rate possible for the particular data |ink and physical |ayers
used in the inplenentation. |f higher layers cannot receive packets
at the full rate possible, it is up to those layers to discard
packets or invoke flow control procedures. As discussed above, end-
to-end flow control is the responsibility of the transport |ayer
Including flow control within a point-to-point protocol often causes
violation of the sinplicity requirenent.

3. 3 Sequenci ng

Sequenci ng of packets is not required. The |SPPP need provide no
nmore service than the I P protocol, an unreliable datagram service
which is free to reorder packets. 1In fact, it is specifically

all owed to reorder packets based upon sone type-of-service criteria
i mpl enented in higher-1level protocols.

3.4 Backward Conpatibility

There is no requirenent for the | SPPP to provide backward
conpatibility with any other point-to-point protocol. First, there
are no official Internet Standards with which backward conpatibility
must be maintai ned. Second, attenpting to nmaintain backward
conmpatibility may lead to needless restrictions on the new protocol
However, there is no need for the designers of the I SPPP to go out of
their way to inhibit backward conpatibility.

3.5 Multi-Point Links

There is no requirenment for supporting nulti-point |inks. Mny
features which are required are only valid between two peers. These
links are sufficiently rare that the benefits of supporting themare
out wei ghed by the added conplexity their support would introduce into
t he | SPPP.

Hi storical Note: The original rationale also stated: "Furthernore,
it is unlikely that many new types of nulti-point links will be
introduced in the foreseeable future.”" Since this was witten,
consi derabl e effort has been expended in new nulti-point |inks,

i ncluding Switched Miultinegabit Data Service, Frane Relay, and
Asynchronous Transfer Myde. However, it is clear that these are
consi derably nore conpl ex than | SPPP
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3.6 Hal f-Duplex or Sinplex Links

Support for hal f-duplex or sinplex links is not required. These
types of links are not in common use in the current Internet. Half-
dupl ex l'inks require some nethod of turning the line around. The

| SPPP need not have an explicit mechanismfor handling |ine turn-
around. Such support m ght possibly be added in the future via the
requi red extension nechani sm

3.7 7-bit Asynchronous RS-232 Links

The use of asynchronous RS-232 need not support 7-bit links. 8-bit
links are predominant in the Internet environnment and supporting 7-
bit links introduces unnecessary conpl exity.

4, Prior Work On PPP Protocols

This section reviews a nunber of existing point-to-point and data
link Iayer protocols and points out which of our requirements are not
satisfied.

4.1 Internet Protocols
4.1.1 RFC 891 - DCN Local - Network Protocols, Appendix A

I n Appendi x A of RFC 891, "DCN Local - Network Protocols" [4], D.L.
M1Ils describes the data link |layer packet formats used by the
Fuzzbal | system for asynchronous, character-oriented synchronous,
DDCWP, HDLC, ARPANET 1822, X. 25 LAPB and ethernet |inks. These
protocols neet the stated requirenents for sinplicity, transparency,
packet framing and efficiency, but fall short of nany of the others.
Most of these protocols assunme the use of the |IP protocol, and do not
i nclude any type of protocol denultiplexing field. No error
detection mechanismis provided except when necessary to conply with
anot her standard such as ethernet. RFC 891 does not nention the MIuU
used for any of these links. Qher requirenents such as | oopback
detection and m sconfiguration detection are not discussed. Finally,
no option negotiation scheme is defined; w thout a protoco
demultiplexing field it would be difficult or inpossible to include
one.

4,1.2 RFC 914 - Thinwire Protocol s

RFC 914, "Thinwire Protocols" [5], discusses the use of |ow speed
links in the Internet. This docunent places its nmain enphasis on
decreasing round-trip delay and increasing link efficiency with the
hel p of header conpression (vs. data conpression) techniques. Three
"Thinwi re" protocols are discussed, Thinwire I, Thinwire Il and
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Thinmire Ill. The latter two protocols require the use of a reliable
data link |layer protocol; one such protocol, "SLIP" (not to be
confused with Rick Adans’ SLIP), is proposed in Appendix D of the
RFC. As proposed, "SLIP" does not neet many of the stated

requi renents. Although not terribly conplex, as a reliable, error
detecting and correcting protocol, it is not "sinple". The 32 octet
packet size nmakes it inefficient for large or unconpressed packets,
requi ring conplex fragmentation and reassenbly. The use of other
than asynchronous links is not nmentioned. The entire reliable link
| ayer woul d be redundant over LAPB links. There is no mechanism for
option negotiation or future extensibility.

4.1.3 RFC 916 - Reliable Asynchronous Transfer Protoco

RFC 916 [6] presents RATP, the Reliable Asynchronous Transfer
Protocol. RATP provides error detection and correction, sequencing
and flow control across a point-to-point connection. It is directed
towards full duplex RS-232 |links although it is useful for other

poi nt-to-point links. Although the author clains that RATP is not as
conpl ex as sonme other protocols, it is far fromsinple. RATP solves
many of the probl ens which we have | abel ed non-requirenents and fails
to solve many of our stated requirenents. Specifically, RATP does
not support option negotiation and has no mechanismfor future
extensibility. Since RFC 916 was published, no consensus has energed
advocating RATP. For these reasons RATP is not recommended as the

| SPPP.

4.1.4 RFC 935 - Reliable Link Layer Protocols

RFC 935 [7] is a rebuttal to the protocols proposed in RFCs 914 and
916. J. Robinson di scusses existing and wi del y-used national and

i nternational standards which neet the needs addressed by the two
prior RFCs. The standards revi ewed include character-oriented
asynchronous and synchronous (bisynch) protocols and bit-oriented
synchronous protocols. RFC 935 does not present any higher |eve

i ssues such as option negotiation or extensibility.

4.1.5 RFC 1009 - Requirenments for Internet Gateways

Section 3 of RFC 1009, "Constituent Network Interfaces"” [8], briefly
di scusses requirenents for transm ssion of |IP datagranms over a nunber
of types of point-to-point links including X 25 LAPB, HDLC franed
synchronous |inks, Xerox Synchronous Point-to-Point synchronous |ines
and the MT Serial Line Framing Protocol for asynchronous lines. RFC
1009 nerely nentions these as reasonabl e candi dates and does not go
into depth on any of them Al are discussed further in this
docunent .
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4.1.6 RFC 1055 - Serial Line IP

Ri ck Adans’ Serial Line IP (SLIP) protocol [9] has becone sonething
of a de facto standard due to the popularity of the 4.2 and 4. 3BSD
UNI X operating systenms. SLIP is easily added to 4.2 systens and is
included with 4.3. Many other TCP/IP inplenentation have added SLIP
i npl enentations in order to be conpatible. Yet SLIPis not a rea
standard; the protocol was only recently published in RFC form
Before RFC 1055 it was specified in the SLIP source code. SLIP does
not neet nost of the requirenents set forth above. SLIP certainly
meets the requirenment for sinplicity, and also neets the requirenents
for transparency and bandwi dth efficiency. But SLIP only provides
for sending | P packets over asynchronous serial lines. Since it

provi des no higher level protocol field for denultiplexing, SLIP
cannot support nultiple concurrent higher |evel protocols. Providing
only a fram ng protocol, SLIP would be entirely redundant when used
with a LAPB synchronous link. SLIP includes absolutely no nmechani sm
for error detection, not even parity. Again due to its lack of a
protocol type field, SLIP does not support any type of option
negotiation or extensibility.

4.2 International Protocols
4,2.1 1SO 3309 - HDLC Franme Structure

| SO 3309 [10], the HDLC frame structure, is a sinple data link |ayer
protocol which provides fram ng of packets transnmitted over bit-
oriented synchronous links. Special flag sequences mark the

begi nning and end of franmes and bit stuffing all ows data containing
flag characters to be transnmitted. A 16-bit Frame Check Sequence
provi des error detection.

By itself, the HDLC frame structure does not meet nost of the

requi renents. HDLC does not provide protocol nultiplexing, standard
MIUs, fault detection or option negotiation. There is no nmechanism
for future extensibility.

G ven the HDLC frane structure’s wi de acceptance and sinplicity, it
may be an ideal building block for the | SPPP

4.2.2 1S0O 6256 - HDLC Bal anced C ass of Procedures
| SO 6256, the HDLC Bal anced O ass of Procedures, specifies a data
link layer protocol which provides error correction, sequencing and
flow control. |SO 6256 builds on I SO 3309 and | SO 4335, HDLC
El emrents of Procedures.

As far as neeting our requirenents is concerned, |SO 6256 does not
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provide any nore utility than does |SO 3309. The capabilities that
are provided are all considered unnecessary and overly conpl ex.

4.2.3 CCTT X 25 and X 25 LAPB

CClI TT recommendation X. 25 [11] describes a network | ayer protoco
providing error-free, sequenced, flow controlled virtual circuits.
X.25 includes a data link layer, X 25 LAPB, which uses |SO 3309, 4335
and 6256. Neither X 25 LAPB or full LAPB neet any nore of our

requi renents than the | SO protocol s.

4.2.4 CCITT |.441 LAPD

CCITT |.441 LAPD [12] defines the Link Access Procedure on the | SDN
D- Channel. The data link layer of LAPD is very sinilar to that of
LAPB and fails to neet the sane requirenents

4.3 O her Protocols
4.3.1 Cisco Systens point-to-point protocols

The Cisco Systens gateway supports both asynchronous |inks using SLIP
and synchronous links using either sinple HDLC fram ng, X 25 LAPB or
full X 25. The HDLC fram ng procedure includes a four byte header
The first octet (address) is either OxOF (unicast intent) or Ox8F
(rmulticast intent). The second octet (control byte) is left zero and
is not checked on reception. The third and fourth octets contain a
standard 16 bit Ethernet protocol type code.

A "keepal ive" or "beaconing" protocol is used to ensure the two-way
connectivity of the serial line. Each end of the link periodically
sends two 32 bit sequence nunbers to the other side. One sequence
nunber is the local side' s sequence nunber, the other is the sequence
nunber received fromthe other side. Hearing the |Iocal sequence
nunber fromthe other side indicates that the link is working in both
directions.

The keepalive protocol is extensible. One extension is used to
default | P addresses on serial lines of systems w thout non-volatile
menory. A request for address is sent to the renote side. The
renote side responds with its own |IP address and a subnet mask. When
the querying side receives the reply, it checks if the host portion
of the renpte address is either 1 or 2. |If so, the opposite address
is chosen for the local address. |If not, the protocol cannot be used
and we nust rely on other address resolution neans. This protocol
assunes that each serial |ink uses one subnet or network nunber.

LAPB assuning |IP is another possible encapsulation. A nulti-protoco
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extension of LAPB (nmulti-LAPB) includes a 16 bit Ethernet type code
after the address and control bytes and in front of the actua
protocol data. DDN X 25 and Conmercial X 25 encapsul ations are also
supported. Miltiple protocols are supported by naking protoco
dependent CALL REQUEST’ s.

4.3.2 MT PC'I P fram ng protocol

The MT PC/IP fram ng protocol [13] provides a nmechanismfor the
transm ssion of | P datagrams over asynchronous links. The |owleve
protocol (LLP) sublayer provides encapsul ation while the | ocal net
protocol provides nultiplexing of I P datagrans and | P address request
packets. The protocol only allows host-to-gateway connections.
Host -t o-gateway flow control is provided by requiring the host to
transmit request packets to the gateway until an acknow edgnent is
received. Rudinentary |P address negotiation requires the host to
ascertain its I P address fromthe gateway.

The protocol does not inplenent error detection, connection status
determi nation, fault detection or option negotiation. Only
asynchronous |inks are supported.

4.3.3 Proteon p4200 point-to-point protoco

The Proteon p4200 multi-protocol router supports transmn ssion of
packets over bit-oriented synchronous links with a wi de range of
speeds (zero to 2 Mi/sec). The p4200 point-to-point protoco
encapsul at es packets inside HDLC frames but does not use the HDLC
address or control fields; these two octets are instead used for a
16-bit type field. The p4200 does use the HDLC frane check sequence
trailer. Protocol type nunbers are ad hoc and do not correspond to
any existing standard. A sinple liveness protocol detects dead
connecti ons.

Al t hough the Proteon protocol does neet many of our requirenents, it
does not neet our requirenents for option negotiation

4. 3.4 Unger mann Bass point-to-point protoco

The Ungermann Bass router supports synchronous |inks using sinple

HDLC framing. Neither the HDLC address or control field are used, IP

datagrans are placed i mediately after the HDLC fl ag.
The U-B protocol does not neet any of our requirenents for fault

detection or option negotiation. No mechanismfor future
extensibility is currently defined.
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4.3.5 Wl I fl eet point-to-point protoco

The Wellfleet router supports synchronous |inks using sinple HDLC
fram ng. The HDLC fram ng procedure uses the HDLC address and pl aces
the Unnunbered Information (U') command in all franes. A sinple
header following the U conmmand provides a two octet type field using
t he same val ues as Et hernet.

The Wellfleet protocol does not neet any of our requirenments for
fault detection or option negotiation. No nechanismfor future
extensibility is currently defined, although one could be added.

4.3.6 XNS Synchronous Point-to-Point Protoco

The Xerox Network Systens Synchronous Point-to-Point protocol (XNS
PPP) [14] was designed to address nost of the sanme issues that an

| SPPP must address. In particular, it addresses the issues of
simplicity, transparency, efficiency, packet fram ng, protoco

mul ti plexing, error detection, standard MIUs, symetry, sw tched and
non-swi t ched medi a, connection status, network address negotiation
and future extensibility. However, the XNS SPPP does not neet our
requirenents for nmultiple data Iink |ayer protocols, fault detection
and data conpression negotiation. Al though protocol nultiplexing is
provi ded, the packet type field has only 8 bits which is too few
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