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Status of this Meno

This meno provides information for the Internet conmunity. It does
not specify an Internet standard. Distribution of this nmeno is
unlimted.

Abst r act

This meno describes common errors seen in DNS inpl ementations and
suggests sone fixes. Wiere applicable, violations of recommendations
from STD 13, RFC 1034 and STD 13, RFC 1035 are nentioned. The meno

al so describes, where relevant, the algorithms followed in Bl ND
(versions 4.8.3 and 4.9 which the authors referred to) to serve as an
exanpl e.

I ntroducti on

The | ast few years have seen, virtually, an explosion of DNS traffic
on the NSFnet backbone. Various DNS inpl enentations and various

versi ons of these inplenentations interact with each other, producing
huge anounts of unnecessary traffic. Attenpts are being made by
researchers all over the internet, to document the nature of these
interactions, the synptomatic traffic patterns and to devise renedies
for the sick pieces of software

This draft is an attenpt to docunent fixes for known DNS probl ens so
peopl e know what problens to watch out for and how to repair broken
sof tware

1. Fast Retransm ssions

DNS i npl ements the cl assic request-response schene of client-server
interaction. UDP is, therefore, the chosen protocol for comunication
though TCP is used for zone transfers. The onus of requerying in case
no response is seen in a "reasonabl e" period of tine, lies with the
client. Al though RFC 1034 and 1035 do not reconmend any
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retransm ssion policy, RFC 1035 does reconmend that the resol vers
shoul d cycle through a Iist of servers. Both name servers and stub
resol vers should, therefore, inplenment sone kind of a retransm ssion
policy based on round trip time estinmates of the name servers. The
client should back-off exponentially, probably to a maxi num ti meout
val ue.

However, clients might not inplenent either of the two. They night
not wait a sufficient anount of time before retransnmitting or they
m ght not back-off their inter-query times sufficiently.

Thus, what the server would see will be a series of queries fromthe
same querying entity, spaced very close together. O course, a
correctly inplemented server discards all duplicate queries but the
queries contribute to wi de-area traffic, neverthel ess.

We classify a retransm ssion of a query as a pure Fast retry tineout
probl em when a series of query packets neet the follow ng conditions.

a. Query packets are seen within a tinme |less than a "reasonabl e
wai ting period" of each other

b. No response to the original query was seen i.e., we see two or
nore queries, back to back.

c. The query packets share the sane query identifier
d. The server eventually responds to the query.
A GOOD | MPLEMENTATI ON

BIND (we | ooked at versions 4.8.3 and 4.9) inplenments a good
retransm ssion al gorithmwhich solves or linmts all of these

probl ems. The Berkel ey stub-resol ver queries servers at an interva
that starts at the greater of 4 seconds and 5 seconds divided by the
nunber of servers the resolver queries. The resol ver cycles through
servers and at the end of a cycle, backs off the tine out
exponential | y.

The Berkeley full-service resolver (built in with the program
"nanmed") starts with a tine-out equal to the greater of 4 seconds and
two tines the round-trip tine estimate of the server. The tine-out

i s backed off with each cycle, exponentially, to a ceiling val ue of
45 seconds.
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FI XES:

a. Estimate round-trip times or set a reasonably high initial
time-out.

b. Back-off tinmeout periods exponentially.

c. Yet another fundanmental though difficult fix is to send the
client an acknow edgenent of a query, with a round-trip tinme
esti mat e.

Since UDP is used, no response is expected by the client until the
query is conplete. Thus, it is less likely to have information about
previous packets on which to estimate its back-off tinme. Unless, you
mai ntain state across queries, so subsequent queries to the sane
server use information from previous queries. Unfortunately, such
estimates are likely to be inaccurate for chained requests since the
variance is likely to be high

The fix chosen in the ARDP |ibrary used by Prospero is that the
server will send an initial acknow edgenment to the client in those
cases where the server expects the query to take a long tinme (as

m ght be the case for chained queries). This initial acknow edgenent
can include an expected tine to wait before retrying.

This fix is more difficult since it requires that the client software
al so be trained to expect the acknow edgenent packet. This, in an
internet of mllions of hosts is at best a hard probl em

2. Recursion Bugs

When a server receives a client request, it first looks up its zone
data and the cache to check if the query can be answered. If the
answer is unavailable in either place, the server seeks names of
servers that are nore likely to have the information, in its cache or
zone data. It then does one of two things. If the client desires the
server to recurse and the server architecture allows recursion, the
server chains this request to these known servers closest to the
queried name. If the client doesn't seek recursion or if the server
cannot handl e recursion, it returns the list of nanme servers to the
client assuming the client knows what to do with these records.

The client queries this new list of name servers to get either the
answer, or names of another set of name servers to query. This
process repeats until the client is satisfied. Servers mght also go
through this chaining process if the server returns a CNAME record
for the queried name. Sone servers reprocess this nane to try and get
the desired record type.
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However, in certain cases, this chain of events nmay not be good. For
exanpl e, a broken or malicious name server nmight list itself as one
of the nane servers to query again. The unsuspecting client resends
the sane query to the sane server.

In another situation, nore difficult to detect, a set of servers
m ght forma | oop wherein Arefers to B and B refers to A. This |oop
m ght involve nore than two servers

Yet another error is where the client does not know how to process
the Iist of nane servers returned, and requeries the sanme server
since that is one (of the few) servers it knows.

We, therefore, classify recursion bugs into three distinct
cat egori es:

a. lgnored referral: dient did not know how to handl e NS records
in the AUTHORI TY secti on.

b. Too many referrals: dient called on a server too many tines,
beyond a "reasonabl e" nunber, with same query. This is
different froma Fast retransm ssion problemand a Server
Failure detection problemin that a response is seen for every
query. Also, the identifiers are always different. It inplies
client is in a loop and should have detected that and broken
it. (RFC 1035 nentions that client should not recurse beyond
a certain depth.)

c. Malicious Server: a server refers to itself in the authority
section. If a server does not have an answer now, it is very
unlikely it will be any better the next time you query it,
specially when it clains to be authoritative over a donain.

RFC 1034 warns agai nst such situations, on page 35.

"Bound the anount of work (packets sent, parallel processes
started) so that a request can't get into an infinite | oop or
start off a chain reaction of requests or queries with other
i mpl ement ati ons EVEN | F SOVEONE HAS | NCORRECTLY CONFI GURED
SOVE DATA. "

A GOOD | MPLEMENTATI ON
BIND fi xes at | east one of these problens. It places an upper lint
on the nunber of recursive queries it will nake, to answer a

question. It chases a maxi numof 20 referral |inks and 8 canonica
name transl ations.
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FI XES:

a. Set an upper limt on the nunber of referral |inks and CNAME
links you are willing to chase.

Note that this is not guaranteed to break only recursion | oops.
It could, in a rare case, prune off a very long search path,
prematurely. W know, however, with high probability, that if
the nunber of links cross a certain netric (two tines the depth
of the DNS tree), it is a recursion problem

b. Watch out for self-referring servers. Avoid them whenever
possi bl e.

c. Make sure you never pass off an authority NS record with your
own nane on it!

d. Fix clients to accept iterative answers fromservers not built
to provide recursion. Such clients should either be happy wth
the non-authoritative answer or be willing to chase the
referral |inks thensel ves.

3. Zero Answer Bugs:

Name servers sonmetimes return an authoritati ve NOERROR with no
ANSVER, AUTHORI TY or ADDI TI ONAL records. This happens when the
queried name is valid but it does not have a record of the desired
type. O course, the server has authority over the donain.

However, once again, sone inplenentations of resolvers do not
interpret this kind of a response reasonably. They al ways expect an
answer record when they see an authoritati ve NOERROR These entities
continue to resend their queries, possibly endlessly.

A GOOD | MPLEMENTATI ON
BI ND resol ver code does not query a server nore than 3 tines. If it
is unable to get an answer from4 servers, querying themthree tines
each, it returns error.

O course, it treats a zero-answer response the way it should be
treated; with respect!

Fl XES:

a. Set an upper limt on the nunmber of retransnissions for a given
query, at the very |east.
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4.

b. Fix resolvers to interpret such a response as an authoritative
statement of non-existence of the record type for the given
namne.

Inability to detect server failure

Servers in the internet are not very reliable (they go down every
once in a while) and resolvers are expected to adapt to the changed
scenario by not querying the server for a while. Thus, when a server
does not respond to a query, resolvers should try another server.

Al so, non-stub resolvers should update their round trip tine estinmate
for the server to a large value so that server is not tried again
before other, faster servers.

Stub resol vers, however, cycle through a fixed set of servers and if,
unfortunately, a server is down while others do not respond for other
reasons (high load, recursive resolution of query is taking nore tine
than the resolver’s tine-out, ....), the resolver queries the dead
server again! In fact, sone resolvers night not set an upper limt on
t he nunber of query retransnissions they will send and continue to
query dead servers indefinitely.

Nanme servers running system or chained queries m ght also suffer from
the sane problem They store nanmes of servers they should query for a
gi ven donmi n. They cycl e through these nanmes and in case none of them
answers, hit each one nore than one. It is, once again, inportant

that there be an upper linmt on the nunber of retransmi ssions, to
prevent network overl oad.

This behavior is clearly in violation of the dictumin RFC 1035 (page
46)

"If a resolver gets a server error or other bizarre response
froma name server, it should renove it from SLI ST, and may
wi sh to schedul e an immedi ate transm ssion to the next
candi date server address.”

Removal from SLIST inplies that the server is not queried again for
sone tine.

Correctly inplemented full-service resolvers should, as pointed out
before, update round trip tine values for servers that do not respond
and query themonly after other, good servers. Full-service resolvers
m ght, however, not follow any of these common sense directives. They
query dead servers, and they query them endl essly.
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A GOOD | MPLEMENTATI ON

BI ND pl aces an upper limit on the nunber of tinmes it queries a
server. Both the stub-resolver and the full-service resolver code do
this. Al so, since the full-service resolver estimates round-trip
tinmes and sorts nanme server addresses by these estinmates, it does not
query a dead server again, until and unless all the other servers in
the list are dead too! Further, BIND inplements exponential back- off
t 0o.

FI XES:
a. Set an upper linmt on nunber of retransni ssions.

b. Measure round-trip time fromservers (sone estimate is better
than none). Treat no response as a "very large" round-trip
tinme.

c. Maintain a weighted rtt estinmate and decay the "l arge" val ue
slowly, with tinme, so that the server is eventually tested
again, but not after an indefinitely |ong period.

d. Follow an exponential back-off schenme so that even if you do
not restrict the nunber of queries, you do not overload the
net excessively.

5. Cache Leaks:

Every resource record returned by a server is cached for TTL seconds,
where the TTL value is returned with the RR Full-service (or stub)
resol vers cache the RR and answer any queries based on this cached
information, in the future, until the TTL expires. After that, one
nmore query to the w de-area network gets the RR in cache again.

Ful | -service resolvers mght not inplenent this caching nmechani sm
well. They might inpose a limt on the cache size or mght not
interpret the TTL value correctly. In either case, queries repeated
within a TTL period of a RR constitute a cache | eak.

A GOODY BAD | MPLEMENTATI ON:
BIND has no restriction on the cache size and the size is governed by
the linmts on the virtual address space of the machine it is running
on. BIND caches RRs for the duration of the TTL returned with each
record

It does, however, not followthe RFCs with respect to interpretation
of a O TTL value. If a record has a TTL value of 0 seconds, BIND uses
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the m nimum TTL val ue, for that zone, fromthe SOA record and caches
it for that duration. This, though it saves sone traffic on the
wi de-area network, is not correct behavior.

FI XES:

a. Look over your caching nechanismto ensure TTLs are interpreted
correctly.

b. Do not restrict cache sizes (come on, nenory is cheap!).
Expired entries are reclained periodically, anyway. O course,
the cache size is bound to have sone physical limt. But, when
possible, this |imt should be large (run your nane server on
a machine with a large anmount of physical nenory).

c. Possibly, a nmechanismis needed to flush the cache, when it is
known or even suspected that the information has changed.

Nanme Error Bugs:

This bug is very simlar to the Zero Answer bug. A server returns an
aut horitati ve NXDOVAI N when the queried name is known to be bad, by
the server authoritative for the domain, in the absence of negative
caching. This authoritative NXDOVAI N response is usually acconpani ed
by the SOA record for the domain, in the authority section

Resol vers shoul d recogni ze that the nanme they queried for was a bad
nane and shoul d stop querying further.

Sone resol vers m ght, however, not interpret this correctly and
continue to query servers, expecting an answer record.

Some applications, in fact, pronpt NXDOVAI N answers! \Wen given a
perfectly good nane to resolve, they append the local domain to it
e.g., an application in the domain "foo.bar.conf, when trying to
resol ve the nane "usc.edu" first tries "usc.edu.foo.bar.coni, then
"usc. edu. bar.cont and finally the good nanme "usc.edu". This causes at
| east two queries that return NXDOVAIN, for every good query. The
problemis aggravated since the negative answers fromthe previous
queries are not cached. Wen the same nanme is sought again, the
process repeats.

Some DNS resol ver inplenmentations suffer fromthis problem too. They
append successive sub-parts of the local domain using an inplicit
searchli st mechani sm when certain conditions are satisfied and try
the original name, only when this first set of iterations fails. This
behavi or recently caused pandenmoniumin the Internet when the donmain
"edu. cont was registered and a wildcard "CNAME" record placed at the
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top level. Al nmachines from"coni donmains trying to connect to hosts
in the "edu" donmain ended up with connections to the local nmachine in
the "edu.cont' domai n!

GOOD/ BAD | MPLEMENTATI ONS:

Some | ocal versions of BIND already inplenment negative caching. They
typically cache negative answers with a very small TTL, sufficient to
answer a burst of queries spaced close together, as is typically
seen.

The next official public release of BIND (4.9.2) will have negative
caching as an ifdef’'d feature.

The BIND resol ver appends |ocal domain to the given nane, when one of
two conditions is net:

i. The nane has no periods and the flag RES DEFNAME i s set.
ii. There is no trailing period and the flag RES DNSRCH i s set.

The flags RES DEFNAME and RES DNSRCH are default resolver options, in
BI ND, but can be changed at conpile tine.

Only if the nane, so generated, returns an NXDOVAIN is the original
nane tried as a Fully Qualified Domain Nane. And only if it contains
at | east one period.

Fl XES:
a. Fix the resolver code

b. Negative Caching. Negative caching servers will restrict the
traffic seen on the w de-area network, even if not curb it
al t oget her.

c. Applications and resol vers should not append the | ocal donmain to
nanes they seek to resolve, as far as possible. Nanes
interspersed with periods should be treated as Fully Qualified
Domai n Nanes.

In other words, Use searchlists only when explicitly specified.
No inplicit searchlists should be used. A nane that contains

any dots should first be tried as a FQDN and if that fails, with
the | ocal domain name (or searchlist if specified) appended. A
nane contai ning no dots can be appended with the searchlist right
away, but once again, no inplicit searchlists should be used.
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Associated with the nanme error bug is another problem where a server
nmght return an authoritati ve NXDOVAIN, although the nane is valid. A
secondary server, on start-up, reads the zone information fromthe
primary, through a zone transfer. Wile it is in the process of

| oadi ng the zones, it does not have information about them although
it is authoritative for them Thus, any query for a nane in that
domain is answered with an NXDOMAI N response code. This problem night
not be disastrous were it not for negative caching servers that cache
this answer and so propagate incorrect information over the internet.

BAD | MPLEMENTATI ON
BI ND apparently suffers fromthis problem

Al so, a new nane added to the primary database will take a while to
propagate to the secondaries. Until that time, they will return
NXDOVAI N answers for a good nane. Negative caching servers store this
answer, too and aggravate this problemfurther. This is probably a
nore general DNS problembut is apparently nore harnful in this

si tuati on.

Fl X

a. Servers should start answering only after loading all the zone
data. A failed server is better than a server handi ng out
i ncorrect information.

b. Negative cache records for a very small time, sufficient only
to ward off a burst of requests for the sane bad nanme. This
could be related to the round-trip tinme of the server from
whi ch the negative answer was received. Alternatively, a
statistical neasure of the amount of tinme for which queries
for such names are received could be used. M nimum TTL val ue
fromthe SOA record is not advisable since they tend to be
pretty | arge.

c. A"PUSH' (or, at least, a "NOIlFY") nechani sm should be all owed
and inplemented, to allow the primary server to inform
secondaries that the database has been nodified since it |ast
transferred zone data. To alleviate the problemof "too many
zone transfers” that this mght cause, Increnmental Zone
Transfers should al so be part of DNS. Also, the primary should
not NOTI FY/ PUSH wi th every update but bunch a good nunber
t oget her.
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7. Format Errors:
Some resol vers issue query packets that do not necessarily conformto
standards as laid out in the relevant RFCs. This unnecessarily
i ncreases net traffic and wastes server tine.

Fl XES:

a. Fix resolvers.

b. Each resolver verify format of packets before sending them out,
usi ng a mechani smoutside of the resolver. This is, obviously,
needed only if step 1 cannot be foll owed.
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Security Considerations

Security issues are not discussed in this neno.
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