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1. Status of this Meno

Thi s neno defines an Experinmental Protocol for the Internet
community. Discussion and suggestions for inprovement are requested.
Pl ease refer to the current edition of the "IAB Oficial Protocol

St andards" for the standardi zati on state and status of this protocol.
Distribution of this menp is unlimted.

2. dossary

Cl ear Dat agram -
The unnodified | P datagramin the User Space before
Encapsul ati on.

Cl ear Header -
The header portion of the C ear Datagram before
Encapsul ati on. This header includes the |IP header and
possi bly part or all of the next |ayer protocol header,
i.e., the TCP header.

Decapsul ation -
The stripping of the Encapsul ati on Header and forwarding
of the Cl ear Datagram by the Decapsul ator.

Decapsul ator -
The entity responsible for receiving an Encapsul ated
Dat agram decapsulating it, and delivering it to the
destination User Space. Delivery nmay be direct, or via
Encapsul ati on. A Decapsul ator nmay be a host or a gateway.

Encapsul at ed Dat agram -
The dat agram consi sting of a O ear Datagram prepended with
an Encapsul ati on Header.

Encapsul ation -
The process of mapping a Clear Datagramto the
Encapsul ati on Space, prependi ng an Encapsul ati on Header to
the C ear Datagram and routing the Encapsul ated Dat agram

Wodburn & M1 Is [ Page 1]



RFC 1241 I nternet Encapsul ation July 1991

to a Decapsul at or.

Encapsul ati on Header -
The header for the Encapsul ation Protocol prepended to the
Cl ear Datagram during Encapsul ation. This header consists
of an I P header followed by an Encapsul ati on Protoco
Header .

Encapsul ati on Protocol Header -
The Encapsul ati on Protocol specific portion of the
Encapsul ati on Header.

Encapsul ati on Space -
The address and routing space within which the
Encapsul ators and Decapsul ators reside. Routing within
this space is acconplished via Flows. Encapsul ation
Spaces do not overlap, that is, the address of any
Encapsul ator or Decapsul ator is unique for al
Encapsul ati on Spaces.

Encapsul ator -
The entity responsi ble for mapping a given User Space
datagram to the Encapsul ati on Space, encapsul ating the
datagram and forwardi ng the Encapsul ated Datagramto a
Decapsul ator. An Encapsul ator nay be a host or a gateway.

FI ow -
Also called a "tunnel." A flowis the end-to-end path in
t he Encapsul ati on Space over which Encapsul ated Dat agr ans
travel. There nmay be several Encapsul ator/ Decapsul at or

pairs along a given flow. Note that a Fl ow does not
denot e what User Space gateways are traversed al ong the
pat h.

Flow ID -
A 32-bit identifier which uniquely distinguishes a flowin
a given Encapsul ator or Decapsulator. Flow IDs are
specific to a single Encapsul ator/ Decapsul ator Entity and
are not global quantities.

Mappi ng Function -
This is the function of mapping a Cear Header to a
particular Flow. All encapsul ators along a given Flow are
required to map a given O ear Header to the sane Flow

User Address -

The address or identifier uniquely identifying an entity
within a User Space.
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Source Route -
A conplete end-to-end route which is conputed at the
source and enunerates transit gateways.

User Space -
The address and routing space within which the users
reside. Routing within this space provides reachability
between all address pairs within the space. User Spaces
do not overlap, that is, a given User Address is unique in
all User Spaces.

3. Background

For several years researchers in the Internet comunity have needed a
means of "tunneling" between networks. A tunnel is essentially a
Source Route that circuments conventional routing nechanisns.
Tunnel s provide the means to bypass routing failures, avoid broken
gat eways and routing domains, or establish determ nistic paths for
experinentation.

There are several means of acconplishing tunneling. In the past,
tunnel i ng has been acconplished through source routing options in the
| P header which all ow gateways al ong a given path to be enunerated
The di sadvantage of source routing in the IP header is that it
requires the source to know sonethi ng about the networks traversed to
reach the destination. The source nust then nodify outgoing packets
to reflect the source route. Current routing inplenmentations
generally don't support source routes in their routing tables as a
means of reaching an I P address, nor do current routing protocols.

Anot her neans of tunneling would be to develop a new IP option. This
option field would be part of a separate |IP header that could be
prepended to an I P datagram The | P option would indicate

i nformati on about the original datagram This tunneling option has

t he di sadvantage of significantly nodifying existing IP

i npl enentations to handle a new | P option. It also would be |ess
flexible in permtting the tunneling of other protocols, such as | SO
protocols, through an I P environnent. An even |ess pal atable
alternative would be to replace IP with a new networking protocol or
a new version of IP with tunneling built in as part of its
functionality.

A final alternative is to create a new | P encapsul ati on protoco

whi ch uses the current | P header format. By using encapsul ation, a
destination can be reached transparently w thout the source having to
know t opol ogy specifics. Virtual networks can be created by tying

ot herwi se unconnected nachi nes together with flows through an
encapsul ati on space.
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Fig. 1. Encapsulation Architectural Model

Up until now, there has been no standard for an encapsul ation
protocol. This RFC provides a neans of perform ng encapsulation in
the Internet environnent.

4. Architecture and Approach
The architecture for encapsulation is based on two entities -- an
Encapsul ator and a Decapsul ator. These entities and the associ ated
spaces are shown in Fig. 1.
Encapsul ators and Decapsul ators have addresses in the User Spaces to

whi ch they belong, as well as addresses in the Encapsul ati on Spaces
to which they belong. An encapsulator will receive a O ear Datagram
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fromits User Space, and after deternining that encapsul ation should
be used, perform a mapping function which translates the User Space
information in the O ear Header to an Encapsul ati on Header. This
Encapsul ati on Header is then prepended to the Cear Datagramto form
the Encapsul ated Datagram as in Fig 2. It is desirable that the
encapsul ati on process be transparent to entities in the User Space.
Only the Encapsul ator need know that encapsul ation is occurring.

I T oo T +
| Encapsulating | Encapsulation | Cear | Renminder of

| | P Header | Protocol Header | Header | Cl ear Datagram |
S S Fom e oo - S +
| |
| Encapsul ati on Header | Cl ear Dat agram |

Fig. 2. Exanple of an Encapsul ated Dat agram

The Encapsul ator forwards the datagramto a Decapsul at or whose
identity is determned at the tinme of encapsulation. The
Decapsul ator receives the Encapsul ated Datagram and renoves the
Encapsul ati on Header and treats the Clear Datagramas if it were
received locally. The requirenent for the address of the
Decapsul ator is that it be reachable fromthe Encapsulator’s
Encapsul ati on Space address.

5. Ceneration of the Encapsul ati on Header

The contents of the Encapsul ati on Header are generated by perforning
a mapping function fromthe C ear Header to the contents of the
Encapsul ati on Header. This mapping function could take many forns,
but the end result should be the same. The foll owi ng paragraphs
descri be one nethod of performng the mapping. The process is
illustrated in Fig. 3.

In the first part of the mapping function, the O ear Header is

mat ched with stored headers and nmasks to determine a Flow ID. This
is essentially a "mask-and-match" table | ook up, where the | ookup
table holds three entries, a O ear Header, a header mask, and a
corresponding Flow ID. The mask can be used for allowi ng a range of
source and destination addresses to map to a given flow. O her
fields, such as the IP TCS bits or even the TCP source or destination
port addresses could al so be used to discrimnate between Fl ows.
This flexibility allows nany possibilities for using the mapping
function. Not only can a given network be associated with a
particular flow, but even a particular TCP protocol or connection
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coul d be distinguished from anot her

How the | ookup table is built and maintained is not part of this
protocol. It is assunmed that it is nanaged by sone hi gher |ayer
entity. It would be sufficient to configure the tables from asci
text files if necessary.

- +
I I
+->| Encap. |[--+
| | Info. | |
Fommmmm- + | | Table | |
| Mask | Ae---oo--- £ |
Cear --+--> & |-->] Flow ID [---+ | |
Header | | Match |  #--------- + S +
| Fommmm- + |
| +--> Encap
e e e e e e e e e e e e e e e e e e e e > Header

Fig. 3. Generation of the Encapsul ati on Header

The Flow I Ds are managed at a higher |ayer as well. An exanpl e of
how Fl ow | Ds can be managed is found in the Setup protocol of the
Inter-Donain Policy Sensitive Routing Protocol (IDPR). [4] The upper
| ayer protocol would be responsible for maintaining infornmation not
carried in the encapsul ation protocol related to the flow This
could include the informati on necessary to construct the
Encapsul ati on Header (described below) as well as information such as
the type of data being encapsulated (currently only IP is defined),
and the type of authentication used if any. Note that |DPR Setup
requires the use of a longer Flow ID which is unique for the entire
uni verse of Encapsulators and is the sane at every Encapsul ator

The Flow ID that results fromthe mapping of a Cear Header is a 32
bit quantity and identifies the Flow as it is seen by the
Encapsulator. |f a Cear Datagram nust be encapsul ated and

decapsul ated several times in order reach the destination, the Fl ow
ID may be different at each Encapsul ator, but need not be. The Fl ow
ID acts as an index into a table of Encapsul ati on Header information
that is used to build the Encapsul ati on Header. Note that the
decision to nake the Flow ID local to the Encapsulator is due to the
difficulty in choosing and nai ntaining globally unique identifiers.

The internmedi ate step of using a Flow ID entirely optional. The

i mportant requirenent is that all Encapsul ators along a Flow map the
same Cl ear Header to the sane Fl ow (which could be identified by
different identifiers along the way). However, by allowi ng for a
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Flow IDin the protocol, a nore efficient inplenentation of the
mappi ng function beconmes possible. This is discussed in nore detai
when we consi der the Decapsul ator.

The following information is required to construct the Encapsul ation
Header :

Flow ID -
This is the key for this table of information and
represents the Flow ID relative to the current
Encapsul at or.

Decapsul at or Address -
The | P address of the Decapsulator in the Encapsul ation
Space nust be known to build the IP portion of the
Encapsul ati on Header.

Decapsul ator’s Flow ID -
The Flow ID, if any, for the Flow as seen by the
Decapsul at or nust be known.

Previ ous Encapsul ator’s Address -
If this is not the first Encapsul ator along the Flow, the
previ ous Encapsul ator’s address nust be known for error
reporting.

Previ ous Encapsulator’s Flow ID -
In addition to the previous Encapsul ator’s address, the
Flow ID of the Flow relative to the previous Encapsul at or
nust be known.

The Encapsul ati on Header consists of an | P Header as well as an
Encapsul ati on Protocol Header. The two pieces of information
required for the Encapsul ati on Protocol Header which nmust be
determined at the tinme of encapsulation are the protocol which is
bei ng encapsul ated and the Flow ID to send to the Decapsulator. The
generation of the I P header is nore conpli cated.

There are two possible ways each field in the C ear Header could
related to the new | P header.

Copy -
Copy the existing field fromthe Cear Header to the IP
header in the Encapsul ati on Header

| gnore -

The field may or may not have existed in the O ear Header
but does not apply to the new | P header
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The | P header has a fixed portion and a variable portion, the options
list. A summary of all possible IP fields and the relation to the
Cl ear Header follows in Table 1. [2]

Note that nost of the fields in the Cear Header are sinply ignored.
Fi el ds such as the Header Length in the C ear Header have no effect
on the Header Length of the new I P header. The fields which are nore
i nteresting and require some thought are now di scussed.

The Quality of Service bits should be copied fromthe C ear Header to
the new I P header. This is in keeping with the transparency
principle that if the User Space was providing a given service, then
the Encapsul ati on Space nust provide the sane service.

The More Fragnments bit and Fragment O fset should not be copied,
since the datagram being built is a conplete datagram regardl ess of
the status of the encapsul ated datagram |If the conpl eted datagram
is too large for the interface, it will be fragnmented for

transm ssion to the decapsulator by the normal |P fragnentation
nmechani sm

The Don't Fragnent bit should not be copied into the Encapsul ation
Header. The transparency principle would again be violated. It
shoul d be up to the Encapsul ator to deci de whet her fragnentation
shoul d be all owed across the Encapsul ation Space. If it is decided
that the DF bit should be used, then | CWP nessage woul d be returned
i f the Encapsul ated Datagram required fragnmentati on across the
Encapsul ati on Space The nmechani sm for returning an | CMP nessage to
the source in the User space will have to be nodified, however, and
this is discussed in the Appendix B

Regarding the Tine To Live (TTL) field, the easiest thing to do is to
ignore the TTL fromthe Clear Header. |If this field were copied from
the Cl ear Header to the new | P header, the packet life mght be
prematurely exceeded during transit in the Encapsul ati on Space. This
breaks the transparency rul e of encapsul ation as seen fromthe User
Space. The TTL of the Cl ear Header is decrenented before
encapsul ati on by the I P forwardi ng function, so there is no chance of
a packet |ooping forever if the links of a Flow forma | oop
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The protoco

I nternet Encapsul ation

O S e
| Field | Mapp
T +oee- -
| Version | I'gno
| Header Length | I'gno
| Precedence | Copy
| QoS bits | Copy
| Total Length | lgno
| Identification | I'gno
| Don’t Fragnment Bit | Igno
| More Fragnments Bit | Igno
| Fragment O fset | lgno
| Tinme to Live | I'gno
| Protocol | Igno
| Header Checksum | lgno
| Source Address | I'gno
| Destination Address | Igno
| End of Option List | Igno
| NOP Option | I'gno
| Security Option | Copy
| LSR Option | lgno
| SSR Option | I'gno
| RR Option | I'gno
| Stream | D Option | lgno
| Tinmestanp Option | I'gno
e omman

Table 1. Summary of |P Header

prot ocol nunber of the encapsul ati on protocol

The source address in the new | P header
Encapsul ator in the Encapsul ati on Domai n.

I
I
I
I
I
I
I
I
I
I
I
re |
I
I
I
I
I
I
I
I
I
I

Mappi ngs

becones the I P address of the Decapsul ator as found in the
encapsul ati on table.

July 1991

field for the new | P header should be filled with the

becones the | P address of the
The destinati on address

I P Options are generally not copied because nost don’t nake sense in

the context of the Encapsul ati on Space,
woul d i ndi cate.

as the transparency principle
The security option is probably the one option that

shoul d get copied for the same reason QOS and precedence fields are
copi ed, the Encapsul ati on Space nust provide the expected service.
and Record Route

Ti nest anp,

Loose Source Route,

Strict Source Route,

are not copied during encapsul ation.

Decapsul ati on

In the ideal situation, a Decapsul ator receives an Encapsul at ed

Wodburn & MIls
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Dat agram strips off the Encapsul ati on Header and sends the d ear
Dat agram back into IP so that it is forwarded fromthat point.
However, if the Cl ear Datagram has not reached the destination User
Space, it must again be encapsulated to nove it close to the
destination User Space. 1In this latter case the Decapsul ator woul d
becone an Encapsul ator and woul d performthe sanme calculation to
generate the Encapsul ati on Header as did the previous Encapsul at or
In order to make this process nore efficient, the use of Flow IDs
have been incorporated into the protocol

When Flow I Ds are used, the Flow ID received in the Encapsul ation
Header corresponds to a stored Flow ID in the Decapsulator. At this
poi nt the Decapsul ator has the option of bypassing the mask and match
operation on the C ear Header. The received Flow |ID can be used to
point directly into the local Encapsul ator tables for the
construction of the next Encapsul ation Header. |If the FlowIDis
unknown, an error nessage is sent back to the previous Encapsul at or
to that effect and a signal is sent to upper |ayer entity nmanagi ng

t he encapsul ation tables.

Because the normal | P forwardi ng mechanismis being bypassed when
Flow I Ds are used, certain mechani snms normally handl ed by I P nmust be
taken care of by the Decapsul ator before encapsul ation. The
Decapsul ator nust decrenent the TTL before the next encapsul ation
occurs. |If a Tinme Exceeded error occurs, then an | CMP nessage is
sent to the source indicated in the C ear Header

7. Error Messages

There are two kinds of error nessage built into the encapsul ation

protocol. The first is used to report unknown flow identifiers seen
by a Decapsul ator and the second is for the forwardi ng of | CW
nessages.

When a Decapsul ator is using the received Flow ID in an Encapsul ation
Header to forward a datagramto the next Decapsulator in a Flow, it
is possible that the Flow ID may not be known. For this case the
Decapsul ator will notify the previous Encapsul ator that the Fl ow was
not known so that the problem may be reported to the |ayer

responsi ble for the progranming of the Flowtables. This is
acconpl i shed through an encapsul ati on error message.

I f an Encapsul ator receives an | CMP nessages regarding a given flow,
t hi s nessage shoul d be forwarded backwards along the flowto the
source Encapsulator. This is acconplished by the second kind of
error nessage. The |ICWP nessage will contain the Flow I D of the
message which caused the error. This Flow ID nust be translated to
the Flow ID relative to the Encapsulator to which the error nessage
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is sent.

I nternet Encapsul ation

July 1991

If an error occurs while sending any error nessage, no further error
nessage are gener at ed.
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A. Packet Formats
This section describes the packet formats for the encapsul ati on
pr ot ocol .
0 8 6
B S S S i e
Vers | HL | ™M | RC
B i

s S D S T S S e S SR

B T T S S T S i i i i S S

Vers

HL

Fig. A 1. Encapsulation Protocol Header Exanple

4 bits The version nunber

of the encapsulation

pr ot ocol . The version of the protocol
described by this docunent is 1.

4 bits The header | ength of the Encapsul ation
Prot ocol Header in octets.

4 bits The nmessage type of

Prot ocol nessage. A

t he Encapsul ati on
data nessage has a

message type of 1. An error nessage has a

message type of 2.

4 bits The reason code. This field is unused in the
Data Message and nust have a value of 0. In
the Error Message it contains the reason code

for the Error Message.

Wodburn & MIls
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val ues are:

1 Unknown Flow | D
2 I CVWP returned

Checksum 16 bhits A one's conpl enent checksum for t he
Encapsul ati on Protocol Header. This field is
set to O upon cal culation of the checksum and
is filled with the checksum calcul ation
result before the data nessage is sent.

Flow ID 32 bits The Flow |ID as seen by the Decapsul ator or
Encapsul ator to which this nessage is being
sent. In the case of an Unknown Flow ID
error, the Flow I D causing the error is used

For Data Messages, the Encapsul ation Protocol Header is followed by the
Cl ear Datagram For Error Messages, the header is followed by the | CWP
message being forwarded along a fl ow.

B. Encapsul ation and Existing | P Mechani sns

This section discusses in detail the effect of this encapsul ation
protocol upon the existing nmechani sns available with | P and sone the
possi bl e effects of I P nechani sns upon this protocol. Specifically
t hese are Fragnentation and | CVP nessages.

B.1 Fragnentati on and Maxi num Transmni ssion Unit

An i nmmredi ate concern of using an encapsul ati on mechanismis that of
restrictions based upon MIU size. The source of a Clear Datagramis
going to generate packets consistent with MU of the interface over
whi ch datagramis transmitted. |f these packets reach an

Encapsul ator and are encapsul ated, they may be fragnented if they are
| arger than the MIU of the Encapsul ator, even though the physica
interfaces of the source and Encapsul ator nmay have the sanme MIU
Because t he Encapsul ated Datagramis sent to the Decapsul ator using
IP, there is no problemin allowing IP to performfragmentation and
reassenbly. However, fragnentation is known to be inefficient and is
general ly avoi ded. Because a new header is being prepended to the

Cl ear Datagram by the encapsul ati on process, the |ikelihood of
fragmentation occurring is increased. |f the Encapsul ator decides to
di sal l ow fragnentation through the Encapsul ati on Space, it nust send
an | CMP nessage back to the source. This neans that the MrU of the
interface in the encapsul ation space is effectively smaller than that
of the physical MIU of the interface.

Fragnentation by internedi ate User Space Gateways i ntroduces anot her
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problem Fragnentation occurs at the IP level. |If a TCP protocol is
in use and fragnentati on occurs, the TCP header is contained in the
first fragment, but not the followi ng fragnents. [3] If these
fragments are forwarded by an Encapsul ator, discrimnation of the

Cl ear Header for a given floww Il only be able to occur on the IP
header portion of the Clear Header. |If discrimnation is attenpted
on the TCP portion of the header, then only the first fragnent will
be matched, while remaining fragnents will not.

B.2 | CVMP Messages

The nost controversial aspect of encapsulation is the handling of

| CMP nessages. [1l] Because the Encapsul ati on Header contains the
source address of the Encapsulator in the Encapsul ati on Space, | CW
nmessages whi ch occur within the Encapsul ati on Space will be sent back
to the Encapsulator. Once the Encapsul ator receives the | CW
message, the question is what should the next action be. Since the
original source of the Cear Datagram knows not hi ng about the
Encapsul ati on Space, it does not nmake sense to forward an | CVMP
message on to it and | CVP nessage are not supposed to beget | CWP
nmessages. Yet not sending the original source sonething may break
sone inportant nechani sns.

In addition to deciding what to forward to the source of the Cear
Datagram there is the probl em of possibly not having enough
information to send anything at all back to the source. An |CW
nmessage returns the header of the offending nessage and the first
ei ght octets of the data after the header. For the case of the
encapsul ati on protocol, this translates to the IP portion of the
Encapsul ati on Header, the first eight octets of the Encapsul ation
Prot ocol Header, and nothing else. The contents of the d ear

Dat agram are conpletely lost. Therefore, for the Encapsulator to
send an | CMP nessage back to the source it has to reconstruct the
Cl ear Header. However, it is essentially inpossible to reproduce the
exact header.

For the purpose of this specification, the Flow I D has been assuned
to be a unique one way mapping froma C ear Header. There is no
guarantee that the Flow ID could be used to map back to the d ear
Header, since several headers potentially nmap to the sane flow Wth
there being no effective way to regenerate the origi nal datagram
some conprom ses nust be exani ned

For each of the possible | CMP nessages, the alternatives and inpact
will be assessed. There are three categories of |CVMP nessage
involved. The first is those | CMP nmessages which are not applicable
in the context of Encapsul ation. These are: Echo/Echo Reply and

Ti nest anp/ Ti mest anp Reply.
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The second category are those | CVP nessages whi ch concern nechani sns
local to the encapsul ation domain. These are nmessages which would
not make sense to the original source if it did receive them In
these cases the encapsulator will have to decide what to do, but no
| CMP nessage need be sent back to the original source. The datagram
will sinply be lost, IPis not neant to be a reliable protocol
Subsequent nessages received for encapsul ation nmay cause the
encapsul ator to generate | CWP Destination Unreachabl e nessages back
to the original source if the encapsul ator can no | onger send
messages to the destination decapsulator. This requires that |ICWwW
messages i nside the encapsul ati on domain affect the mapping fromthe
Flow ID. |CW nessages in the second category are: Paraneter

Probl em Redirect, Destination Unreachable, Tinme Exceeded.

Finally there is one | CMP nessage which has direct bearing on the
operation of the original source of datagrans destined for
encapsul ati on, the I CMP Source Quench nessage. The only possible
mechani sm avai l able to the Encapsul ator to handle this nessage is for
t he source quench nessage set a flag for the offending Flow I D such

t hat subsequent nessages that map the Fl ow cause the generation of a
source quench back to the original source before the datagramis
encapsul at ed.

This |l ast nmechani sm nmay be a solution for the nore general problem
The rule of thunb could be that when an | CMP nessage is received for
a given flow, then flag the Flow so that then next nmessage

encapsul ated will cause the next nessage encapsul ated on that flowto
force an | CVP nessage to the source. After the I CVWP nessage is sent
to the source, the nechanismcould be reset. This would effectively
cause every other packet to receive an | CMP nessage if there were a
persistent problem This nechanismis probably only safe for

Unr eachabl e nmessages and Source Quench

C. Reception of C ear Datagrans

In order to use the encapsul ation protocol a nodification is required
to IP forwarding. There nust be sone way for the IP nbdule in a
systemto pass Clear Datagrans to the encapsul ation protocol. A
suggested nmeans of doing this is to make an addition to a systems
routing table structures. A flag could be added to a route that
tells the forwarding function to use encapsul ation. Note that the
default route could also be set to use encapsul ation

Wth this mechanismin place, a systenis |IP forwardi ng nechani sm
woul d exanmine its routing tables to try and match the | P destination

to a specific route. If a route was found, it would be then checked
to see if encapsul ati on should be used. |If not the packet would be
handl ed nornmally. |f encapsul ation was turned on for the route, then
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t he datagram woul d be sent to encapsul ation for forwarding.

In addition to snagging packets as they are forwarded, sonething
must be done at the last Decapsulator on a given flow so that
packets that are decapsulated are properly dunped into the IP
nodul e for delivery. Because the packets are encapsul ated j ust
before forwarding, it should be a sinple matter for decapsul ated
datagrans to be injected into the output portion of IP. However, the
source address in the Cear Header nust not change. The address
must remmin the address of the source in the source User Space and
not be overwitten with that of the Decapsul at or

D. Construction of Virtual Networks with Encapsul ation

Because of the nodification to the routing table to permt

encapsul ation, it becones possible to specify a virtual interface
whose sol e purpose is encapsulation. Using this mechanism it would
becone possible to link topologically distant entities with Fl ows.
This would allow the construction of a Virtual Network which woul d
overlay the actual routing topology. An exanple of such a virtua
network is shown in Fig. 4.
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++++++ Virtual Network A
*rxxx%  Virtual Network B
# Encapsul at or/ Decapsul at or
------ Common Rout i ng Space
/ \ / \
/ +++ #\ / \
| # +++ + | | # * kK k% # |
|+ + | | * o
|+ + | | * * |
T | o
| # ++++ # + | | * |
\ S \ #o** R
\ + # ++ \ # *kkkk* * k% % # * % \
------------ / +++ * oo / * kK \
| # * | | # * k% % #l
| + * % | | * *l
| + # | | * ]
| + 4+ * | | * * |
| #t * | * |
------------ \ 4+ L T W # /
/ \ # + # * % * # * Kk Kk k% /
/ F e e e e e - - - / # *kkk k% # *\ ________
| # 4+ +| | * *
|+ + o+ ] | =
| + # | | *
| + ++ | | # |
| H# ++++++ | | * kkkkkkokokk |
\ / \ # /
\ / \ /
Fig. 4. Virtual Networks Exanple

Each Encapsul ator shown has an virtua

vi rtual networKks.

The lines represent

t hat connect each nenber of the virtua
coul d be added between any points as long as the two entities are

visible to each other in a comobn Encapsul ati on Space.
net wor k woul d be handl ed by the encapsul ation

The programmi ng of the routing tables could be a variant
of any of the currently existing routing protocols,

within the virtual
nmechani sm

OSPF for exanpl e.

Wth this in mnd
gateways with virtua

Wodburn & MIls

it would be possible to have specia
interfaces on two virtua

interface on one of the
individual links in the fl ows
network. Note that new |inks

The routing

an encapsul at ed

encapsul ati on
networks to form an
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entire virtual internet. This is the role of the Encapsul ators
joining Virtual Network A and Virtual Network B.

E. Encapsul ation and Osl

It is intended that the encapsul ati on nechani sm described in the neno
be extensible to other environments outside of the Internet. It
shoul d be possible to encapsulate many different protocols within IP
and | P within nmany ot her protocols.

The key concepts defined in this meno are the mapping of a header to
a Flow I D and the mapping of fields in the original header to the
encapsul ati ng header. Special mappi ngs between protocols woul d have
to be defined, i.e. for the QS bits, and sone sort of translation of
meani ngs carefully crafted, but it would be possible, none the Iess.

F. Security Considerations

No neans of authentication or integrity checking is specifically
defined for this protocol apart fromthe checksum for the header

i nformati on. However for authentication or integrity checking to be
used with this protocol, it is suggested that the authentication

i nformati on be appended to the Encapsul ated Datagram | nformation
regarding the type of authentication or integrity check in use would
have to be included in the flow nmanagenent protocol which is used to
distribute the flow information.
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