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Abst r act

The Internet is noving towards a multi-protocol environnent that
includes OSI. To support OSI in the Internet, an OSI |ower |ayers
infrastructure is required. This infrastructure conprises the
connectionl ess network protocol (CLNP) and supporting routing
protocols. Also required as part of this infrastructure are guidelines
for network service access point (NSAP) address assignment. This paper
provi des guidelines for allocating NSAPs in the Internet.

Thi s docunent provides our current best judgnent for the allocation

of NSAP addresses in the Internet. This is intended to guide initia
depl oynent of OSI 8473 (Connectionl ess Network Layer Protocol) in

the Internet, as well as to solicit coments. It is expected that

t hese guidelines may be further refined and this docunent updated as a
result of experience gained during this initial deploynent.
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1 I ntroducti on

The Internet is noving towards a multi-protocol environnent that
includes OSI. To support OSI in the Internet, an OSI |ower |ayers
infrastructure is required. This infrastructure conprises the
connectionl ess network protocol (CLNP) [12] (see also RFC 994 [8])
and supporting routing protocols. Also required as part of this
infrastructure are guidelines for network service access point (NSAP)
address assignnent. This paper provides guidelines for allocating
NSAPs in the Internet (NSAP and NSAP address are used interchangeably
t hroughout this paper in referring to NSAP addresses).

The remai nder of this paper is organized into five mjor sections and
an appendi x. Section 2 defines the boundaries of the probl em addressed
in this paper and Section 3 provides background information on OSI
routing and the inplications for NSAPs.

Section 4 addresses the specific relationship between NSAPs and
routing, especially with regard to hierarchical routing and data
abstraction. This is followed in Section 5 with an application of
these concepts to the Internet environnment. Section 6 provides
recommended guidelines for NSAP all ocation in the Internet.

Appendi x A contains a conpendi um of useful information concerning
NSAP structure and allocation authorities. The GOSIP Version 2 NSAP
structure is discussed in detail and the structure for U S.-based DCC
(Data Country Code) NSAPs is described. Contact information for the
registration authorities for GOSI P and DCC-based NSAPs in the U. S
the Ceneral Services Administration (GSA) and the American Nationa
Standards Institute (ANSI), respectively, is provided.

2 Scope

There are two aspects of interest when discussing OSI NSAP all ocation
within the Internet. The first is the set of administrative require-
ments for obtaining and allocating NSAPs; the second is the technica
aspect of such assignnments, having largely to do with routing, both
within a routing domain (intra-domain routing) and between routing
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domai ns (inter-donmain routing). This paper focuses on the technica
i ssues.

The technical issues in NSAP allocation are mainly related to routing.
Thi s paper assunmes that CLNP will be widely deployed in the Internet,
and that the routing of CLNP traffic will normally be based on the CSI
ES-1S (end-systemto internediate systen) routing protocol applicable
for point-to-point links and LANs [13] (see also RFC 995 [7]) and

the energing intra-domain 1S-1S protocol [17]. Al so expected is the
depl oynent of an inter-domain routing protocol simlar to Border

Gat eway Protocol (BGP) [18].

The guidelines provided in this paper are intended for imedi ate
depl oynent as CLNP is nade available in the Internet. This paper
specifically does not address |ong-termresearch issues, such as
compl ex policy-based routing requirenents.

In the current Internet nmany routing donmains (such as corporate and
canmpus networks) attach to transit networks (such as NSFNET regional s)
in only one or a small nunber of carefully controlled access points.
Addr essi ng sol uti ons which require substantial changes or constraints
on the current topology are not consi dered.

The guidelines in this paper are oriented prinmarily toward the |arge-
scal e division of NSAP address allocation in the Internet. Topics
covered incl ude:

* Arrangenent of parts of the NSAP for efficient operation of the
Dl S105891 S- 1S routing protocol

* Benefits of sone topological information in NSAPs to reduce
routing protocol overhead;

* The anticipated need for additional levels of hierarchy in
I nternet addressing to support network growth;

* The recommended mappi ng between Internet topological entities
(i.e., backbone networks, regional networks, and site networks)
and OSlI addressing and routing conponents;

* The recommended divi si on of NSAP address assignment authority
anong backbones, regionals (also called md-levels), and sites;
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* Background information on adninistrative procedures for registra-
tion of administrative authorities i mediately bel ow the nationa
| evel (GOSIP administrative authorities and ANSI organization
identifiers); and,

* Choice of the high-order portion of the NSAP in |eaf routing
domai ns that are connected to nore than one regi onal or backbone.

It is noted that there are other aspects of NSAP allocation, both
technical and administrative, that are not covered in this paper
Topi cs not covered or nentioned only superficially include:

* |dentification of specific admnistrative domains in the Internet;

* Policy or mechanisms for making registered information known to
third parties (such as the entity to which a specific NSAP or a
poti on of the NSAP address space has been all ocated);

* How a routing domain (especially a site) should organize its
i nternal topology of areas or allocate portions of its NSAP
address space; the relationship between topol ogy and addresses is
di scussed, but the nethod of deciding on a particul ar topol ogy or
internal addressing plan is not; and,

* Procedures for assigning the Systemldentifier (1D) portion of the
NSAP.

3 Background

Some background information is provided in this section that is

hel pful in understanding the issues involved in NSAP allocation. A
brief discussion of OSl routing is provided, followed by a review

of the intra-domain protocol in sufficient detail to understand the

i ssues involved in NSAP allocation. Finally, the specific constraints
that the intra-domain protocol places on NSAPs are listed
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3.1 CSlI Routing Standards

OSl partitions the routing probleminto three parts:

* routing exchanges between end systens and internedi ate systens
(ES-19),

* routing exchanges between ISs in the same routing domain (intra-
domain 1S 1S), and,

* routing anong routing domains (inter-domain IS-19).

ES-1S, international standard | S09542 [13] approved in 1987, is

avail abl e in vendor products and is planned for the next rel ease of
Berkeley UNIX (UNIX is a trademark of AT&T). It is also cited in GOSIP
Version 2 [4], which becanme effective in April 1991 for all applicable
federal procurenents, and mandatory begi nning ei ghteen nonths later in
1992.

Intra-domain | S-1S advanced to draft international standard (DI S)
status within I SO in Novenber, 1990 as DI S10589 [17]. It is reasonable
to expect that final text for the intra-domain IS-1S standard will be
avai |l abl e by mnid-1991.

There are two candi date proposals which address OGSl inter-donmain
routing, ECMA TR/'50 [3] and Border Router Protocol (BRP) [19], a
direct derivative of the | ETF Border Gateway Protocol [18]. ECMA TR/ 50
has been proposed as base text in the SO IEC JTC1 SC6/ W=2 conmittee,
which is responsible for the Network | ayer of the |ISO Reference Mbdel
[11 ].X3S3.3, the ANSI counterpart to W, has incorporated features
of TR/I50 into BRP and subnmitted this as alternate base text at the
WE2 neeting in Cctober, 1990. Currently, it is out for |SO Menber

Body comment. The proposed protocol is referred to as the Inter-donain
Routing Protocol (IDRP) [20].

Thi s paper exanines the technical inplications of NSAP assi gnnent
under the assunption that ES-1S, intra-domain IS-1S, and I DRP routing
are depl oyed to support CLNP.
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3.2 Overvi ew of DI S10589

The 1S-1S intra-domain routing protocol, DIS10589, devel oped in |SQ
provides routing for OSI environnments. In particular, D S10589 is
designed to work in conjunction with CLNP and ES-1S. This section
briefly describes the manner in which DI S10589 oper at es.

In DI S10589, the internetwork is partitioned into routing donains.

A routing domain is a collection of ESs and |Ss that operate conmobn
routing protocols and are under the control of a single adninistra-
tion. Typically, a routing domain may consi st of a corporate network,
a university canpus network, a regional network, or a simlar contigu-
ous network under control of a single adninistrative organization. The
boundari es of routing domains are defined by network managenent by
setting some links to be exterior, or inter-domain, links. If a link
is marked as exterior, no DI S10589 routing nessages are sent on that

i nk.

Currently, |1SO does not have a standard for inter-domain routing
(i.e., for routing between separate autononous routing domains). In
the interim DI S10589 uses nanual configuration. An inter-domain |ink
is statically configured with the set of address prefixes reachabl e
via that link, and with the nethod by which they can be reached (such
as the DTE address to be dialed to reach that address, or the fact
that the DTE address should be extracted fromthe OSI NSAP address).

Dl S10589 routing nakes use of two-level hierarchical routing. A
routing domain is subdivided into areas (al so known as |evel 1
subdomai ns). Level 1 ISs know the topology in their area, including
all I'Ss and ESs in their area. However, level 1 ISs do not know the
identity of ISs or destinations outside of their area. Level 1 ISs
forward all traffic for destinations outside of their area to a |l eve
2 1S wthin their area.

Simlarly, level 2 ISs know the |evel 2 topol ogy and know whi ch
addresses are reachable via each level 2 1S. The set of all level 2
ISs in a routing domain are known as the |level 2 subdonmain, which can
be thought of as a backbone for interconnecting the areas. Level 2

I Ss do not need to know the topology within any | evel 1 area, except
to the extent that a level 2 IS nay also be a level 1 ISwthin a
single area. Only level 2 |1Ss can exchange data packets or routing
information directly with external 1Ss | ocated outside of their
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routing donain.

As illustrated in Figure 1, |SO addresses are subdivided into the
Initial Domain Part (1DP) and the Domain Specific Part (DSP), as spec-
ified in 1 SCB8348/ Addendum 2, the OSI network |ayer addressing standard
[14 J](also RFC 941 [6]). The IDP is the part which is standardi zed by
| SO, and specifies the format and authority responsible for assigning
the rest of the address. The DSP is assigned by whatever addressing
authority is specified by the I DP (see Appendi x A for nore di scussion
on the top |l evel NSAP addressing authorities). The DSP is further
subdi vi ded, by DI S10589, into a High Order Part of DSP (HO DSP), a
systemidentifier (ID), and an NSAP selector (SEL). The HO DSP nay

use any format desired by the authority which is identified by the

| DP. Toget her, the conbination of [IDP, HO-DSP] identify an area within
a routing domain and, inplicitly, the routing domain containing the
area. The conbination of [IDP,HODSP] is therefore referred to as the
area address.

! | DP ! DSP !
! _AFI ! 1DV HO-DSP__ ! _ID_ ! SEL!

| DP Initial Donain Part

AFI Authority and Format Identifier

I DI Initial Domain ldentifier

DSP Domai n Specific Part

HO DSP Hi gh- order DSP

ID System I dentifier

SEL NSAP Sel ect or

Figure 1: OSI Hierarchical Address Structure.

The ID field may be fromone to eight octets in | ength, but nmust have
a single known length in any particular routing donmain. Each router is
configured to know what length is used in its domain. The SEL field is
al ways one octet in length. Each router is therefore able to identify
the 1D and SEL fields as a known nunber of trailing octets of the NSAP
address. The area address can be identified as the renmi nder of the
address (after truncation of the ID and SEL fields).

Usual ly, all nodes in an area have the same area address. However,
sonmetinmes an area mght have multiple addresses. Motivations for
allowing this are several
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* |t might be desirable to change the address of an area. The nobst
graceful way of changing an area from having address A to having
address Bis to first allowit to have both addresses A and B, and
then after all nodes in the area have been nodified to recognize
bot h addresses, one by one the ESs can be nodified to forget
address A

* |t might be desirable to nerge areas A and B into one area. The
nmet hod for acconplishing this is to, one by one, add know edge of
address Binto the A partition, and sinmilarly add know edge of
address Ainto the B partition.

* |t mght be desirable to partition an area Cinto tw areas, A and
B (where A nmight equal C, in which case this exanpl e becones one
of renoving a portion of an area). This would be acconplished by
first introducing know edge of address A into the appropriate ESs
(those destined to becone area A), and know edge of address B into
the appropriate nodes, and then one by one renoving know edge of
address C

Since the addressing explicitly identifies the area, it is very easy
for level 1 1Ss to identify packets going to destinations outside

of their area, which need to be forwarded to level 2 ISs. Thus, in
Dl S10589 the two types of ISs route as foll ows:

* Level 1 internmediate systens -- these nodes route based on the ID
portion of the | SO address. They route within an area. Level 1 ISs
recogni ze, based on the destination address in a packet, whether
the destination is within the area. If so, they route towards the
destination. If not, they route to the nearest level 2 IS

* Level 2 internediate systens -- these nodes route based on address
prefixes, preferring the |ongest matching prefix, and preferring
internal routes over external routes. They route towards areas,
without regard to the internal structure of an area; or towards
level 2 1Ss on the routing domain boundary that have advertised
external address prefixes into the level 2 subdomain. Alevel 2 IS
may al so be operating as a level 1 1S in one area.

Alevel 1 1Swll have the area portion of its address manually
configured. It will refuse to becone a neighbor with an | S whose area
addresses do not overlap its own area addresses. However, if a level 1
IS has area addresses A, B, and C, and a nei ghbor has area addresses
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B and D, then the level 1 IS wll accept the other IS as a level 1
nei ghbor .

Alevel 2 1S wll accept another level 2 IS as a neighbor, regardl ess
of area address. However, if the area addresses do not overlap, the
link woul d be considered by both ISs to be level 2 only, and only

I evel 2 routing packets would flow on the link. External links (i.e.
to other routing donains) nmust be between level 2 ISs in different
routi ng donains.

Dl S10589 provides an optional partition repair function. In the
unlikely case that a |l evel 1 area becones partitioned, this function
if inplemented, allows the partition to be repaired via use of level 2
routes.

Dl S10589 requires that the set of level 2 ISs be connected. Should the
| evel 2 backbone becone partitioned, there is no provision for use of
level 1 links to repair a level 2 partition

In unusual cases, a single level 2 1S may | ose connectivity to the

| evel 2 backbone. In this case the level 2 IS wll indicate inits
level 1 routing packets that it is not attached, thereby allow ng
level 1 1Ss in the area to route traffic for outside of the area

to a different level 2 1S. Level 1 1Ss therefore route traffic to
destinations outside of their area only to level 2 I1Ss which indicate
intheir level 1 routing packets that they are attached.

An ES nay autoconfigure the area portion of its address by extracting
the area portion of a neighboring IS s address. If this is the case,
then an ES will always accept an IS as a nei ghbor. Since the standard
does not specify that the end system nust autoconfigure its area
address, an end system nmay be pre-configured with an area address. In
this case the end systemwould ignore IS neighbors w th non-nmatching
area addresses.

3.3 Requi rements of DI S10589 on NSAPs

The preferred NSAP format for DI S10589 is shown in Figure 1. A nunber
of points should be noted from DI S10589:
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* The IDP is as specified in | SO 8348/ Addendum 2, the OSI network
| ayer addressing standard [14];

* The hi gh-order portion of the DSP (HO DSP) is that portion of the
DSP whose assi gnnent, structure, and nmeani ng are not constrained
by DI S10589;

* The concatenation of the IDP and the HO DSP, the area address
must be globally unique (if the area address of an NSAP mat ches
one of the area addresses of a system it is in the systenis area
and is routed to by level 1 routing);

* Level 2 routing acts on address prefixes, using the | ongest
address prefix that matches the destination address;

* Level 1 routing acts on the IDfield. The ID field nust be unique
within an area for ESs and level 1 ISs, and unique within the
routing domain for level 2 ISs. The IDfield is assuned to be
flat;

* The one-octet NSAP Sel ector, SEL, deternmines the entity to receive
the CLNP packet within the systemidentified by the rest of the
NSAP (i.e., a transport entity) and is always the | ast octet of
t he NSAP; and,

* A systemshall be able to generate and forward data packets
contai ning addresses in any of the fornats specified by ISO
8348/ Addendum 2. However, within a routing domain that conforns to
Dl S10589, the | ower-order octets of the NSAP should be structured
as the ID and SEL fields shown in Figure 1 to take full advantage
of DI S10589 routing. End systens with addresses which do not
conform nmay require additional manual configuration and be subject
to inferior routing performance.

For purposes of efficient operation of the IS-1S routing protocol
several observations nmay be nade. First, although the 1S-1S protoco
specifies an algorithmfor routing within a single routing donain, the
routing algorithmnust efficiently route both: (i) Packets whose fina
destination is in the domain (these nmust, of course, be routed to the
correct destination end systemin the domain); and (ii) Packets whose
final destination is outside of the domain (these nust be routed to a
correct ‘‘border’’ router, fromwhich they will exit the donain).
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For those destinations which are in the domain, level 2 routing treats
the entire area address (i.e., all of the NSAP address except the ID
and SEL fields) as if it were a flat field. Thus, the efficiency of
level 2 routing to destinations within the donmain is affected only by
the nunber of areas in the donmain, and the nunber of area addresses
assigned to each area (which can range fromone up to a maxi mum of
three).

For those destinations which are outside of the domain, |evel 2
routing routes according to address prefixes. In this case, there

i s considerable potential advantage (in terms of reducing the amount
of routing information that is required) if the nunber of address
prefixes required to describe any particular set of destinations can
be mi nim zed.

4 NSAPs and Routi ng

When determining an adninistrative policy for NSAP assignnment, it

is inportant to understand the technical consequences. The objective
behi nd the use of hierarchical routing is to achieve sone |eve

of routing data abstraction, or summarization, to reduce the cpu
nmenory, and transmni ssion bandw dth consumed in support of routing.
This dictates that NSAPs be assigned according to topol ogi ca

routing structures. However, adnministrative assignnment falls al ong
organi zational or political boundaries. These may not be congruent to
t opol ogi cal boundaries and therefore the requirenents of the two nmay
collide. It is necessary to find a bal ance between these two needs.

Routing data abstraction occurs at the boundary between hierarchically
arranged topol ogical routing structures. An elenent |lower in the

hi erarchy reports summary routing information to its parent(s). Wthin
the current OSI routing framework [16] and routing protocols, the

| owest boundary at which this can occur is the boundary between an
area and the level 2 subdomain within a DI S10589 routing donain. Data
abstraction is designed into DI S10589 at this boundary, since level 1
I Ss are constrained to reporting only area addresses, and a nmaxi nmum
nunber of three area addresses are allowed in one area (This is an
architectural constant in DI S10589. See [17], Clause 7.2.11 and Tabl e
2 of Clause 7.5.1).
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Level 2 routing is based upon address prefixes. Level 2 |ISs dis-
tribute, throughout the | evel 2 subdonmain, the area addresses of the
level 1 areas to which they are attached (and any nmanual Iy confi gured
reachabl e address prefixes). Level 2 |Ss conpute next-hop forwarding
information to all advertised address prefixes. Level 2 routing is
determ ned by the | ongest advertised address prefix that matches the
destinati on address.

At routing domain boundaries, address prefix information is exchanged
(statically or dynamically) with other routing domains. |If area
addresses within a routing dormain are all drawn from distinct NSAP
assignnent authorities (allow ng no abstraction), then the boundary
prefix information consists of an enunerated list of all area

addr esses.

Alternatively, should the routing domain ‘*own’’ an address prefix

and assign area addresses based upon it, boundary routing information
can be summarized into the single prefix. This can allow substantia
data reduction and, therefore, will allow nmuch better scaling (as
conpared to the uncoordi nated area addresses discussed in the previous
par agr aph) .

If routing donains are interconnected in a nore-or-1less random (non-
hi erarchical) scheme, it is quite likely that no further abstraction
of routing data can occur. Since routing donmains would have no defined
hi erarchi cal relationship, admnistrators would not be able to assign
area addresses out of some common prefix for the purpose of data
abstraction. The result would be flat inter-donmain routing; all
routi ng donai ns woul d need explicit know edge of all other routing
domai ns that they route to. This can work well in snall- and nedi um
sized internets, up to a size somewhat larger than the current IP
Internet. However, this does not scale to very large internets. For
exanpl e, we expect growth in the future to an international Internet
whi ch has tens or hundreds of thousands of routing donmamins in the U S
alone. This requires a greater degree of data abstraction beyond that
whi ch can be achieved at the ‘‘routing domain’’ |evel

In the Internet, however, it should be possible to exploit the

exi sting hierarchical routing structure interconnections, as discussed
in Section 5. Thus, there is the opportunity for a group of routing
domai ns each to be assigned an address prefix froma shorter prefix
assigned to another routing donmain whose function is to interconnect
the group of routing domains. Each nenber of the group of routing
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domains now ‘‘owns’’ its (somewhat |onger) prefix, fromwhich it
assigns its area addresses.

The nost straightforward case of this occurs when there is a set

of routing domains which are all attached only to a single regiona
(or backbone) donmin, and which use that regional for all externa
(inter-domain) traffic. A snmall address prefix nmay be assigned to
the regional, which then assigns slightly |onger prefixes (based
on the regional’s prefix) to each of the routing domains that it

i nterconnects. This allows the regional, when inform ng other
routi ng domai ns of the addresses that it can reach, to abbreviate
the reachability information for a | arge nunber of routing donains
as a single prefix. This approach therefore can allow a great dea
of hierarchical abbreviation of routing information, and thereby can
greatly inprove the scalability of inter-donmain routing.

Cearly, this approach is recursive and can be carried through severa
iterations. Routing domains at any ‘‘level’’ in the hierarchy may

use their prefix as the basis for subsequent suball ocations, assuning
that the NSAP addresses remain within the overall length and structure
constraints. The GOSI P Version 2 NSAP structure, discussed later in
this section, allows for multiple |evels of routing hierarchy.

At this point, we observe that the nunber of nodes at each | ower

I evel of a hierarchy tends to grow exponentially. Thus the greatest
gains in data abstraction occur at the | eaves and the gains drop
significantly at each higher level. Therefore, the I aw of dim nishing
returns suggests that at sonme point data abstraction ceases to
produce significant benefits. Determination of the point at which data
abstraction ceases to be of benefit requires a careful consideration
of the nunber of routing donains that are expected to occur at each

| evel of the hierarchy (over a given period of tine), conpared to the
nunber of routing domains and address prefixes that can conveniently
and efficiently be handl ed via dynam ¢ inter-donain routing protocols.

There is a bal ance that nust be sought between the requirenents

on NSAPs for efficient routing and the need for decentralized NSAP
adm ni stration. The NSAP structure from Version 2 of GOSIP (Figure 2)
of fers an exanpl e of how these two needs m ght be net. The AFI

IDI, DFI, and AA fields provide for adnministrative decentralization
The AFI/I Dl pair of values 47/0005 identify the U S. governnent

as the authority responsible for defining the DSP structure and

al l ocating values within it (see Appendix A for nore information on
NSAP structure).
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[Note: It is not inportant that NSAPs be allocated fromthe

GOsI P Version 2 authority under 47/0005. The ANSI format under

the Data Country Code for the U S. (DCC=840) and formats
assigned to other countries and | SO nmenbers or liaison

organi zations are al so expected to be used, and will work
equally well. For parts of the Internet outside of the U S
there may in sone cases be strong reasons to prefer a |l oca
format rather than the GOSIP format. However, GOSIP addresses
are used in nost cases in the exanples in this paper because:

* The DSP format has been defined and all ows hierarchica
al l ocation; and,

* An operational registration authority for suballocation of

AA val ues under the GOSI P address space has al ready been
established at GSA.]

GOsl P Version 2 defines the DSP structure as shown (under DFI=80h) and

provides for the allocation of AA values to administrations. Thus

, the

fields fromthe AFl to the AA inclusive, represent a uni que address

prefix assigned to an administration

I<--_IDP -->1
'AFI T 1DV <- DSP --> !
| 47 1__0005_!DFl 'AA 'Rsvd_! RD !Area !'1D ! Sel !
octets ! 1 ! 2 "1 1 1 31 2 17212 161 1 |

IDP  Initial Domain Part

AFI Aut hority and Format Identifier
I DI Initial Domain ldentifier
DSP  Domain Specific Part

DFI DSP Format ldentifier

AA Admi nistrative Authority
Rsvd Reserved

RD Routing Domain Identifier
Area Area ldentifier

ID System I dentifier

SEL NSAP Sel ect or

Figure 2: GOSIP Version 2 NSAP structure

Currently, a proposal is being progressed in ANSI for an American
National Standard (ANS) for the DSP of the NSAP address space
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adm nistered by ANSI. This will provide an identical DSP structure
to that provided by GOSIP Version 2. The ANSI format, therefore
differs fromthat illustrated above only in that the IDP is based

on an | SO DCC assignment, and in that the AAw Il be adninistered

by a different organization (ANSI secretariat instead of GSA).

The technical considerations applicable to NSAP adm nistration are

i ndependent of whether a GOSIP Version 2 or an ANSI value is used for
t he NSAP assi gnnent.

Simlarly, although other countries may nmake use of slightly different
NSAP formats, the principles of NSAP assignment and use are the sane.

In the | oworder part of the GOSIP Version 2 NSAP format, two

fields are defined in addition to those required by DI S10589. These
fields, RD and Area, are defined to allow allocation of NSAPs al ong

t opol ogi cal boundaries in support of increased data abstraction

Admi ni strations assign RD identifiers underneath their uni que address
prefix (the reserved field is left to acconmpdate future growh and
to provide additional flexibility for inter-domain routing). Routing
donmains allocate Area identifiers fromtheir unique prefix. The result
is:

* AFI +I DI +DFI +AA = admi ni stration prefix,

* administration prefix(+Rsvd)+RD = routing domain prefix, and,

* routing domain prefix+Area = area address.

This provides for summari zation of all area addresses within a routing
domain into one prefix. If the AAidentifier is accorded topol ogica
significance (in addition to adm nistrative significance), an
additional |evel of data abstraction can be obtained, as is discussed
in the next section

5 NSAP Admi ni stration and Routing in the Internet

I nternet routing conmponents---backbones, regionals, and sites

or canpuses---are arranged hierarchically for the nost part. A
nat ural mapping fromthese conponents to OGSl routing conponents
is that backbones, regionals, and sites act as routing domains.
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(Alternatively, a site nay choose to operate as an area within a
regi onal . However, in such a case the area is part of the regional’s
routing donain and the discussion in Section 5.1 applies. W assune
that some, if not nost, sites will prefer to operate as routing
domai ns. By operating as a routing domain, a site operates a |level 2
subdomain as well as one or nore level 1 areas.)

G ven such a mappi ng, where shoul d address administration and all oca-
tion be perfornmed to satisfy both administrative decentralization and
data abstraction? Three possibilities are considered:

1. at the area,
2. at the leaf routing donain, and,
3. at the transit routing domain (TRD)

Leaf routing domains correspond to sites, where the prinary purpose is
to provide intra-donmain routing services. Transit routing domains are
depl oyed to carry transit (i.e., inter-domain) traffic; backbones and
regi onal s are TRDs.

The greatest burden in transnmitting and operating on routing inforna-

tionis at the top of the routing hierarchy, where routing information
tends to accunulate. In the Internet, for exanple, regionals nust nman-
age the set of network numbers for all networks reachabl e through the
regional. Traffic destined for other networks is generally routed to

t he backbone. The backbones, however, mnust be cogni zant of the network
nunbers for all attached regionals and their associ ated networKks.

In general, the advantage of abstracting routing information at a
given level of the routing hierarchy is greater at the higher levels
of the hierarchy. There is relatively little direct benefit to the
adm nistration that perforns the abstraction, since it nmust nmaintain
routing information individually on each attached topol ogical routing
structure.

For exanpl e, suppose that a given site is trying to deci de whet her
to obtain an NSAP address prefix based on an AA val ue from GSA
(inplying that the first four octets of the address would be those
assigned out of the GOSIP space), or based on an RD value fromits
regional (inplying that the first seven octets of the address are
those assigned to that regional). If considering only their own
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self-interest, the site itself, and the attached regional, have
little reason to choose one approach or the other. The site nust use
one prefix or another; the source of the prefix has little effect

on routing efficiency within the site. The regional mnust maintain

i nformati on about each attached site in order to route, regardl ess of
any commonal ity in the prefixes of the sites.

However, there is a difference when the regional distributes routing
i nformati on to backbones and other regionals. In the first case, the
regi onal cannot aggregate the site’'s address into its own prefix;

the address nmust be explicitly listed in routing exchanges, resulting
in an additional burden to backbones and ot her regionals which nust
exchange and nmaintain this information.

In the second case, each other regional and backbone sees a single
address prefix for the regional, which enconpasses the new site. This
avoi ds the exchange of additional routing information to identify the
new site’'s address prefix. Thus, the advantages prinmarily accrue to

ot her regionals and backbones which maintain routing informati on about
this site and regional

One nmight apply a supplier/consumer nodel to this problem the higher
| evel (e.g., a backbone) is a supplier of routing services, while

the lower level (e.g., an attached regional) is the consuner of these
services. The price charged for services is based upon the cost of
providing them The overhead of managing a | arge table of addresses
for routing to an attached topol ogical entity contributes to this
cost.

The Internet, however, is not a market econony. Rather, efficient
operation is based on cooperation. The guidelines discussed bel ow
descri be reasonabl e ways of managi ng the OSI address space that
benefit the entire community.

51 Adm ni stration at the Area

If areas take their area addresses froma nyriad of unrel ated NSAP
all ocation authorities, there will be effectively no data abstraction
beyond what is built into DI S10589. For exanple, assunme that within a
routi ng domain three areas take their area addresses, respectively,
out of:
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* the GOSIP Version 2 authority assigned to the Departnent of
Commerce, with an AA of nnn:

AFlI =47, | DI =0005, DFI=80h, AA=nnn, ... ;

* the GOSIP Version 2 authority assigned to the Departnent of the
Interior, with an AA of mm

AFl =47, | DI =0005, DFI=80h, AA=mmm ... ; and,

* the ANSI authority under the U S. Data Country Code (DCC) (Section
A.2) for organization XYZ with ORG identifier = xxx:

AFI =39, | DI =840, DFI=dd, ORG=xXX,

As described in Section 3.3, fromthe point of view of any particul ar
routing domain, there is no harmin having the different areas in

the routing donmain use addresses obtained froma w de variety of

adm ni strations. For routing within the domain, the area addresses are
treated as a flat field.

However, this does have a negative effect on inter-domain routing,
particularly on those ot her domains which need to naintain routes to
this donmain. There is no conmon prefix that can be used to represent
these NSAPs and therefore no sumari zati on can take place at the
routing domai n boundary. When addresses are advertised by this routing
domain to other routing domains, an enunerated |ist nmust be used
consisting of the three area addresses.

This situation is roughly anal ogous to the dissenination of routing
information in the TCP/IP Internet. Areas correspond roughly to

net wor ks and area addresses to network nunbers. The result of allow ng
areas within a routing domain to take their NSAPs from unrel ated
authorities is flat routing at the area address |evel. The nunber

of address prefixes that |eaf routing donmains would advertise is on
the order of the nunber of attached areas; the nunmber of prefixes a
regi onal routing dormain would advertise is approximately the nunber of
areas attached to the client |leaf routing domains; and for a backbone
this would be summed across all attached regionals. Al though this
situation is just barely acceptable in the current Internet, as the
Internet grows this will quickly becone intractable. A greater degree
of hierarchical information reduction is necessary to allow continued
grow h in the Internet.
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5.2 Admi nistration at the Leaf Routing Donain

As nentioned previously, the greatest degree of data abstraction cones
at the Iowest levels of the hierarchy. Providing each [eaf routing
domain (that is, site) with a unique prefix results in the biggest
single increase in abstraction, with each | eaf domain assigning area
addresses fromits prefix. Fromoutside the |leaf routing domain, the
set of all addresses reachable in the domain can then be represented
by a single prefix.

As an exanpl e, assune NSF has been assi gned the AA value of zzz

under | CD=0005. NSF then assigns a routing donmain identifier to a
routing domain under its administrative authority identifier, rrr. The
resulting prefix for the routing domain is:

AFl =47, | Dl =0005, DFl=80h, AA=zzz, Rsvd=0, RD=rrr

Al'l areas attached to this routing domain woul d have area addresses
comprising this prefix followed by an Area identifier. The prefix
represents the sumary of reachabl e addresses within the routing
domai n.

There is a close rel ationship between areas and routing donai ns
inplicit in the fact that they operate a comon routing protocol and
are under the control of a single administration. The routing donain
admi ni stration subdivides the domain into areas and structures a | eve
2 subdonain (i.e., a level 2 backbone) which provides connectivity
anong the areas. The routing domain represents the only path between
an area and the rest of the internetwork. It is reasonabl e that

this relationship also extend to include a conmon NSAP addressing
authority. Thus, the areas within the | eaf RD should take their NSAPs
fromthe prefix assigned to the | eaf RD

5.3 Adm nistration at the Transit Routing Domain

Two kinds of transit routing domai ns are consi dered, backbones and
regi onal s. Each is discussed separately bel ow
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5.3.1 Regi onal s

It is interesting to consider whether regional routing domains should
be the comon authority for assigning NSAPs froma unique prefix to
the | eaf routing donains that they serve. The benefits derived from
data abstraction are less than in the case of |eaf routing donuains,
and the additional degree of data abstraction provided by this is

not necessary in the short term However, in the long termthe nunber
of routing domains in the Internet will growto the point that it

will be infeasible to route on the basis of a flat field of routing
domains. It will therefore be essential to provide a greater degree of
i nformation abstraction

Regi onal s may assign prefixes to | eaf domains, based on a single
(shorter length) address prefix assigned to the regional. For exanple,
given the GOSIP Version 2 address structure, an AA val ue nmay be
assigned to each regional, and routing domain values nmay be assi gned
by the regional to each attached | eaf routing domain. A sinilar

hi erarchi cal address assignment based on a prefix assigned to each
regi onal may be used for other NSAP formats. This results in regionals
advertising to backbones a small fraction of the nunber of address
prefixes that would be necessary if they enunerated the individua
prefixes of the |leaf routing donains. This represents a significant
savi ngs given the expected scal e of gl obal internetworking.

Are leaf routing domains willing to accept prefixes derived from
the regional’s? In the supplier/consuner nodel, the regional is

of fering connectivity as the service, priced according to its costs
of operation. This includes the ‘‘price’’ of obtaining service from
one or nore backbones. In general, backbones will want to handle as
few address prefixes as possible to keep costs low. In the Internet
envi ronnment, which does not operate as a typical marketpl ace, |eaf
routi ng donmai ns nust be sensitive to the resource constraints of the
regi onal s and backbones. The efficiencies gained in routing clearly
warrant the adoption of NSAP admi nistration by the regionals.

The mechanics of this scenario are straightforward. Each regi ona

is assigned a unique prefix, fromwhich it allocates slightly Ionger
routing donain prefixes for its attached | eaf routing domains.

For GOSIP NSAPs, this nmeans that a regional would be assigned an

AA identifier. Attached |eaf routing domai ns woul d be assigned RD
identifiers under the regional’s unique prefix. For exanple, assune
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NIST is a |leaf routing donmain whose sole inter-domain link is via
SURANet . | f SURANet is assigned an AA identifier kkk, N ST could be
assigned an RD of jjj, resulting in a unique prefix for SURANet of:

AFl =47, 1Dl =0005, DFl=80h, AA=kkk

and a unique prefix for N ST of

AFI =47, | DI =0005, DFI =80h, AA=kkk, (Rsvd=0), RDsjj].

A simlar schene can be established using NSAPs all ocated under
DCC=840. In this case, a regional applies for an ORGidentifier from
ANSI, which serves the same purpose as the AA identifier in GOSIP
The current direction in ANSI is to standardize on an NSAP structure
identical to GOSIP Version 2 (see Section A 2).

5.3.2 Backbones

There does not appear to be a strong case for regionals to take their
address spaces fromthe the NSAP space of a backbone. The benefit in
routing data abstraction is relatively small. The nunber of regionals
today is in the tens and an order of nmagnitude increase woul d not
cause an undue burden on the backbones. Also, it may be expected that
as tinme goes by there will be increased direct interconnection of the
regionals, leaf routing domains directly attached to the backbones,
and international links directly attached to the regionals. Under
these circunstances, the distinction between regionals and backbones
may become bl urred.

An additional factor that discourages allocation of NSAPs froma
backbone prefix is that the backbones and their attached regionals are
percei ved as being i ndependent. Regionals may take their |ong-hau
service fromone or nore backbones, or may sw tch backbones shoul d

a nore cost-effective service be provided el sewhere (essentially,
backbones can be thought of the sanme way as |ong-di stance tel ephone
carriers). Having NSAPs derived fromthe backbone is inconsistent with
the nature of the relationship.
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5.4 Mul ti-honed Routing Donmai ns

The di scussions in Section 5.3 suggest methods for allocating NSAP
addr esses based on regi onal or backbone connectivity. This allows a
great deal of information reduction to be achieved for those routing
domai ns which are attached to a single TRD. In particular, such
routing domains may sel ect their NSAP addresses froma space allocated
to themby the regional. This allows the regional, when announcing the
addresses that it can reach to other regionals and backbones, to use

a single address prefix to describe a | arge nunber of NSAP addresses
corresponding to nultiple routing donains.

However, there are additional considerations for routing domains

which are attached to multiple regionals and backbones. Such ‘‘nulti-
honed’’ routing domains may, for exanple, consist of single-site
canpuses and conpani es which are attached to nultiple backbones, |arge
organi zations which are attached to different regionals at different
locations in the sane country, or multi-national organizations which
are attached to backbones in a variety of countries worldw de. There
are a nunmber of possible ways to deal with these multi-homed routing
donai ns.

One possible solution is to assign addresses to each nulti-honed
organi zati on i ndependently fromthe regional s and backbones to which
it is attached. This allows each nulti-honed organi zation to base its
NSAP assignnments on a single prefix, and to thereby sumarize the set
of all NSAPs reachable within that organization via a single prefix.
The di sadvantage of this approach is that since the NSAP address

for that organization has no relationship to the addresses of any
particular TRD, the TRDs to which this organization is attached wll
need to advertise the prefix for this organization to other regionals
and backbones. O her regionals and backbones (potentially worl dw de)
will need to maintain an explicit entry for that organization in their
routing tables.

For exanple, suppose that a very large U. S. -w de conpany *‘‘ Mega

Big International Incorporated’ (MBIIl) has a fully interconnected
internal network and is assigned a single AA val ue under the U. S
GOSl P Version 2 address space. It is likely that outside of the U S
a single entry may be naintained in routing tables for all U S. GOSIP
addresses. However, within the U S., every backbone and regi ona

will need to naintain a separate address entry for MBII. |If MBI
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is in fact an international corporation, then it may be necessary

for every backbone worldwi de to naintain a separate entry for MBI

(i ncludi ng backbones to which MBIl is not attached). Cearly this

may be acceptable if there are a small nunber of such nulti-honed
routi ng domai ns, but would place an unacceptable | oad on routers
wi t hi n backbones if all organizations were to choose such address
assignnents. This solution may not scale to internets where there are
many hundreds of thousands of multi-honed organi zations.

A second possi bl e approach would be for nulti-honed organizations to
be assigned a separate NSAP space for each connection to a TRD, and

to assign a single address prefix to each area within its routing
domai n(s) based on the closest interconnection point. For exanple, if
MBI I had connections to two regionals in the U S. (one east coast, and
one west coast), as well as three connections to national backbones

in Europe, and one in the far east, then MBIl nmay nmake use of six

di fferent address prefixes. Each area within MBIl woul d be assigned a
singl e address prefix based on the nearest connection

For purposes of external routing of traffic fromoutside MBIl to a
destination inside of MBIIl, this approach works simlarly to treating
MBI | as six separate organi zations. For purposes of internal routing,
or for routing traffic frominside of MBIl to a destination outside of
MBI I, this approach works the sanme as the first solution

If we assune that incoming traffic (coming fromoutside of MBII, with
a destination within MBIl) is always to enter via the nearest point to
the destination, then each TRD which has a connection to MBII needs

to announce to other TRDs the ability to reach only those parts of

MBI I whose address is taken fromits own address space. This inplies
that no additional routing information needs to be exchanged between
TRDs, resulting in a smaller load on the inter-domain routing tables
mai nt ai ned by TRDs when conpared to the first solution. This solution
therefore scales better to extrenely large internets containing very

| arge nunbers of nulti-honed organi zations.

One problemw th the second solution is that backup routes to multi-
honed organi zations are not automatically maintained. Wth the first
solution, each TRD, in announcing the ability to reach MBIIl, specifies
that it is able to reach all of the NSAPs within MBII. Wth the second
sol ution, each TRD announces that it can reach all of the NSAPs based
on its own address prefix, which only includes sone of the NSAPs
within MBII. If the connection between MBIl and one particular TRD
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were severed, then the NSAPs within MBIl with addresses based on that
TRD woul d becone unreachable via inter-donain routing. The inpact

of this problemcan be reduced somewhat by nmai ntenance of additiona
information within routing tables, but this reduces the scaling
advant age of the second approach

The second sol ution al so requires that when external connectivity
changes, internal addresses al so change.

Al'so note that this and the previous approach will tend to cause
packets to take different routes. Wth the first approach, packets
fromoutside of MBIl destined for within MBIl will tend to enter via
the point which is closest to the source (which will therefore tend to
maxi m ze the I oad on the networks internal to MBII). Wth the second

sol ution, packets from outside destined for within MBIl will tend to
enter via the point which is closest to the destination (which wll
tend to minimze the |oad on the networks within MBI, and naxi m ze

the | oad on the TRDs).

These sol utions also have different effects on policies. For exanple,
suppose that country ‘X' has a law that traffic froma source
within country X to a destination within country X nust at all

times stay entirely within the country. Wth the first solution, it
is not possible to deternine fromthe destinati on address whet her

or not the destination is within the country. Wth the second
solution, a separate address may be assigned to those NSAPs which are
within country X, thereby allow ng routing policies to be foll owed.
Simlarly, suppose that ‘‘Little Small Conpany’’ (LSC) has a policy
that its packets may never be sent to a destination that is within
MBII. Wth either solution, the routers within LSC nmay be configured
to discard any traffic that has a destination within MBII's address
space. However, with the first solution this requires one entry;

with the second it requires many entries and may be inpossible as a
practical nmatter.

There are other possible solutions as well. A third approach is to
assign each nulti-homed organi zation a single address prefix, based on
one of its connections to a TRD. O her TRDs to which the nmulti-honed
organi zation are attached naintain a routing table entry for the
organi zation, but are extrenely selective in terns of which other

TRDs are told of this route. This approach will produce a single
‘“‘default’’ routing entry which all TRDs will know how to reach
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(since presumably all TRDs will nmintain routes to each other), while
providing nore direct routing in sone cases.

There is at least one situation in which this third approach is
particul arly appropriate. Suppose that a special interest group of
organi zati ons have depl oyed their own backbone. For exanple, lets
suppose that the U S. National Wdget Manufacturers and Researchers
have set up a U S.-wi de backbone, which is used by corporations

who manufacture wi dgets, and certain universities which are known

for their wi dget research efforts. W can expect that the various
organi zations which are in the widget group will run their interna
networ ks as separate routing donmains, and nost of themw |l also

be attached to other TRDs (since nobst of the organizations involved
in widget manufacture and research will also be involved in other
activities). W can therefore expect that many or nost of the

organi zations in the wi dget group are dual -honmed, with one attachment
for w dget-associ ated conmuni cati ons and the other attachment for
other types of conmunications. Let’'s also assune that the total nunber
of organi zations involved in the widget group is snmall enough that

it is reasonable to maintain a routing table containing one entry

per organization, but that they are distributed throughout a |arger
internet with many mllions of (nostly not wi dget-associated) routing
domai ns.

Wth the third approach, each multi-honmed organization in the w dget
group woul d nake use of an address assignnment based on its other
attachnent (s) to TRDs (the attachnments not associated with the wi dget
group). The wi dget backbone would need to maintain routes to the
routi ng donai ns associated with the various nenber organizations.
Simlarly, all menbers of the wi dget group would need to nmaintain a
table of routes to the other nenbers via the wi dget backbone. However,
since the wi dget backbone does not inform other general worldw de TRDs
of what addresses it can reach (since the backbone is not intended
for use by other outside organizations), the relatively l|arge set

of routing prefixes needs to be maintained only in a limted nunber

of places. The addresses assigned to the various organi zati ons which
are nenbers of the widget group would provide a ‘‘default route’’ via
each menbers other attachments to TRDs, while allow ng comunications
within the widget group to use the preferred path.

A fourth solution involves assignnent of a particular address prefix
for routing donains which are attached to precisely two (or nore)
specific routing domains. For exanple, suppose that there are two
regionals ‘' SouthNorthNet’’ and ‘‘NorthSout hNet’’ which have a very
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| arge nunber of custonmers in conmon (i.e., there are a | arge nunber
of routing donains which are attached to both). Rather than getting
two address prefixes (such as two AA val ues assigned under the GOSIP
address space) these organi zations could obtain three prefixes. Those
routi ng domai ns which are attached to NorthSout hNet but not attached
to Sout hNorthNet obtain an address assignnment based on one of the
prefixes. Those routing domains which are attached to Sout hNort hNet
but not to NorthSout hNet woul d obtain an address based on the second
prefix. Finally, those routing domains which are nulti-honmed to both
of these networks would obtain an address based on the third prefix.
Each of these two TRDs woul d then advertise two prefixes to other
TRDs, one prefix for leaf routing domains attached to it only, and one
prefix for leaf routing donmains attached to both.

This fourth solution is likely to be inportant when use of public data
net wor ks becones nore common. |In particular, it is likely that at some
point in the future a substantial percentage of all routing domains
will be attached to public data networks. In this case, nearly al

gover nnent - sponsored networks (such as sonme current NSFNET regi onal s)
may have a set of custoners which overlaps substantially with the
public networks.

There are therefore a nunber of possible solutions to the problem

of assigning NSAP addresses to nulti-honed routing donmai ns. Each

of these solutions has very different advantages and di sadvant ages.
Each solution places a different real (i.e., financial) cost on the
mul ti-homed organi zati ons, and on the TRDs (including those to which
the multi-homed organi zati ons are not attached).

In addition, nost of the solutions described also highlight the need
for each TRD to devel op policy on whether and under what conditions
to accept addresses that are not based on its own address prefix, and
how such non-local addresses will be treated. For exanple, a somewhat
conservative policy nmght be that non-local NSAP prefixes will be
accepted fromany attached | eaf RD, but not advertised to other TRDs.
In a |l ess conservative policy, a TRD m ght accept such non-1loca
prefixes and agree to exchange themw th a defined set of other TRDs
(this set could be an a priori group of TRDs that have sonething in
common such as geographi cal |ocation, or the result of an agreenent
specific to the requesting |l eaf RD). Various policies involve rea
costs to TRDs, which nmay be reflected in those policies.
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5.5 Private Links

The di scussion up to this point concentrates on the relationship

bet ween NSAP addresses and routing between various routing domains
over transit routing domains, where each transit routing donain

i nterconnects a | arge nunber of routing domains and offers a nore-or-
| ess public service.

However, there may al so exist a |l arge nunmber of private point-to-point
I inks which interconnect two private routing domains. In nany cases
such private point-to-point links nmay be limted to forwardi ng packets
directly between the two private routing donains.

For exanple, let’s suppose that the XYZ corporation does a | ot of
business with MBII. In this case, XYZ and MBIl may contract with a
carrier to provide a private link between the two corporations, where
this link may only be used for packets whose source is within one of
the two corporations, and whose destination is within the other of the
two corporations. Finally, suppose that the point-to-point link is
connected between a single router (router X) within XYZ corporation
and a single router (router M within MBIl. It is therefore necessary
to configure router X to know which addresses can be reached over
this link (specifically, all addresses reachable in MBII). Simlarly,
it is necessary to configure router Mto know whi ch addresses can be
reached over this link (specifically, all addresses reachable in XYZ
Cor por ation).

The inportant observation to be made here is that such private
links may be ignored for the purpose of NSAP allocation, and do not
pose a problemfor routing. This is because the routing information
associated with private links is not propagated throughout the
internet, and therefore does not need to be collapsed into a TRD' s
prefix.

In our exanple, lets suppose that the XYZ corporation has a single
connection to an NSFNET regional, and has therefore received an
address all ocation fromthe space adm ni stered by that regional
Simlarly, let's suppose that MBIIl, as an international corporation
with connections to six different backbones or regionals, has chosen
the second solution from Section 5.4, and therefore has obtai ned six
different address allocations. In this case, all addresses reachable
in the XYZ Corporation can be described by a single address prefix
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(inplying that router Monly needs to be configured with a single
address prefix to represent the addresses reachabl e over this point-
to-point link). Al addresses reachable in MBIl can be described by
si x address prefixes (inplying that router X needs to be configured
with six address prefixes to represent the addresses reachabl e over
the point-to-point |ink).

In sone cases, such private point-to-point links may be permitted
to forward traffic for a small nunber of other routing donains,

such as closely affiliated organizations. This will increase the
configuration requirenents slightly. However, provided that the nunber
of organizations using the link is relatively snmall, then this stil

does not represent a significant problem

Note that the relationship between routing and NSAP addressing
described in other sections of this paper is concerned with probl ens
in scaling caused by large, essentially public transit routing donains
whi ch interconnect a |arge nunber of routing donains. However, for

t he purpose of NSAP allocation, private point-to-point |inks which

i nterconnect only a small nunber of private routing donains do not
pose a problem and nay be ignored. For exanple, this inplies that

a single |l eaf routing domain which has a single connection to a
“‘public’’ backbone (e.g., the NSFNET), plus a nunber of private
point-to-point links to other |eaf routing donains, can be treated
as if it were single-homed to the backbone for the purpose of NSAP
address al |l ocati on.

5.6 Zer o- Homed Routi ng Domai ns

Currently, a very large nunber of organizations have interna
conmuni cati ons networ ks which are not connected to any externa
networ k. Such organi zati ons may, however, have a nunmber of private
poi nt-to-point |inks that they use for conmunications with other
organi zati ons. Such organi zations do not participate in gl oba
routing, but are satisfied with reachability to those organizations
wi th which they have established private links. These are referred to
as zero-honmed routing domains

Zer o- honmed routing domai ns can be considered as the degenerate case
of routing domains with private |links, as discussed in the previous
section, and do not pose a problemfor inter-domain routing. As above,
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the routing informati on exchanged across the private |inks sees very
limted distribution, usually only to the RD at the other end of the
link. Thus, there are no address abstraction requirenents beyond those
i nherent in the address prefixes exchanged across the private link

However, it is inportant that zero-honmed routing donmins use valid
gl obal I y uni que NSAP addresses. Suppose that the zero-honed routing
domain is connected through a private link to an RD. Further, this
RD participates in an internet that subscribes to the global OS
addressing plan (i.e., Addendum 2 to |1S08348). This RD nust be able
to distinguish between the zero-honmed routing domain’s NSAPs and any
other NSAPs that it nmay need to route to. The only way this can be
guaranteed is if the zero-honmed routing donai n uses gl obally unique
NSAPs.

5.7 Transition |ssues

Al'l ocation of NSAP addresses based on connectivity to TRDs is
inmportant to allow scaling of inter-domain routing to an internet
containing mllions of routing domains. However, such address

al | ocati on based on topology also inplies that a change in topol ogy
may result in a change of address.

This need to allow for change in addresses is a natural, inevitable
consequence of routing data abstraction. The basic notion of routing
data abstraction is that there is some correspondence between the
address and where a system (i.e., a routing donain, area, or end
system) is located. Thus if the system noves, in sone cases the
address will have to change. If it were possible to change the
connectivity between routing domai ns wi thout changi ng the addresses,
then it would clearly be necessary to keep track of the location of
that routing donmain on an individual basis.

In the short term due to the rapid growh and increased comer -
cialization of the Internet, it is possible that the topol ogy may be
relatively volatile. This inplies that planning for address transition
is very inportant. Fortunately, there are a nunber of steps which can
be taken to help ease the effort required for address transition. A
conpl ete description of address transition issues is outside of the
scope of this paper. However, a very brief outline of sone transition
issues is contained in this section
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Al so note that the possible requirenent to transition addresses
based on changes in topology inply that it is valuable to anticipate
the future topol ogy changes before finalizing a plan for address

al l ocation. For exanple, in the case of a routing domain which is
initially single-homed, but which is expecting to becone nulti-honed
in the future, it may be advantageous to assi gn NSAP addresses based
on the anticipated future topol ogy.

In general, it will not be practical to transition the NSAP addresses
assigned to a routing domain in an instantaneous ‘‘change the address
at midnight’’ manner. Instead, a gradual transition is required in

whi ch both the old and the new addresses will remain valid for a
limted period of tine. During the transition period, both the old and
new addresses are accepted by the end systens in the routing donain,
and both old and new addresses nust result in correct routing of
packets to the destination.

Provision for transition has already been built into D S10589.
As described in Section 3, DI S10589 allows multiple addresses to
be assigned to each area specifically for the purpose of easing
transition.

Simlarly, there are provisions in CSI for the autoconfiguration of
area addresses. This allows OSI end systens to find out their area
addresses automatically by observing the 1S™542 |1S-Hell o packets
transmitted by routers. If the ID portion of the address is assigned
by using I EEE style ‘‘stanped in PROM at birth’’ identifiers, then
an end systemcan reconfigure its entire NSAP address automatically
wi t hout the need for nmanual intervention. However, routers will stil
need manual address reconfiguration

During the transition period, it is inportant that packets using

the ol d address be forwarded correctly, even when the topol ogy has
changed. This is facilitated by the use of ‘‘best match'’ inter-donain
routing.

For exanpl e, suppose that the XYZ Corporation was previously connected
only to the NorthSout hNet NSFNET regi onal. The XYZ Corporation
therefore went off to the NorthSout hNet administration and got a
routi ng donai n assi gnment based on the AA val ue assigned to the

Nor t hSout hNet regi onal under the GOSIP address space. However, for

a variety of reasons, the XYZ Corporation decided to terninate its
association with the NorthSouthNet, and instead connect directly to
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t he NewConmer ci al Net public data network. Thus the XYZ Corporation
now has a new address assi gnnent under the ANSI address assigned to

t he NewConmerci al Net. The ol d address for the XYZ Corporation would
seemto inply that traffic for the XYZ Corporation should be routed to
t he NorthSout hNet, which no | onger has any direct connection with XYZ
Cor por at i on.

If the old TRD (NorthSout hNet) and the new TRD ( NewCommrerci al Net) are
adj acent and cooperative, then this transition is easy to acconpli sh.
In this case, packets routed to the XYZ Corporation using the old
address assignnent could be routed to the NorthSout hNet, which would
directly forward themto the NewConmercial Net, which would in turn
forward themto XYZ Corporation. In this case only NorthSout hNet

and NewCommer ci al Net need be aware of the fact that the old address
refers to a destination which is no longer directly attached to

Nor t hSout hNet .

If the old TRD and the new TRD are not adjacent, then the situation
is a bit nore conplex, but there are still several possible ways to
forward traffic correctly.

If the old TRD and the new TRD are thensel ves connected by ot her
cooperative transit routing donains, then these internediate domains
may agree to forward traffic for XYZ correctly. For exanple, suppose
t hat NorthSout hNet and NewCommerci al Net are not directly connected,
but that they are both directly connected to the NSFNET backbone.

In this case, all three of NorthSout hNet, NewConmercial Net, and

t he NSFNET backbone woul d need to maintain a special entry for XYZ
corporation so that traffic to XYZ using the old address all ocation
woul d be forwarded via NewCommerci al Net. However, other routing
domai ns woul d not need to be aware of the new | ocation for XYZ

Cor por at i on.

Suppose that the old TRD and the new TRD are separated by a non-
cooperative routing domain, or by a long path of routing domains. In
this case, the old TRD could encapsulate traffic to XYZ Corporation in
order to deliver such packets to the correct backbone

Al so, those | ocations which do a significant anmount of business with
XYZ Corporation could have a specific entry in their routing tables
added to ensure optinmal routing of packets to XYZ. For exanple,
suppose that another commercial backbone ‘' d dConmercial Net’’ has a

| arge number of customers which exchange traffic with XYZ Corporation
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and that this third TRDis directly connected to both NorthSout hNet
and NewCommercial Net. In this case A dConmmercial Net will continue

to have a single entry inits routing tables for other traffic
destined for NorthSouthNet, but may choose to add one additional (nore
specific) entry to ensure that packets sent to XYZ Corporation’s old
address are routed correctly.

Whi chever nmethod is used to ease address transition, the goal is that
know edge relating XYZ to its old address that is held throughout the
gl obal internet would eventually be replaced with the new i nformation
It is reasonable to expect this to take weeks or nonths and will be
acconpl i shed through the distributed directory system Discussion of
the directory, along with other address transition techni ques such as
automatically inform ng the source of a changed address, are outside
the scope of this paper

6 Recomendat i ons

We anticipate that the current exponential growh of the Internet will
continue or accelerate for the foreseeable future. In addition, we
anticipate a rapid internationalization of the Internet. The ability
of routing to scale is dependent upon the use of data abstraction
based on hierarchi cal NSAP addresses. As OSlI is introduced in the
Internet, it is therefore essential to choose a hierarchical structure
for NSAP addresses with great care.

It is in the best interests of the internetworking community that the
cost of operations be kept to a m ni mum where possible. In the case of
NSAP al l ocation, this again means that routing data abstracti on nust
be encour aged.

In order for data abstraction to be possible, the assignnment of NSAP
addresses must be acconplished in a manner which is consistent with
the actual physical topology of the Internet. For exanple, in those
cases where organizational and admi nistrative boundaries are not
related to actual network topol ogy, address assignnent based on such
organi zati on boundaries is not recomrended.

The intra-domain 1S-1S routing protocol allows for information
abstraction to be maintained at two | evels: systenms are grouped
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into areas, and areas are interconnected to forma routing domain.

For zero-homed and singl e-honed routing donai ns (which are expected
to remain zero-homed or single-honmed), we recommend that the NSAP
addresses assigned for OSI use within a single routing domain use

a single address prefix assigned to that domain. Specifically, this
all ows the set of all NSAP addresses reachable within a single domain
to be fully described via a single prefix.

We anticipate that the total nunber of routing domains existing on a
worl dwi de OSI Internet to be great enough that additional |evels of

hi erarchi cal data abstraction beyond the routing domain level will be
necessary.

In nost cases, network topology will have a close relationship with
nati onal boundaries. For exanple, the degree of network connectivity
will often be greater within a single country than between countries.
It is therefore appropriate to nmake specific recomendati ons based on
nati onal boundaries, with the understanding that there nmay be specific
situations where these general reconmendations need to be nodified.

6.1 Recommendati ons Specific to U S. Parts of the Internet

NSAP addresses for use within the U S. portion of the Internet are
expected to be based primarily on two address prefixes: the |IDP format
used by NIST for GOSIP Version 2, and the DCC=840 format defined by
ANSI .

We anticipate that, in the U S., public interconnectivity between
private routing domains will be provided by a diverse set of TRDs,
i ncluding (but not necessarily limted to):

* the NSFNET backbone;

* a nunber of NSFNET regi onal networks; and,

* a nunber of commercial Public Data Networks.
It is also expected that these networks will not be interconnected
in a strictly hierarchical manner (for exanple, there is expected

to be direct connectivity between NSFNET regionals, and all three of
these types of networks may have direct international connections).
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However, the total nunber of such TRDs is expected to renmain (for the
foreseeable future) small enough to all ow addressing of this set of
TRDs via a flat address space. These TRDs will be used to interconnect
a wide variety of routing domains, each of which may conprise a single
corporation, part of a corporation, a university canpus, a government
agency, or other organizational unit.

In addition, some private corporations may be expected to nake use of
dedi cated private TRDs for comuni cation within their own corporation

We anticipate that the great majority of routing domains will be
attached to only one of the TRDs. This will pernit hierarchica
address abbreviati on based on TRD. W therefore strongly recomend

t hat addresses be assigned hierarchically, based on address prefixes
assigned to individual TRDs.

For the GOSIP address format, this inplies that Adninistrative

Aut hority (AA) identifiers should be assigned to all TRDs (explicitly
i ncludi ng the NSFNET backbone, the NSFNET regionals, and other mgjor
gover nnent backbones). For those | eaf routing donains which are
connected to a single TRD, they should be assigned a Routing Donmain
(RD) value fromthe space assigned to that TRD

We recomrend that all TRDs explicitly be involved in the task of
address administration for those | eaf routing donains which are
singl e-honed to them This will offer a valuable service to their
custoners, and will also greatly reduce the resources (including
human and network resources) necessary for that TRD to take part in
i nter-domain routing.

Each TRD shoul d devel op policy on whet her and under what conditions to
accept addresses that are not based on its own address prefix, and how
such non-1ocal addresses will be treated. Policies should reflect the
i ssue of cost associated with inplenenting such policies.

We recommend that a simlar hierarchical nodel be used for NSAP
addresses using the DCC-based address format. The structure for
DCC=840- based NSAPs is provided in Section A 2.

For routing domains which are not attached to any publically-
avail able TRD, there is not the same urgent need for hierarchica
address abbreviation. W do not, therefore, nake any additiona
recomendations for such ‘‘isolated’’ routing domai ns, except to
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note that there is no technical reason to preclude assignnent of

GOsI P AA identifier values or ANSI organization identifiers to such
domai ns. \Were such donains are connected to other donains by private
poi nt-to-point |links, and where such |links are used solely for routing
bet ween the two domains that they interconnect, again no additiona
techni cal problens relating to address abbreviation is caused by such
a link, and no specific additional recommendati ons are necessary.

6.2 Recomendati ons Specific to Non-U S. Parts of the Internet

For the part of the Internet which is outside of the US., it is
reconmended that the DSP format be structured sinmilarly to that
specified within GOSIP Version 2 no matter whether the addresses are
based on DCC or 1CD fornat.

Further, in order to allow aggregati on of NSAPs at national boundaries
into as few prefixes as possible, we further reconmmend that NSAPs

all ocated to routing domai ns should be assigned based on each routing
domai n’s connectivity to a national |nternet backbone.

6.3 Reconmendati ons for Milti-Honed Routing Domains

Some routing domains will be attached to nultiple TRDs within the

sane country, or to TRDs within nmultiple different countries. W

refer to these as ‘‘nulti-honed’’ routing domains. Clearly the strict
hi erarchi cal nodel discussed above does not neatly handl e such routing
domai ns.

There are several possible ways that these multi-homed routing domains
may be handl ed. Each of these nmethods vary with respect to the anmount
of information that nust be maintained for inter-domain routing

and also with respect to the inter-domain routes. In addition, the
organi zation that will bear the brunt of this cost varies with the
possi bl e solutions. For exanple, the solutions vary with respect to:

* resources used within routers within the TRDs;

* adm nistrative cost on TRD personnel; and,
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* difficulty of configuration of policy-based inter-donmain routing
information within |l eaf routing donmains.

Al so, the solution used may affect the actual routes which packets
follow, and may effect the availability of backup routes when the
primary route fails.

For these reasons it is not possible to nandate a single solution for
all situations. Rather, economc considerations will require a variety
of solutions for different routing domains, regionals, and backbones.

7 Security Considerations

Security issues are not discussed in this neno.
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A Admi ni stration of NSAPs

NSAPs represent the endpoints of comunication through the Network
Layer and nust be globally unique [5]. Addendum 2 to |1S0B348 defi nes
the senantics of the NSAP and the abstract syntaxes in which the
semantics of the Network address can be expressed [ 14].

The NSAP consists of the initial domain part (1DP) and the domain
specific part (DSP). The initial domain part of the NSAP consists

of an authority and format identifier (AFl) and an initial domain
identifier (ID). The AFl specifies the format of the ID, the network
addressing authority responsible for allocating values of the |IDI

and the abstract syntax of the DSP. The | D specifies the addressing
subdomai n from which values of the DSP are all ocated and the network
addressing authority responsible for allocating values of the DSP from
that donmmin. The structure and senmantics of the DSP are determ ned by
the authority identified by the IDI. Figure 3 shows the NSAP address
structure.

! | DP !
| __AFI_! 1Dl __! DSP !

IDP Initial Domain Part
AFl  Authority and Format Ildentifier
IDI Initial Domain ldentifier
DSP Domai n Specific Part
Fi gure 3: NSAP address structure.
The gl obal network addressing donain consists of all the NSAP
addresses in the GSI environment. Wthin that environnent, seven
second- | evel addressing donains and corresponding ID formats are
described in | S08348/ Addendum 2
* X. 121 for public data networks
* F.69 for tel ex
* E. 163 for the public switched tel ephone network nunbers

* E. 164 for | SDN nunbers

* | SO Data Country Code (DCC), allocated according to |S03166 [9]
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* | SO I nternational Code Designator (ICD), allocated according to
| S06523 [ 10]

* Local to acconmpdate the coexi stence of OSI and non-CSI network
addr essi ng schenes.

For OSI networks in the U S., portions of the | CD subdonain are
avail abl e for use through the U S. Governnent, and the DCC subdo-
main is available for use through The American National Standards
Institute (ANSI). The British Standards Institute is the registration
authority for the 1 CD subdomain, and has registered four ID's for
the U S. Governnent: those used for GOSI P, DoD, OSINET, and the OSI

| mpl enentors Workshop. ANSI, as the U S. | SO Menber Body, is the
registration authority for the DCC donmain in the United States. (The
U S. Governnent is registered as an organi zati on by ANSI under the
DCC, and in turn, will register object identifiers and X 400 nanes
under this authority.)

Al GOSI P Version 2 NSAPs

GOsl P Version 2 makes avail able for government use an NSAP addressi ng
subdomain with a correspondi ng address format as illustrated in

Figure 2 on page 16. The ‘*47'’ signifies that it is based on the 1CD
format and uses a binary syntax for the DSP. The 0005 is an I D val ue
whi ch has been assigned to the U S. Governnent. Although GOSIP Version
2 NSAPs are intended primarily for U S. governnent use, requests from
non- gover nnent and non-U. S. organi zations will be considered on a
case- by-case basis.

The format for the DSP under |CD=0005 has been established by the
National Institute of Standards and Technol ogy (N ST), the authority
for the | CD=0005 donain, in GOSIP Version 2 [4] (see Figure 2

page 16). N ST has del egated the authority to register AAidentifiers
for GOSIP Version 2 NSAPs to the General Services Adm nistration
(GSA) .

Addendum 2 to 1S0348 all ows a maxi num |l ength of 20 octets for the
NSAP. The AFlI of 47 occupies one octet, and the ID of 0005 occupies
two octets. The DSP is encoded as binary as indicated by the AFl of
47. One octet is allocated for a DSP Format ldentifier, three octets
for an Adm nistrative Authority identifier, two octets for Routing
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Domain, two octets for Area, six octets for the SystemlIdentifier

and one octet for the NSAP selector. Note that two octets have been
reserved to accommodate future growh and to provi de additiona
flexibility for inter-domain routing. The | ast seven octets of the
GOSI P NSAP format are structured in accordance with DI S10589 [17], the
intra-domain IS 1S routing protocol. The DSP Format Identifier (DFI)
identifies the format of the remaining DSP structure and nay be used
in the future to identify additional DSP fornmats; the value 80h in the
DFI identifies the GOSIP Version 2 NSAP structure

The Adnministrative Authority identifier nanes the adm nistrative
authority which is responsible for registration within its domain.
The adninistrative authority may del egate the responsibility for
registering areas to the routing donmains, and the routing domai ns

may del egate the authority to register Systemldentifiers to the
areas. The main responsibility of a registration authority at any

| evel of the addressing hierarchy is to assure that nanes of entities
are unanbi guous, i.e., no tw entities have the sane nane. The
registration authority is also responsible for advertising the nanes.

A routing domain is a set of end systenms and internediate systens

whi ch operate according to the sanme routing procedures and is wholly
contained within a single adnmnistrative domain. An area uniquely
identifies a subdonain of the routing donmain. The systemidentifier
names a uni que systemw thin an area. The val ue of the system

field may be a physical address (SNPA) or a |logical value. Address
resol uti on between the NSAP and the SNPA may be acconplished by an ES-
IS protocol [13], locally adm nistered tables, or mapping functions.
The NSAP selector field identifies the end user of the network |ayer
service, i.e., a transport |ayer entity.

Al1l Application for Administrative Authority ldentifiers

The steps required for an agency to acquire an NSAP Administrative
Authority identifier under |1CD=0005 from GSA will be provided in the
updated GOSI P users’ guide for Version 2 [2] and are given bel ow.
Requests from non-governnent and non-U. S. organi zati ons shoul d
originate froma senior official, such as a vice-president or chief
operating officer
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* |dentify all end systens, internedi ate systens, subnetworks, and
their topol ogical and adm nistrative rel ationshi ps.

* Designate one individual (usually the agency head) within an
agency to authorize all registration requests fromthat agency
(NOTE: Al agency requests nust pass through this individual).

* Send a letter on agency |letterhead and signed by the agency head
to GSA

Tel econmuni cati ons Custoner Requirenments O fice
U S. General Services Administration

I nformati on Resource Managenent Service

O fice of Tel ecomunications Services

18th and F Streets, N W

Washi ngt on, DC 20405

Fax 202 208-5555

The letter should contain the follow ng information:
- Requestor’s Nane and Title,
- Organi zation,
- Postal Address,
- Tel ephone and Fax Nunbers,
- Electronic Mail Address(es), and,
- Reason Needed (one or two paragraphs expl ai ning the intended

use).

* | f accepted, GSA will send a return letter to the agency head
i ndicating the NSAP Administrative Authority identifier as-
signed, effective date of registration, and any other pertinent
i nformati on.

* |f rejected, GSA will send a letter to the agency head expl ai ni ng
the reason for rejection.

* Each Authority will administer its own subaddress space in

accordance with the procedures set forth by the GSA in Section
Al 2
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A 1.

*

2

The GSA will maintain, publicize, and dissenm nate the assigned
val ues of Administrative Authority identifiers unless specifically
requested by an agency not to do so.

CQui del i nes for NSAP Assi gnnent

Recomendat i ons whi ch should be foll owed by an admi ni strative
authority in maki ng NSAP assi gnments are given bel ow

The authority should deternine the degree of structure of the
DSP under its control. Further del egation of address assignment
authority (resulting in additional |evels of hierarchy in the
NSAP) may be desi red.

The aut hority should nake sure that portions of NSAPs that it
specifies are unique, current, and accurate.

The authority should ensure that procedures exist for dissemn -
nating NSAPs to routing donmains and to areas within each routing
donai n.

The systens adninistrator nust determ ne whether a logical or a
physi cal address should be used in the SystemlIdentifier field
(Figure2, page 16). An exanple of a physical address is a 48-bit
MAC address; a logical address is nerely a nunber that neets the
uni queness requirenents for the Systemldentifier field, but bears
no relationship to an address on a physi cal subnetwork.

The network address itself contains no routing information [15].
Information that enabl es next-hop determ nati on based on NSAPs
is gathered and nmi ntai ned by each internedi ate systemthrough
routing protocol exchanges.

GOSl P end systens and internediate systens in federal agencies
nmust be capable of routing information correctly to and from any
subdomai n defi ned by | S08348/ Addendum 2

An agency nmy request the assignnent of nore than one Adninistra-
tive Authority identifier. The particular use of each should be
speci fi ed.
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A 2 Data Country Code NSAPs

NSAPs fromthe Data Country Code (DCC) subdomain will also be comon
in the international Internet. Currently, there is a draft proposed
Anerican National Standard (dpANS) in the U S. for the DSP structure
under DCC=840 [1]. Subsequent to an upconming ANSI X3 Conmittee ballot,
the dpANS will be distributed for public comrent.

In the dpANS, the DSP structure is identical to that specified in
GOsI P Version 2, with the Administrative Authority identifier replaced
by the nunmeric formof the ANSI-regi stered organi zati on nane, as shown
in Figure 4.

Referring to Figure 4, when the value of the AFl is 39, the ID
denotes an | SO DCC and the abstract syntax of the DSP is binary
octets. The value of the IDI for the U S is 840, the three-digit
numeric code for the United States under |SO3166 [9]. The nuneric
form of organization nane is anal ogous to the Adnministrative Authority
identifier in the GOSIP Version 2 NSAP

I<-- _1DP_-->_|
'AFI Y TDl_ v <-- DSP --> !
| 39 ! 840 !DFl ! ORG !Rsvd !RD !Area_! ID_!Sel !
octets ! 1 12 11 173 12 1271 2 176 11 1

| DP Initial Domain Part

AFI Aut hority and Format |dentifier
| DI Initial Domain Identifier

DSP  Domain Specific Part

DFI DSP Format Identifier

ORG Organization Nane (nuneric form
Rsvd Reserved

RD Routing Domain Identifier

Area Area ldentifier

ID System I dentifier

SEL NSAP Sel ect or

Figure 4: NSAP format for DCC=840 as proposed in ANSI X3S3. 3.
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A2 1 Application for Numeric Organi zati on Name

The procedures for registration of nuneric organization nanes in

the U S. have been defined and are operational. To register a

nuneric organi zati on nane, the applicant nust submt a request for
registration and the $1,000 (U.S.) fee to the registration authority,
the Anerican National Standards Institute (ANSI). ANSI will register a
nuneric value, along with the information supplied for registration

in the registration database. The registration information will be
sent to the applicant within ten working days. The values for nuneric
organi zati on nanmes are assi gned begi nning at 113527.

The application formfor registering a nuneric organi zati on nane nay
be obtained fromthe ANSI Registration Coordinator at the follow ng
address:

Regi strati on Coordi nat or

American National Standards Institute
11 West 42nd Street

New Yor k, NY 10036

+1 212 642 4976 (tel)

+1 212 398 0023 (fax)

Once an organi zation has registered with ANSI, it becones a registra-
tion authority itself. In turn, it may delegate registration authority
to routing domains, and these nmay make further del egations, for in-
stance, fromrouting domains to areas. Again, the responsibilities of
each Registration Authority are to assure that NSAPs within the domain
are unanbi guous and to advertise them as applicable.

A3 Summary of Adninistrative Requirenents

NSAPs must be gl obally unique, and an organi zation nmay assure this
uni queness for OSI addresses in two ways. The organi zati on may

apply to GSA for an Administrative Authority identifier. Although
registration of Administrative Authority identifiers by GSA primarily
serves U S. Government agencies, requests for non-CGovernnent and
non-U. S. organi zations will be considered on a case-by-case basis
Alternatively, the organization may apply to ANSI for a nuneric
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organi zation nanme. In either case, the organi zati on becones the
registration authority for its domain and can register NSAPs or
del egate the authority to do so.

In the case of GOSIP Version 2 NSAPs, the conplete DSP structure is
given in GOSIP Version 2. For ANSI DCC- based NSAPs, there is a draft
proposed Anerican National Standard that specifies the DSP structure
under DCC=840. The dpANS specifies a DSP structure that is identical
to that specified in GOSIP Version 2.
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