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n ssi ng

Abstract

This RFC specifies an integrated routing protocol, based on the CsSl
Intra-Domain |1S-1S Routing Protocol, which may be used as an interior
gateway protocol (1GP) to support TCP/IP as well as OSI. This all ows
a single routing protocol to be used to support pure |IP environments,
pure OSI environments, and dual environnments. This specification was
devel oped by the IS-1S working group of the Internet Engineering Task
For ce.

The OSI |1S-1S protocol has reached a mature state, and is ready for
i npl enent ati on and operational use. The nost recent version of the
OSl 1S 1S protocol is contained in | SO DP 10589 [1]. The proposed
standard for using IS-IS for support of TCP/IP will therefore nake
use of this version (with a mnor bug correction, as discussed in
Annex B). W expect that future versions of this proposed standard
will upgrade to the final International Standard version of 1S IS
when avail abl e.

Conment s should be sent to "isis@rerit.edu"
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1 Introduction: Overview of the Protoco

The TCP/I P protocol suite has been growing in inportance as a multi-
vendor conmuni cations architecture. Wth the anticipated energence of
CSl, we expect coexistence of TCP/IP and GSI to continue for an
extended period of tinme. There is a critical need for routers to
support both IP traffic and OSlI traffic in parallel

There are two main nethods that are available for routing protocols
to support dual OSI and IP routers. One nethod, known as "Ships in
the Night", nmakes use of conpletely independent routing protocols for
each of the two protocol suites. This specification presents an

al ternat e approach, which nmakes use of a single integrated protoco
for interior routing (i.e., for calculating routes within a routing
domai n) for both protocol suites.

This integrated protocol design is based on the GSI Intra-domain IS
IS routing protocol [1], with | P-specific functions added. This RFC
is considered a conmpanion to the OSI |1S-1S Routing spec, and w ||
only describe the required additional features.

By supporting both IP and CSI traffic, this integrated protocol
design supports traffic to IP hosts, OSI end systens, and dual end
systens. This approach is "integrated" in the sense that the 1S 1S
protocol can be used to support pure-1P environnents, pure-CS|
environnents, and dual environnents. In addition, this approach

all ows interconnection of dual (IP and OSI) routing domains wth

ot her dual dormains, with IP-only domains, and with OSI-only domains.

The protocol specified here is based on the work of the IETF IS 1S
wor ki ng group.

1.1 What the Integrated 1S-1S offers

The integrated 1S-1S provides a single routing protocol which will
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si mul taneously provide an efficient routing protocol for TCP/IP, and
for OSI. This design nmakes use of the OSI IS 1S routing protocol
augnented with I P-specific information. This design provides explicit
support for |IP subnetting, variable subnet nmasks, TOS-based routing,
and external routing. There is provision for authentication

i nformation, including the use of passwords or other mechani sns. The
preci se formof authentication nechanisns (other than passwords) is
out side of the scope of this docunent.

Both OSI and | P packets are forwarded "as is" -- i.e., they are
transmtted directly over the underlying link |ayer services wthout
the need for nutual encapsulation. The integrated IS 1S is a dynamc
routing protocol, based on the SPF (Dijkstra) routing al gorithm

The protocol described in this specification allows for nixing of
I P-only, OSl-only, and dual (IP and OSI) routers, as defined bel ow

An I P-only IS-1Srouter (or "IP-only" router) is defined to be a
router which: (i) Uses IS 1S as the routing protocol for IP, as
specified in this report; and (ii) Does not otherw se support OCSl
protocol s. For exanple, such routers would not be able to forward OS
CLNP packets.

An OSl-only router is defined to be a router which uses IS-1S as the
routing protocol for OSI, as specified in [1]. Generally, OSl-only
routers may be expected to conformto OSI standards, and nay be

i mpl enent ed i ndependent of this specification

A dual 1S- 1S router (or "dual” router) is defined to be a router
which uses IS-1S as a single integrated routing protocol for both IP
and CSl, as specified in this report.

Thi s approach does not change the way that |P packets are handl ed.

| P-only and dual routers are required to conformto the requirenents
of Internet Gateways [4]. The integrated I1S-1S protocol described in
this report outlines an Interior Gateway Protocol (I1GP) which wll
provide routing within a TCP/IP routing donmain (i.e., autononous
system). Other aspects of router functionality (e.g., operation of

| CWP, ARP, EGP, etc.) are not affected by this proposal

Simlarly, this approach does not change the way that OSI packets are
handl ed. There will be no change at all to the contents nor to the
handl i ng of | SO 8473 Data packets and Error Reports, nor to | SO 9542
Redirects and ES Hellos. 1SO 9542 |S Hellos transnitted on LANs are
simlarly unchanged. 1SO 9542 IS Hellos transmitted on point-to-point
i nks are unchanged except for the addition of |IP-related
information. Simlarly, other OSI packets (specifically those
involved in the IS IS intra-domain routing protocol) renmain unchanged
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except for the addition of IP-related infornation.

Thi s approach nakes use of the existing 1S 1S packets, with IP-
specific fields added. Specifically: (i) authentication information
may be added to all IS 1S packets; (ii) the protocols supported by
each router, as well as each router’s |IP addresses, are specified in
SO 9542 IS Hello, 1S 1S Hello and Link State Packets; (iii)
internally reachable | P addresses are specified in all Link State
Packets; and (iv) externally reachable | P addresses, and external
routing protocol information, may be specified in level 2 Link State
Packets. The detail ed encoding and interpretation of this in
formation is specified in sections 3, 4, and 5 of this RFC

The protocol described in this report may be used to provide routing
inan IP-only routing domain, in which all routers are |P-only.
Simlarly, this protocol nmay be used to provide routing in a pure
dual domain, in which all routers are dual. Finally, this protoco

may be used to provide routing in a nixed donmain, in which sone
routers are |P-only, sone routers are OSl-only, and sone routers are
dual . The specific topological restrictions which apply in this
|atter case are described in detail in section 1.4 ("Support of M xed
Routing Domains"). The use of IS IS for support of pure OSI donains
is specified in [1].

This protocol specification does not constrain which network
managenent protocol (s) nay be used to nanage |S-1S-based routers
Managenent i nfornati on bases (M Bs) for nanaging |IP-only, OSI-only,
and dual routers, conpatible with CM P, CMOI, and/or SNMP, are the
subj ect of a separate, conpani on docunent [8].

1.2 Overview of the ISOIS-1S Protoco

The 1S-1S Routing Protocol has been developed in |1 SO to provide
routing for pure OSI environnents. In particular, 1S-1S is designed
to work in conjunction with |1 SO 8473 (The | SO Connecti onl ess Network
Layer Protocol [2]), and | SO 9542 (The I SO End Systemto Internediate
System Protocol [3]). This section briefly describes the manner in
which I1S-1Sis used to support pure OSI environments. Enhancenents
for support of IP and dual environnments are specified el sewhere in
this report.

In 1S 1S, the network is partitioned into "routing domains". The
boundari es of routing donains are defined by network managenent, by
setting sone links to be "exterior links". If alink is marked as
"exterior", no IS 1S routing messages are sent on that |ink

Currently, 1SO does not have a standard for inter-domain routing
(i.e., for routing between separate autononous routing donains).
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I nstead, nmanual configuration is used. The link is statically
configured with the set of address prefixes reachable via that |ink
and with the nmethod by which they can be reached (such as the DTE
address to be dialed to reach that address, or the fact that the DTE
address should be extracted fromthe IDP portion of the |ISO address).

OGSl IS 1S routing nmakes use of two-level hierarchical routing. A
routing domain is partitioned into areas. Level 1 routers know the
topology in their area, including all routers and end systens in
their area. However, level 1 routers do not know the identity of
routers or destinations outside of their area. Level 1 routers
forward all traffic for destinations outside of their area to a |l eve
2 router in their area. Sinmlarly, level 2 routers know the level 2
t opol ogy, and know whi ch addresses are reachabl e via each | evel 2
router. However, level 2 routers do not need to know the topol ogy
within any level 1 area, except to the extent that a level 2 router
may also be a level 1 router within a single area. Only level 2
routers can exchange data packets or routing information directly
with external routers |ocated outside of the routing domains.

o e e e o e e eeaoiaoo-- +
| | DP | DSP

oo e e e e e - +
T oo e Fomm e oo T +
| AFl | | DI | HODSP | I D | SEL |
R oo - o - oo R +

Figure 1 - 1SO Hierarchical Address Structure

As illustrated in figure 1, |1SO addresses are subdivided into the
Initial Domain Part (1DP), and the Domain Specific Part (DSP). The
IDP is the part which is standardized by |1SO and specifies the
format and authority responsible for assigning the rest of the
address. The DSP is assigned by whatever addressing authority is
specified by the IDP. The DSP is further subdivided into a "High
Order Part of DSP' (HO DSP), a systemidentifier (1D), and an NSAP
selector (SEL). The HO DSP may use any format desired by the
authority which is identified by the IDP. Together, the conbination
of [IDP, HODSP] identify both the routing domain and the area within
the routing donain. The conbi nation of [IDP, HO-DSP] may therefore be
referred to as the "Area Address"”

Usual ly, all nodes in an area have the sane area address. However,
sonetines an area might have multiple addresses. Motivations for
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allowing this are:

- It might be desirable to change the address of an area. The nost
graceful way of changing an area from having address A to having
address Bis to first allowit to have both addresses A and B, and
then after all nodes in the area have been nodified to recognize
bot h addresses, then one by one the nodes can be nodified to
"forget" address A

- It mght be desirable to nerge areas A and B into one area. The
met hod for acconplishing this is to, one by one, add know edge of
address B into the A partition, and sinilarly add know edge of
address Ainto the B partition

- It might be desirable to partition an area Cinto two areas, A
and B (where "A" might equal "C', in which case this exanple
becones one of renoving a portion of an area). This would be
acconpl i shed by first introducing know edge of address A into
the appropriate nodes (those destined to becone area A), and
know edge of address B into the appropriate nodes, and then one
by one renmoving know edge of address C

Since OSI addressing explicitly identifies the area, it is very easy
for level 1 routers to identify packets going to destinations outside
of their area, which need to be forwarded to |evel 2 routers.

In 1S 1S, there are two types of routers:

- Level 1 internmediate systens -- these nodes route based on the ID
portion of the | SO address. They route within an area. They
recogni ze, based on the destination address in a packet, whether
the destination is within the area. If so, they route towards
the destination. If not, they route to the nearest level 2 router

- Level 2 internediate systens -- these nodes route based on the area
address (i.e., on the conbination of [IDP, HODSP]). They route
towards areas, without regard to the internal structure of an area.
Alevel 2 1S my also be alevel 1 1S in one area.

Alevel 1 router will have the area portion of its address manually
configured. It will refuse to becone a neighbor with a node whose
area addresses do not overlap its area addresses. However, if level 1
router has area addresses A, B, and C, and a nei ghbor has area
addresses B and D, then the level 1 router will accept the other node
as a nei ghbor.

A level 2 router will accept another level 2 router as a neighbor
regardl ess of area address. However, if the area addresses do not
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overlap, the link would be considered by both routers to be "level 2
only", and only level 2 LSPs would flow on the link. External |inks
(to other routing domains) rmust be fromlevel 2 routers.

I S-1S provides an optional partition repair function. In the unlikely
case that a level 1 area becone partitioned, this function, if

i mpl enented, allows the partition to be repaired via use of level 2
routes.

IS-1Srequires that the set of level 2 routers be connected. Should
the | evel 2 backbone become partitioned, there is no provision for
use of level 1 links to repair a level 2 partition

In unusual cases, a single level 2 router nmay | ose connectivity to
the I evel 2 backbone. In this case the level 2 router will indicate
inits level 1 LSPs that it is not "attached", thereby allow ng | eve
1 routers inthe area to route traffic for outside of the domain to a
different level 2 router. Level 1 routers therefore route traffic to
destinations outside of their area only to |l evel 2 routers which
indicate in their level 1 LSPs that they are "attached"

An end system may aut oconfigure the area portion of its address by
extracting the area portion of a neighboring router’s address. If
this is the case, then an endnode will always accept a router as a
nei ghbor. Since the standard does not specify that the end system
MJUST autoconfigure its area address, an end system may be configured
with an area address. In this case the end systemwoul d ignore router
nei ghbors wi th non-nmat chi ng area addresses.

Special treatnent is necessary for broadcast subnetworks, such as
LANs. This solves two sets of issues: (i) In the absence of specia
treatnent, each router on the subnetwork would announce a link to
every other router on the subnetwork, resulting in n-squared |inks
reported; (ii) Again, in the absence of special treatnent, each
router on the LAN would report the same identical list of end systens
on the LAN, resulting in substantial duplication

These problens are avoi ded by use of a "pseudonode", which represents
the LAN. Each router on the LAN reports that it has a link to the
pseudonode (rather than reporting a link to every other router on the
LAN). One of the routers on the LANis elected "designated router”
The designated router then sends out an LSP on behal f of the
pseudonode, reporting links to all of the routers on the LAN. This
reduces the potential n-squared links to n links. In addition, only

t he pseudonode LSP includes the list of end systens on the LAN,
thereby elimnating the potential duplication (for further

i nformati on on designated routers and pseudonodes, see [1]).
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The 1S-1S provides for optional Quality of Service (Q0S) routing,
based on throughput (the default netric), delay, expense, or residua
error probability. This is described in greater detail in section
3.5, and in [1].

1.3 Overview of the Integrated 1S 1S

The integrated I1S-1S allows a single routing protocol to be used to
route both I P and OSI packets. This inplies that the sane two-Ieve
hierarchy will be used for both IP and OSI routing. Each area will be
specified to be either I1P-only (only IP traffic can be routed in that
particular area), OSl-only (only OSl traffic can be routed in that
area), or dual (both IP and CSI traffic can be routed in the area).

Thi s proposal does not allow for partial overlap of OSI and | P areas.
For exanple, if one area is OSl-only, and an other area is |P-only,
then it is not permissible to have sone routers be in both areas.
Simlarly, a single backbone is used for the routing donmain. There is
no provision for independent OSI and | P backbones

Similarly, within an I P-only or dual area, the anount of know edge
mai nt ai ned by routers about specific IP destinations will be as
simlar as possible as for OSI. For exanple, |IP-capable level 1
routers will maintain the topology within the area, and will be able
to route directly to IP destinations within the area. However, |P-
capable level 1 routers will not nmaintain information about
destinations outside of the area. Just as in normal OSI routing,
traffic to destinations outside of the area will be forwarded to the
nearest level 2 router. Since |IP routes to subnets, rather than to
specific end systens, IP routers will not need to keep nor distribute
lists of IP host identifiers (note that routes to hosts can be
announced by using a subnet nask of all ones).

The | P address structure allows networks to be partitioned into
subnets, and all ows subnets to be recursively subdivided into smaller
subnets. However, it is undesireable to require any specific

rel ati onship between I P subnet addresses and 1S-1S areas. For

exanple, in many cases, the dual routers may be installed into

exi sting environments, which already have assigned |IP and/or CS
addresses. In addition, even if |IP addresses are not already pre-
assigned, the address limtations of IP constrain what addresses may
be assigned. We therefore will not require any specific relationship
bet ween | P addresses and the area structure. The | P addresses can be
assigned conpletely independently of the OSI addresses and IS 1S area
structure. As will be described in section 3.2 ("Hierarchica

Abbrevi ation of I P Reachability Information"), greater efficiency and
scaling of the routing algorithmcan be achieved if there is sone
correspondence between the | P address assignnment structure and the
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area structure.

Wthin an area, level 1 routers exchange link state packets which
identify the I P addresses reachabl e by each router. Specifically,
zero or nore [|IP address, subnet mask, netric] conbinations may be
included in each Link State Packet. Each level 1 router is manually
configured with the [I P address, subnet nask, netric] conbinations
whi ch are reachable on each interface. Alevel 1 router routes as
fol | ows:

- If a specified destination address matches an [I P address, subnet
mask, netric] reachable within the area, the packet is routed via
| evel 1 routing.

- If a specified destination address does not match any [|P address,
subnet mask, netric] combination listed as reachable within the
area, the packet is routed towards the nearest level 2 router

Fl exi bl e use of the linmted |P address space is inportant in order to
cope with the anticipated growh of IP environnments. Thus an area
(and by inplication a routing dormain) may sinultaneously nake use of
a variety of different address masks for different subnets in the
area (or domain). Generally, if a specified destination address

mat ches nore than one [I P address, subnet nmask] pair, the nore
specific address is the one routed towards (the one with nore "1"
bits in the mask -- this is known as "best match" routing).

Level 2 routers include in their level 2 LSPs a conplete list of [IP
address, subnet mask, netric] specifying all |P addresses reachabl e
in their area. As described in section 3, this information may be
obtai ned froma conbination of the level 1 LSPs (obtained fromleve
1 routers in the sane area), and/or by manual configuration. In
addition, Level 2 routers may report external reachability

i nformati on, corresponding to addresses which can be reached via
routers in other routing domai ns (autononous systens)

Default routes may be announced by use of a subnet nmask contai ning
all zeroes. Default routes should be used with great care, since they
can result in "black holes". Default routes are permtted only at
level 2 as external routes (i.e., included in the "I P Externa
Reachability Information" field, as explained in sections 3 and 5).
Default routes are not permtted at level 1

The integrated |IS-1S provides optional Type of Service (TOS) routing,
t hrough use of the QOS feature fromIS-1S
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1.4 Support of M xed Routing Donai ns

The integrated |S-1S proposal specifically allows for three types of
routi ng domai ns:

- Pure IP
- Pure Osl
- Dual

In a pure P routing domain, all routers nmust be |P-capable. IP-only
routers may be freely mxed with dual routers. Sone fields
specifically related to OSI operation nay be included by dua

routers, and will be ignored by IP-only routers. Only IP traffic will
be routed in an pure IP domain. Any CSI traffic may be di scarded
(except for the 1S-1S packets necessary for operation of the routing
protocol ).

In a pure OSI routing domain, all routers must be OSl-capable. OSl-
only routers may be freely nmixed with dual routers. Sone fields
specifically related to | P operation may be included by dual routers,
and will be ignored by OSl-only routers. Only OSI traffic will be
routed in a pure OSI donmain. Any IP traffic nmay be discarded

In a dual routing domain, IP-only, OSl-only, and dual routers may be
m xed on a per-area basis. Specifically, each area may itself be
defined to be pure IP, pure CSI, or dual

In a pure P area within a dual donmain, |IP-only and dual routers may
be freely nixed. Only IP traffic can be routed by level 1 routing
within a pure-1P area.

In a pure-OSI area within a dual domain, OSl-only and dual routers
may be freely mxed. Only OSI traffic can be routed by level 1
routing within a pure OSlI area

In a dual area within a dual routing domain only dual routers may be
used. Both IP and OSl traffic can be routed within a dual area.

Wthin a dual domain, if both IP and OS|I traffic are to be routed
bet ween areas then all level 2 routers nust be dual

1.5 Advantages of Using Integrated IS-IS
Use of the integrated 1S-1S protocol, as a single protocol for

routing both IP and CSI packets in a dual environnent, has
si gnificant advantages over using separate protocols for
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i ndependently routing IP and CSI traffic

An alternative approach is known as "Ships In the Night" (S.1.N).
Wth the S.I.N approach, conpletely separate routing protocols are
used for IP and for CSI. For exanple, OSPF [5] may be used for
routing IP traffic, and 1S-1S [1] may be used for routing CSI
traffic. Wth S.I.N., the two routing protocols operate nore or |ess
i ndependently. However, dual routers will need to inplenent both
routing protocols, and therefore there will be sone degree of
conmpetition for resources.

Note that S.I.N and the integrated |IS-1S approach are not really
conpletely separate options. In particular, if the integrated 1S1S
is used within a routing domain for routing of 1P and OSI traffic, it
is still possible to use other independent routing protocols for
routi ng other protocol suites.

In the future, optional extensions to |IS-I1S may be defined for
routi ng ot her common protocol suites. However, such future options
are outside of the scope of this docunment. This section will conpare
integrated IS-1S and S.I.N for routing of IP and OSI only.

A primary advantage of the integrated 1S-1S relates to the network
managenent effort required. Since the integrated 1S-1S provides a
single routing protocol, within a single coordinated routing donain
using a single backbone, this inplies that there is I ess infornation
to configure. This conbined with a single coordinated MB sinplifies
net wor k managemnent .

Note that the operation of two routing protocols with the S.I.N
approach are not really independent, since they nust share comon
resources. However, with the integrated IS-1S, the interactions are
explicit, whereas with S.I.N., the interactions are inplicit. Since
the interactions are explicit, again it nay be easier to nmanage and
debug dual routers.

Anot her advantage of the integrated IS-I1Sis that, since it requires
only one routing protocol, it uses fewer resources. In particular

| ess inpl enentation resources are needed (since only one protoco
needs to be inplenented), | ess CPU and nenory resources are used in
the router (since only one protocol needs to be run), and |ess
network resources are used (since only one set of routing packets
need to be transnmitted). Prinmarily this translates into a financial
savi ngs, since each of these three types of resources cost nobney.
This inplies that dual routers based on the integrated IS-1S should
be | ess expensive to purchase and operate than dual routers based on
S.I.N
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Note that the operation of two routing protocols with the S.I.N
approach are not really independent, since they nust share comon
resources. For exanple, if one routing protocol becones unstable and
starts to use excessive resources, the other protocol is likely to
suffer. A bug in one protocol could crash the other. However, wth
the integrated 1S-1S, the interactions are explicit and are defined
into the protocol and software interactions. Wth S.1.N., the
interactions are inplicit.

The use of a single integrated routing protocol simlarly reduces the
likely frequency of software upgrades. Specifically, if you have two
different routing protocols in your router, then you have to upgrade
the software any tine EI THER of the protocols change. If you nake use
of a single integrated routing protocol, then software changes are
still likely to be needed, but less frequently.

Finally, routing protocols have significant real tinme requirenents.
In 1S 1S, these real tine requirenments have been explicitly
specified. In other routing protocols, these requirenments are
inmplicit. However, in all routing protocols, there are real tine
guar ant ees which nust be nmet in order to ensure correct operation. In

general, it is difficult enough to ensure conpliance with real tine
requirenents in the inplenentation of a single real tine system Wth
S.I.N., inplenentation of two sem -independent real-tinme protocols in

a single device makes this nore difficult.

Note that both integrated 1S-1S and S.1.N. allow for independence of
external routes (for traffic fromto outside of the routing domain),
and all ow for independent assignment of OSI and TCP/ 1P addresses.

2 Synbol s and Abbreviations

AA Admini strative Authority
(a three octet field in the GOSIP version 2.0 NSAP
address format)

AFI Authority and Format Identifier
(the first octet of all OSI NSAP addresses -- identifies
format of the rest of the address)

CLNP Connecti on-Less Network Protoco
(1 SO 8473, the Csl connectionl ess network | ayer protocol
-- very simlar to IP)

DFI DSP Format Identifier
(a one octet field in the GOSIP version 2.0 NSAP address
format)
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ES

ES-1S

IS 1S

IS-1S Hello

| SH

I SO

LSP

NLPI D

NSAP

SEL

Cal | on
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End System
(The CSI termfor a host)

End Systemto Internedi ate System Routei ng Exchange
Protocol (1SO 9542 -- OSI protocol between routers
and end systens)

I nternational Code Designator
(1 SO standard for identifying organizations)

I nt er net work Protoco
(an Internet Standard Network Layer Protocol)

I nternedi ate System
(The CSI termfor a router)

Internediate Systemto Internedi ate System Routeing
Exchange Prot ocol

(the 1SO protocol for routing within a single
routing domain)

An Hell o packet defined by the IS-IS protoco
(a type of packet used by the IS IS protocol)

An Hel |l o packet defined by |1SO 9542 (ES-1S protocol)
(not the sane as |S-1S Hello)

I nternational Organization for Standardization
(an international body which is authorized to wite
standards of many ki nds)

Li nk State Packet
(a type of packet used by the IS-IS protocol)

Net wor k Layer Protocol ID

1990

(A one-octet field identifying a network | ayer protocol)

Net wor k Servi ce Access Poi nt
(a conceptual interface point at which the network
service is made avail abl e)

NSAP Sel ect or
(the last octet of NSAP addresses, also called NSEL)

Open Systens | nterconnection
(an international standard protocol architecture)
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RD

SNPA

TCP

TCP/ I P
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Rout i ng Donai n
(the set of routers and end systenms using a single
i nstance of a routing protocol such as I1S-19)

Subnet wor k Poi nt of Attachment
(a conceptual interface at which a subnetwork service
i s provided)

Transmi ssion Control Protoco
(an Internet Standard Transport Layer Protocol)

The protocol suite based on TCP, IP, and rel ated
protocols (the Internet standard protoco
architecture)

3 Subnetwor k | ndependent Functions

3.1 Exchange of Routing Information

The exchange of routing informati on between routers makes use of the

nor nal

spec,

routi ng packet exchange as defined in the OSI IS 1S routing
with additional IP-specific information added to the 1S-1S

routi ng packets.

The 1S-1S protocol provides for the inclusion of variable |ength

fields in all

I S-1S packets. These fields are encoded using a "Code,

Length, Value" triplet, where the code and | ength are encoded in one

octet each,
octets).

and the value has the length specified (fromO0 to 254
IS-1Srequires that: "Any codes in a received PDU that are

not recognised are ignored and passed through unchanged". This
requirenent applies to all routers inplenenting IS-1S, including

Csl - onl vy,

| P-only, and dual routers. This allows |IP-specific

informati on to be encoded in a manner which OSl-only routers will

ignore, and also allows OSl-specific information to be encoded in a
manner which IP-only routers will ignore.
| P-capable (i.e., all IP-only and dual) routers need to know what

network | ayer protocols are supported by other routers in their area.
This information is nmade avail abl e by inclusion of a "protocols
supported"” field in all 1S-1S Hello and Link State Packets. This
field makes use of the NLPID (Network Layer Protocol Identifier),
which is a one-octet value assigned by I1SOto identify network | eve

pr ot ocol s.

NLPI D val ues have been assigned to | SO 8473 and to IP

| P-capabl e routers need to know the I P address of the adjacent
i nterface of neighboring routers. This is required for sending | CW
redirects (when an | P-capable router sends an ICVMP redirect to a

host ,

Cal | on
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the correct next-hop router). This infornmation is nade avail abl e by
inclusion of the IP interface address in the 1S-1S Hello packets.
Specifically, each IS-1S Hell o packet contains the |IP address(es) of
the interface over which the Hello is transmitted. The IS 1S all ows
multiple | P addresses to be assigned to each physical interface.

In sone cases, it will be useful for |IP-capable routers to be able to
deternmine an | P address(es) of all other routers at their |eve

(i.e., for level 1 routers: all other routers in their area; for

level 2 routers: all other level 2 routers in the routing domain).
This is useful whenever an |IP packet is to be sent to a router, such
as for encapsulation or for transn ssion of network nmanagenent
packets. This information is nade available by inclusion of IP
address in LSPs. Specifically, each IS-1S LSP includes one or nore IP
addresses of the router which transnits the LSP. An | P-capable router
is required to include at | east one of its IP addresses in its LSPs,
and may optionally include several or all of its |IP addresses. Were
a single router operates as both a level 1 and a level 2 router, it
is required to include the same | P address(es) inits level 1 and

| evel 2 LSPs.

| P-capabl e routers need to know, for any given |IP destination
address, the correct route to that destination. Specifically, level 1
routers need to know what | P addresses are reachable from each | eve
1 router in their area. In addition, level 1 routers need to find
level 2 routers (for traffic to | P addresses outside of their area).
Level 2 routers need to know what | P addresses are reachabl e
internally (either directly, or via level 1 routing) fromother |eve
2 routers, and what addresses are reachable externally from other
level 2 routers. Al of this information is nade avail abl e by

i nclusion of |IP reachable address information in the Link State
Packet s.

Internal (within the routing domain) and external (outside the
domai n) reachability information is announced separately in level 2
LSPs. Reachabl e | P addresses include a default netric, and nay
include multiple TOS-specific nmetrics. In general, for externa
routes, metrics may be of type "internal" (i.e., directly conparable
with internal nmetrics) or of type "external" (i.e., not conparable
with the internal netric). Aroute using internal netrics (i.e.

ei ther announced as "IP internal reachability information", or
announced as "I P external reachability information" with an interna
metric) is always preferred to a route using external netrics (i.e.
announced as "I P external reachability information", with an externa
metric).

The detail ed encoding of the IP-specific information included in
routing packets is provided in section 5 (Structure and Encodi ng of

Cal l on [ Page 16]



RFC 1195 Csl ISIS for | P and Dual Environnents Decenber 1990

PDUs) .
3.2 Hierarchical Abbreviation of IP Reachability Information

Level 2 routers include in their level 2 LSPs a list of all [IP
address, subnet mask, netric] conbinations reachable in their area.
In general, this information nay be determined fromthe |l evel 1 LSPs
fromall routers in the area. If we ignore resource constraints, then
it would be pernmissible for a level 2 router to sinply duplicate al

[ P address, subnet nmask, netric] entries fromall level 1 routers in
its area (with appropriate netric adjustnent), for inclusion inits

| evel 2 LSP. However, in order for hierarchical routing to scale to

| arge routing domain sizes, it is highly desired to abbreviate the
reachabl e address infornmation.

This is acconplished by manual configuration of summary addresses.
Each |l evel 2 router may be configured with one or nore [IP address,
subnet mask, netric] entries for announcenent in their level 2 LSPs.

The set of reachabl e addresses obtained fromlevel 1 LSPs is conpared
with the configured reachabl e addresses. Redundant i nfornmation
obtained fromlevel 1 LSPs is not included in level 2 LSPs. Cenerally
it is expected that the level 2 configured information will specify
nore inclusive addresses (corresponding to a subnet nask with fewer
bits set to 1). This will therefore allow one configured

addr ess/ submask pair (or a small nunber of such pairs) to

hi erarchi cally supercede the information corresponding to nmultiple
entries in level 1 LSPs.

The manual Iy configured addresses are included in level 2 LSPs only
if they correspond to at | east one address which is reachable in the
area. For manually configured |evel 2 addresses, the associated
nmetric values to announce in level 2 LSPs are al so nanual ly

configured. The configured addresses will supercede reachabl e address
entries fromlevel 1 LSPs based only on the I P address and subnet
mask -- metric values are not considered when determining if a given

configured address supercedes an address obtained froma level 1 LSP

Any address obtained froma level 1 LSP which is not superceded by
the manual ly configured information is included in the level 2 LSPs.
In this case, the netric value announced in the level 2 LSPs is
calculated fromthe sumof the netric value announced in the
corresponding level 1 LSP, plus the distance fromthe level 2 router
to the appropriate level 1 router. Note: If this sumresults in a
nmetric value greater than 63 (the maxi num val ue that can be reported
in level 2 LSPs), then the value 63 nust be used. Delay, expense, and
error netrics (i.e., those TOS nmetrics other than the default metric)
will be included only if (i) the level 2 router supports the specific
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TCS; (ii) the path fromthe level 2 router to the appropropriate
level 1 router is nmade up of |inks which support the specific TGCS;
and (iii) the level 1 router which can reach the address directly
al so supports the specific TOS for this route, as indicated inits
| evel 1 LSP.

In general, the sane [|IP address, subnet mask] pair may be announced
inlevel 1 LSPs sent by nultiple level 1 routers in the sane area. In
this case (assunming the entry is not superceded by a nanually
configured entry), then only one such entry shall be included in the
Il evel 2 LSP. The netric value(s) announced in |level 2 LSPs correspond
to the mininumof the nmetric value(s) that would be cal cul ated for
each of the level 1 LSP entries

Alevel 2 router will have | P addresses which are directly reachabl e
via its own interfaces. For purposes of inclusion of |IP reachable
address information in level 2 LSPs, these "directly reachable”
addresses are treated exactly the sanme as addresses received in | eve
1 LSPs.

Manual |y configured addresses may hierarchically supercede multiple
| evel 1 reachable address entries. However, there may be sone | P
addresses which match the manual |y configured addresses, but which
are not reachable via level 1 routing. If a level 2 router receives
an | P packet whose | P address natches a nmanual ly configured address
which it is including inits level 2 LSP, but which is not reachabl e
via level 1 routing in the area, then the packet nust be discarded.
In this case, an error report nmay be returned (as specified in RFC
1009), with the reason for discard specifying destination

unr eachabl e.

Figure 2 - An Exanpl e Routing Donmain (not shown)

An exanple is illustrated in figure 2. Suppose that the network
nunber for the entire routing domain is 17 (a class A network).
Suppose each area is assigned a subnet nunmber consisting of the next
8 bits. The area nay be further subdivided by assigning the next
eight bits to each LAN in the area, giving each a 24 bit subnet nask
(counting the network and subnet fields). Finally 8 bits are left for
the host field. Suppose that for a particular area (given subnet
nunber 17.133) there are a nunber of | P capable level 1 routers
announcing (in the special IP entry in their level 1 LSPs) subnets
17.133.5, 17.133.43, and 17.133.57.
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Suppose that in this exanple, in order to save space in |evel 2 LSPs,
the level 2 routers in this area are configured to announce subnet
17.133. Only this one address needs to be announced in |evel 2 LSPs.
Thus if an I P packet conmes along for an address in subnet 17.133.5,
17.133.43 or 17.133.57, then other level 2 routers, in other areas,
will know to pass the traffic to this area

The inclusion of 17.133 in level 2 LSPs neans that the three subnet
addresses starting with 17.133 do not all have to be listed
separately in level 2 LSPs.

If any traffic cones along that is for an unreachabl e address such as
17.133.124.7, then level 2 routers in other areas in this particular
domain will think that this area can handle this traffic, wll
forward traffic to level 2 routers in this area, which will have to
discard this traffic.

Suppose that subnet nunber 17.133.125 was actually reachable via sone
other area, such as the lower right hand area. In this case, the
level 2 router in the left area would be announcing (in its level 2
LSPs according to nmanually configured information) reachability to
subnet 17.133. However, the level 2 router in the lower right area
woul d be announcing (in its level 2 LSPs according to information
taken fromits received level 1 LSPs), reachability to subnet
17.133.125. Due to the use of best match routing, this works
correctly. Al traffic fromother areas destined to subnet 17.133.125
woul d be sent to the level 2 router in the lower right area, and al
other traffic to subnet 17.133 (i.e., traffic to any |IP address
starting with 17.133, but not starting with 17.133.125) woul d be sent
to the level 2 router in the |eftnost area.

3.3 Addressing Routers in IS-IS Packets

The 1S-1S packet formats explicitly require that OSl-styl e addresses
of routers appear in the 1S 1S packets. For exanple, these addresses
are used to deternine area nenbership of routers. It is therefore
necessary for all routers naking use of the IS-1S protocol to have
Sl styl e addresses assigned. For |P-only routers, these addresses
will be used only in the operation of the IS 1S protocol, and are not
used for any other purpose (such as the operation of EGP, |CW, or
other TCP/ 1P protocols).

For OSl-only and dual routers, assignnent of NSAP addresses is
straight forward, but is outside of the scope of this specification
Addr ess assi gnnent nechani sns are being set up by standards bodies
whi ch all ow gl obal |l y uni que OSI NSAP addresses to be assigned. Al
CSl-only and dual routers may therefore make use of normal CS
addresses in the operation of the IS-1S protocol
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For I P-only routers, there are two ways in which NSAP addresses nay
be obtained for use with the IS-1S protocol

1) For those environnents in which OSI is being used, or in which it
is anticipated that OSI will be used in the future, it is
permni ssible to obtain NSAP address assignnents in the nornal
manner, assign nornal NSAP addresses to | P-only routers, and use
t hese addresses in the operation of IS-1S. This approach is
reconmended even for pure IP routing domains, as it will sinplify
future mgration fromlIP-only to dual operation

2) In sone cases, routers nmay have only TCP/I P addresses, and it nmay
be undesireable to have to go through the nornmal nechani sns for
assi gnnent of NSAP addresses. Instead, an alternate nmechanimis
provi ded bel ow for algorithmically generating a valid CSlI style
address fromexisting | P address and aut ononbus system nunber
assi gnment s.

Where desired, for IP-only routers, for use in IS 1S packet fornats
only, OSl-style addresses (conpatible with the USA GOSIP version 2.0
NSAP address format [9]) may be derived as foll ows:

AFI 1 octet val ue "47" (specifies I1CD format)

| CD 2 octet val ue "00 05" (specifies Internet/ CGosip)
DFI 1 octet val ue "xx"

AA 3 octets val ue "xx xx xx" (specifies special

| P-only use of NSAPs)

Reserved 2 octets nust be "00 00"

RD 2 octets cont ai ns aut ononpbus syst em numnber
Area 2 octets nmust be assigned as descri bed bel ow
ID 6 octets nmust be assigned as descri bed bel ow
SEL 1 octet used as described bel ow

The AFlI val ue of "47" and the |ICD value of "00 05" specifies the
Cosip Version 2.0 addressing format. The DRl nunber of "xx" and the
AA of "xx xx xx" specify that this special NSAP address format is
bei ng used, solely for IS 1S packet formats in an |IP-only
environnment. The reserved field nust contain "00 00", as specified in
GOSl P version 2.0.
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The routing donmain field contains the Autononmous System nunber.
Strictly speaking, this is not necessary, since the |S-1S packets are
exchanged within a single AS only. However, inclusion of the AS
nunber in this address format will ensure correct operation in the
event that routers from separate routing domains/ASs are incorrectly
pl aced on the sane link. The AS nunber in this context is used only
for definition of unique NSAP addresses, and does not inply any
coupling with exterior routing protocols.

The Area field nust be assigned by the authority responsible for the
routi ng domai n, such that each area in the routing domain nmust have a
uni que Area val ue.

The 1D nust be assigned by the authority responsible for the routing
domai n. The I D nmust be assigned such that every router in the routing
domai n has a unique value. It is recommended that one of the

foll owi ng nethods is used:

1)use a unique | EEE 802 48 bit station ID
2)use the value hex "02 00" prepended to an | P address of the router
| EEE 802 addresses, if used, nust appear in | EEE canonical format.

Since the | EEE 802 station IDs are assigned to be globally unique,
use of these values clearly assures uniqueness in the area. Al so, al
assigned | EEE 802 station |IDs have the global/local bit set to zero.
Prepending the indicated pattern to the front of the |IP address
therefore assures that format (2) illustrated above cannot produce
addresses which collide with format (1). Finally, to the extent that

| P addresses are al so globally unique, format (2) will produce unique
I Ds for routers.

The indicated hex value is specified in | EEE 802 canonical form][10].
In | EEE 802 addresses, the multicast bit is the | east significant bit
of the first byte. The global/local bit is the next |east significant
bit of the first byte. The indicated prefix therefore sets the

gl obal /1 ocal bit to 1, and all other bits in the first two octets to
0.

Note that within an area, whether |SO addresses are configured into
the routers through | SO address assignnment, or whether the 1SOstyle
address is generated directly fromthe AS nunber and | P address, all
routers within an area nust have the sane high order part of address
(AFlI, 1CD, DFlI, AA, RD, and Area). This |ISO style address is used in
IS-1S Hell o nessages and is the basis by which routers recognize
whet her nei ghbor nodes are in or out of their area.
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3.4 External Links

Ext ernal connectivity (i.e., comunications with routers outside of
the routing domain) is done only by level 2 routers. The | SO version
of I1S-1S allows external OSI routes to be reported as "reachabl e
address prefixes" in level 2 LSPs. The integrated IS-1S also all ows
external | P reachable addresses (i.e., |P addresses reachable via
inter-domain routing) to be reported in level 2 LSPs in the "IP
external reachability information" field. External OSI and externa

| P routes are handl ed i ndependently.

The routes announced in I P external reachability infornmation entries
include all routes to outside of the routing domain. This includes
routes | earned from OSPF, EGP, RI P, or any other external protocol

External routes may make use of "internal" or "external" netrics.
Internal metrics are conparable with the nmetrics used for interna
routes. Thus in choosing between an internal route, and an externa
route using internal metrics, the nmetric values may be directly
conpared. In contrast, external netrics cannot be directly conpared
with internal metrics. Any route defined solely using interna
metrics is always preferred to any route defined using externa
metrics. When an external route using external metrics must be used,
the | owest value of the external netric is preferred regardl ess of
the internal cost to reach the appropriate exit point.

It is useful, in the operation of external routing protocols, to
provi de a nechani smfor border routers (i.e., routers in the same
routi ng domai n, which have the ability to route externally to other
domai ns) to determ ne each other’s existence, and to exchange
external information (in a formunderstood only by the border routers
t hensel ves). This is nmade possible by inclusion of "inter-domain
routing protocol information" fields in level 2 LSPs. The inter-
domain routing protocol information field is not included in
pseudonode LSPs.

In general there may be nultiple types of external inter-donain
routing protocol information exchanged between border routers. The
IS-1S therefore specifies that each occurance of the inter-donain
routing protocol information field include a "type" field, which

i ndicates the type of inter-domain routing protocol information
encl osed. Values to be used in the type field will be specified in
future versions of the "Assigned Nunbers" RFC. Initial values for
this field are specified in Annex A of this specification

Information contained in the inter-domain routing protoco

information field will be carried in level 2 LSPs, and will therefore
need to be stored by all level 2 routers in the donmamin. However, only
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those level 2 routers which are directly involved in external routing
will use this information. In designing the use of this field, it is
important to carefully consider the inplications that this nay have
on storage requirenments in level 2 routers (including those level 2
routers which are not directly involved in external routing).

The protocols used to exchange routing information directly between
border routers, and external routers (in other routing domains /
aut ononous systemns) are outside of the scope of this specification.

3.5 Type of Service Routing

The integrated |S-1S protocol provides |P Type of Service (TOS)
routing, through use of the Quality of Service (Q0S) feature of IS
IS. This allows for routing on the basis of throughput (the default
metric), delay, expense, or residual error probability. Note than any
particul ar packet may be routed on the basis of any one of these four
metrics. Routing on the basis of general conbinations of netrics is
not supported.

The support for TOS/QOS is optional. If a particular packet calls for
a specific TOS, and the correct path fromthe source to destination
is made up of routers all of which support that particular TGOS, then
the packet will be routed on the optinal path. However, if there is
no path fromthe source to destination nade up of routers which
support that particular type of service, then the packet will be
forwarded using the default nmetric instead. This allows for TCS
service in those environments where it is needed, while stil
provi di ng acceptable service in the case where an unsupported TCOS is
request ed.

NOTE - | P does not have a cost TOS. There is therefore no mapping of
I P TOS nmetrics which corresponds to the mninumcost netric.

The IP TOS field is mapped onto the four available nmetrics as
fol | ows:

Bits 0-2 (Precedence): This field does not affect the route, but
rather may affect other aspects of packet
f orwar di ng.

Bits 3 (Delay), 4 (Throughput) and 5 (Reliability):

000 (al'l normal) Use default netric
100 (1 ow del ay) Use delay netric
010 (hi gh throughput) Use default netric
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001 (high reliabiity) Use reliability metric
ot her Use default netric
3.6 Multiple LSPs and SNPs

In sone cases, |S-IS packets (specifically Link State Packets and
Conpl et e Sequence Nunber Packets) nmay be too large to fit into one
packet. The OSI 1S-1S[1] allows for LSPs and CSNPs to be split into
mul ti pl e packets. This is independent of |SO 8473 segnentation, and
is al so independent of IP fragnentation. Use of independent multiple
packets has the advantages (with respect to segnentation or
fragmentation) that: (i) when infornmation in the 1S-1S changes, only
t hose packets effected need to be re-issued; (ii) when a single
packet is received, it can be processed without the need to receive
all other packets of the sane type fromthe sanme router before

begi nni ng processing.

The Integrated |1S-1S nakes use of the sane nultiple packet function
as defined in [1]. IP-specific fields in |S-1S packets may be split
across nultiple packets. As specified in section 5 ("Structure and
Encodi ng of PDUs"), some of the IP-specific fields (those which may
be fairly long) may be split into several occurences of the sane
field, thereby allowing splitting of the fields across different
packets.

Mul tiple LSPs fromthe sanme router are distinguished by LSP nunber
Ceneral ly, nost variable Iength fields may occur in an LSP with any
LSP number. Some specific variable length fields may be required to
occur in LSP nunber 0. Except where explicitly stated otherw se, when
an | S-1S router issues nmultiple LSPs, the | P-specific fields may
occur in an LSP with any LSP nunber.

Conpl et e Sequence Nunber Packets may be split into nultiple packets,
with the range to which each packet applies explicitly reported in
the packet. Partial Sequence Nunber Packets are inherently partial
and so can easily be split into nultiple packets if this is
necessary. Again, where applicable, IP-specific fields may occur in
any SNP.

3.7 IP-Only Operation
For IP-only routers, the format for |S-1S packets renmai ns unchanged.

However, there are sone variable length fields fromthe |IS-1S packets
that can be onitted. Specifically:
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I S-1S Hel l o Packets:
- no change

I S-1S Link State Packets:
- the "End Systens Nei ghbours" entries are onitted
- the "Prefix Neighbours" entries are onitted

I S-1S Sequence Nunber Packets:
- no change

3.8 Encapsul ati on

Future versions of the Integated IS-1S nay specify optiona
encapsul ati on nechanisns for partition repair, and for forwarding
packets through inconpatible routers (i.e., for forwarding OS|
packets through IP-only routers, and forwarding | P packets through
CSl-only routers). The details of encapsul ati on and decapsul ation are
for further study. Routers conplying with the Integrated IS-IS are
not required to inplement encapsul ati on nor decapsul ati on

3.9 Authentication

The authentication field allows each IS-1S packet to contain

i nformati on used to authenticate the originator and/or contents of
the packet. The authentication information contained in each packet
is used to authenticate the entire packet, including CSI and IP
parts. If a packet is received which contains invalid authentication
information, then the entire packet is discarded. If an LSP or SNP is
split into multiple packets (as described in section 3.6), then each
i s aut henticated i ndependently.

Use of the authentication field is optional. Routers are not required
to be able to interpret authentication information. As with other
fields in the integrated IS-IS, if a router does not inplenent

aut hentication then it will ignore any authentication field that may
be present in an I S-1S packet.

Annex D specifies a proposed use of the authentication field.
3.10 Order of Preference of Routes / Dijkstra Conputation
We define the term"IP reachability entry" to nmean the conbi nation of

the [I P address, subnet nask]. The Dijkstra cal cul ati on nust
calculate routes to each distinct IP reachability entry. For the
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Dijkstra calculation, each IP reachability entry can be treated in
much the sane manner as an OSI end system Naturally, each IP
reachability entry is treated as distinct fromany OSI end systens
whi ch may al so be reachable in the sane area or routing donain.

For any particular |IP reachability entry, this is the sane as another
entry if and only if: (i) the subnet nmasks are identical; and (ii)
for each bit in the subnet mask which has the value "1", the IP
address is identical. This can easily be tested by zeroing those bits
in the | P address which correspond to a zero bit in the mask, and
then treating the entry as a 64 bit quantity, and testing for

equal ity between different 64 bit quantities. The actual calcul ation
of routes to IP reachability entries is therefore no nore conpl ex
than cal cul ation of routes to OSI end systens (except for the
replacenent of a 48-bit test with a 64-bit test).

The Dijkstra conputation does not take into consideration whether a
router is IP-only, OSl-only, or dual. The topological restrictions
specified in section 1.4 ensure that | P packets will only be sent via
| P-capabl e routers, and OSI packets will only be sent via OSl-capable
routers.

The Integrated I1S-1S prefers routes within the area (via level 1
routi ng) whenever possible. If level 2 routes nust be used, then
routes within the routing donain (specifically, those routes using
internal nmetrics) are prefered to routes outside of the routing
domai n (using external netrics).

The Integrated 1S-1S protocol makes use of "best match" routing of IP
packets. This inplies that a particular destination address nmay match
nore than one entry in the forwardi ng database. |f a particular IP
packet has a destination address which nmatches two different |IP
reachability entries, then the entry who's mask contains the nost "1"
bits is preferred.

| P packets whose destination is a router are routed the sane way as
any other | P packet, by forwarding first to the appropriate subnet,
and then forwarding on that subnet to the destination host (which
just happens to be a router in this case). In particular, the IP
forwardi ng dat abase does not contain explicit routes to the

i ndividual "IP interface addresses” listed by each router inits LSP

However, host routes (routes with a subnet nmask of all ones) may of
course be included in the IP reachability entries, and will be
handl ed in the sane nanner as other |IP reachability entries.

In order to ensure correct interoperation of different router
i npl enentations, it is necessary to specify the order of preference

Cal l on [ Page 26]



RFC 1195 Csl ISIS for | P and Dual Environnents Decenber 1990

of possible routes. For OSI destinations, this is outside of the
scope of this report. For |IP destinations, this is specified in
section 3.10.1 and 3.10.2 bel ow. Annex C specifies a detailed
Dijkstra calculation and forwarding algorithmwhich is conpatible
with the order of preference of routes specified here.

Wth IS-IS, if aroute to a given destination is advertised, or a
link between routers is advertised, then netric val ues associ at ed
with some or all of the specified TOS netric types nmay be associ at ed
with that destination or Iink. However, the default netric nust

al ways be available. Normally this ensures that if a route using any
TOS netric is available, then a route using the default nmetric wll

al so be available. The only exception to this is where the
correspondi ng route using the default netric has a total cost (within
the area, or within the |l evel 2 backbone) greater than MaxPathMetri c.

In determining the route to a particular destination for a specified
TGOS, only routes using either the requested TOS netric, or the
default TOS nmetric, are considered

3.10.1 Order of Preference of Routes In Level 1 Routing

If a given destination is reachable within an area via a route using
either the requested TOS or the default TGOS, then the 1S 1S wll

al ways nake use of a path within the area (via level 1 routing),
regardl ess of whether an alternate path exists outside of the area
(via level 2 routing). In this case, routes within the area are

sel ected as foll ows:

1) Anongst routes in the area, if the specified destination
address matches nore than one [I P address, subnet nmask] pair,
then the nore specific address match (the one with nore "1"
bits in the mask) is prefered

2) Anongst routes in the area to equally specific address
mat ches, routes on which the requested TCS (if any) is
supported are always prefered to routes on which the
requested TOS i s not supported

3) Anobngst routes in the area of the same TCS to equally
speci fic address matches, the shortest routes are prefered.
For deternmination of the shortest path, if a route on which
the specified TOS is supported is avail able, then the
specified TOS netric is used, otherwi se the default metric
is used. Anpbngst routes of equal cost, load splitting may
be performed as specified in [1].

For a level 1 only router (i.e., a router which does not take part in
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level 2 routing, or a level 2 router which is not "attached"), if a
gi ven destination is not reachable within an area, level 1 routing
will always route to a level 2 router as follows:

1) Anongst routes in the area to attached level 2 routers,
routes on which the requested TCS (if any) is supported
are always prefered to routes on which the requested TGS
is not supported.

2) Anongst routes in the area of the same TCS to attached
level 2 routers, the shortest routes are prefered. For
determ nati on of the shortest path, if a route on which
the specified TOS is supported is avail able, then the
specified TOS netric is used, otherw se the default
metric is used. Anongst routes of equal cost,
| oadsplitting may be performed as specified in [1].

3.10.2 Order of Preference of Routes in Level 2 Routing

For those level 2 routers which also take part in level 1 routing,
routes learned via level 1 routing, using either the requested TOS or
the default TOS, are always prefered to routes |earned through | eve
2 routing. For destinations which are not reachable via level 1
routing, or for level 2 only routers (routers which do not take part
inlevel 1 routing), then level 2 routes are selected as foll ows:

1) Routes using internal netrics only are always preferred
to routes using external netrics.

2) If aroute using internal nmetrics only is avail able:

a) If the specified destination address matches nore
than one [I P address, subnet nmask] pair, then the nore
specific address match (i.e., the largest nunber of
"1"s present in the subnet mask) is prefered.

b) Anongst routes with equally specific address matches
(i.e., an equal number of "1"s present in the subnet
mask), routes on which the requested TOS (if any) is
supported are always preferred to routes on which the
requested TOS i s not support ed.

c) Anobngst routes of the sane TOS with an equally specific
address matches, the shortest path is prefered. For
determi nation of the shortest path, if a route on which
the specified TOS is supported is avail able, then the
specified TOS netric is used, otherw se the default
metric is used. Anopngst routes of equal cost,
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| oadsplitting nmay be perforned as specified in [1].

NOTE: Internal routes (routes to destinations announced
inthe "IP Internal Reachability Information" field),
and external routes using internal netrics (routes to
destinations announced in the "I P External Reachability
Information" field, with a netric of type "internal")
are treated identically for the purpose of the order of
preference of routes, and the Dijkstra cal cul ation

a route using internal nmetrics only is not avail abl e,

but a route using external netrics is avail able:

a)

b)

| evel

If the specified destination address matches nore than
one [I P address, subnet mask] pair, then the nore
specific address match is prefered.

NOTE: For external routes, the subnet nmask will nornmally
correspond precisely to the network nunber. This inplies
that this test will always discover equal |ength nmatching
strings. However, this test is included to allow future
mgration to nore general handling of external addresses.

Anongst routes with equally specific matches, routes on
whi ch the requested TOS (if any) is supported are al ways
preferred to routes on which the requested TOS is not
supported. NOTE: for external routes, the route is
considered to support the requested TOS only if the
internal route to the appropriate border router

supports the requested TOS, and the external route
reported by the border router also supports the
requested TOCS.

Anongst routes of the sane TOS with an equal |ength
mat chi ng address string, the shortest path is prefered.
For deternination of the shortest path:

(i) Routes with a smaller announced external metric
are al ways prefered.

(ii) Anmongst routes with an equal external netric,
routes with a shorter internal netric are prefered.
Anongst routes of equal cost, |oadsplitting may be
performed as specified in [1].

addresses in their level 2 LSPs, in sone cases there will exist

addresses which match the nmanual | y configured addresses,
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not match any addresses which are actually reachable via level 1
routing in the area. Generally, packets to such addresses are handl ed
according to the follow ng rules:

1) If the specified destination is reachable via level 1 routing,
then according to the order of preference of routes specified
above, the packet will be delivered via level 1 routing.

2) If the specified destination is not reachable via level 1 routing,
but is reachable via 2 routing, and there are other |level 2
routers which offer nore desireable routes according to the
rul es specified above (for exanple a route with a nore specific
match, or a route with an equally specific match which supports
the correct TOS), then level 2 routing will forward the packet
according to the nore desireable route.

3) If the specified destination is not reachable via |level 1 routing,
and the manual |y configured sunmary address advertised by this
router (the router which has received the packet and is trying
to forward it) represents the nost desireable route, then the
destination is unreachabl e and the packet must be discarded.

4 Subnetwor k Dependent Functi ons
4.1 Link Denultiplexing

Dual routers may receive a conbination of OSI packets, and IP
packets. It is necessary for the dual routers to be able to clearly
and unanbi guously distinguish the two protocol suites.

This problemis not unique to the integrated I1S-1S routing protocol
In fact, this problemw Il occur in any multi-protocol environnent.
This problemis currently being worked on independently, and is

out side of the scope of this specification

In general, the link type is a configuration paraneter. For exanpl e,
whet her to use PPP, HDLC, or sone other point-to-point protocol over
a point-to-point link would be configured. For any particular |ink
type, a nethod nust be defined for encapsulation of both OSI and IP
packets. Definition of such nethods for common link types is outside
of the scope of this specification

| P packets are encapsul ated directly over the underlying |link |ayer
service, using the normal nethod for transnssion of |P packets over
each type of link. Simlarly OSI packets are encapsul ated directly
over the underlying link |ayer service, using the normal nethod for
transm ssion of OSI packets over each type of link. Finally, note
that 1S-1S packets are encapsul ated using the nornal nethod for
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transm ssion of OSI packets over any particular link type. This

inplies that all IS-I1S routers, including IP-only routers, nust be
able to receive | S-1S packets using the nornmal encapsul ation for OS
packets.

4.2 Multiple I P Addresses per Interface

The integrated 1S-1S allows each router to have nmultiple I P addresses
for each physical interface, up to the maxi nrum nunber which nmay be
contained in a single "IP Interface Address" field (i.e., up to a
maxi mum of 63 addresses per interface). For exanple, where there are
two | ogi cal subnets on the sane LAN, the interface may have two I P
addresses, one corresponding to each |ogical subnet. Each IS-IS Hello
packet contains a list of |IP addresses associated with the physica
interface over which the Hello is transmtted.

It is permssible to inplenent routers which conformto the
Integrated 1S-1S specification which restrict the nunber of IP
addresses per interface. However, |P-capable routers nust be able to
interact correctly with other routers which assign nultiple IP
addresses per physical interface (up to the maxi num of 63 addresses
per interface).

Where appropriate (for exanple, in sone cases on point-to-point
links), sone interfaces nmay have no | P addresses assigned. In this
case, the IS-IS Hello transnitted on that interface may onit the IP
Interface Address field, or may include the IP Interface Address
field with zero entries.

4.3 LANs, Designated Routers, and Pseudonodes

The mai ntenance of designated routers and pseudonodes is specified in
[1], and is not changed by this proposal. In the case that I P-only
and dual routers (or OSl-only and dual routers) are mixed on the same
LAN in a pure IP area (or a pure OSI area, respectively), any router
on the LAN may be el ected designated router

However, there is a fundanental difference in the way that OSI and
TCP/ 1P deal with LANs, and other broadcast subnetworKks.

Wth OSI, the use of the ES-1S protocol (1SO 9542) allows the end
systens and routers to automatically deternine their connectivity,
thereby allowing all end systens on the LAN to potentially route via
any of the routers on the LAN

In contract, TCP/IP explictly assigns subnet identifiers to each

| ocal area network. In sone cases, a single physical LAN could have
nmul tiple subnet identifiers assigned to it. In this case, end systens
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(hosts) which have an address on one | ogical subnet are explicitly
precluded from sending | P packets directly to a router whose address
places it on a different |ogical subnet. Each router is manually
configured to know which subnets it can reach on each interface. In
the case that there are nultiple |ogical subnets on the sane LAN,
each router can only exchange | P packets with those end systens which
are on the sane |logical subnet. This inplies that it is not
sufficient for the pseudonode LSP to announce all subnets on the LAN
(i.e., all [IP address, subnet nask] pairs reachable on the LAN)

It is therefore necessary for each router to announce in its LSPs
those subnets which it can reach on each interface, including
interfaces to broadcast subnetworks such as LANs. The pseudonode LSP
does not specify the | P addresses which are reachable on the LAN
(i.e., does not contain the the IP reachability field).

As specified el sewhere (see the forthcom ng update to the
"Requirenents of |IP Gateways" [4]), routers nmay send ICVWP redirects
only if: (i) the IP packet is being forwarded over the sane physica
interface over which it arrived; and (ii) the source address of the
forwarded | P packet, the IP address of this router’s interface (as

i ndi cated by the source address of the ICWMP redirect), and the IP
address of the router to which the packet is being redirected (again,
as indicated in the ICMP redirect) are all on the sanme | P subnet.

4.4 Mai ntai ni ng Router Adjacencies

The 1S-1S determ nes whet her an adjacency is to be established

bet ween two routers using neans which are i ndependent of the IP
interface addresses of the routers. Were nultiple |ogical subnets
occur on the same physical LAN, this potentially allows adjacencies
to be brought up between two routers which share physica
connectivity to each other, but which don’t have a |ogical subnet in
common. | P-capable IS- 1S routers therefore nust be able to forward IP
packets over existing adjacencies to routers with which they share
physi cal connectivity, even when the I P address of the adjacent
interface of the neighboring router is on a different logical IP
subnet .

For point-to-point links, IS 1S requires exchange of |SO 9542 | SHs,
as the first step in establishing the Iink between routers. Al 1S1S
routers are therefore required to transnit and receive | SO 9542 | SH
packets on point-to-point |inks.

The "protocols supported” field (defined in section 5 bel ow) nust be
present in all IS 1S Hello packets sent by dual and IP-only routers.
If this field is mssing, then it is assuned that the packet was
transmitted by an OSl-only router. Simlarly, those 9542 | SHs sent
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over point-to-point links, where there is (or nay be) another 1S 1S
router at the other end of the point-to-point |ink, mnmust also
contains the "protocols supported" field. Note that if this field is
m stakenly sent in a 9542 | SH where there is an ordinary OSl-only End
System at the other end of the link, then (in accordance to | SO 9542)
the End Systemis required to ignore the field and interpret the | SH
correctly. It is therefore safe to always include this field in |ISHs
sent over point-to-point |inks.

Dual routers nust operate in a dual fashion on every link in the
routi ng domai n over which they are running IS-1S. Thus, the value of
the "protocols supported" field nust be identical on every link
(i.e., for any one router running 1S-1S, all of the Hell os and LSPs
transmitted by it nmust contain the sane "protocols supported"

val ues).

4.5 Forwarding to I nconpati ble Routers

There nay be tinmes when a dual router has to forward an | P packet to
an CSl-only router, or forward an OSI packet to an IP-only router. In
this case the packet nust be discarded. An error report nmay be
transmtted, in accordance with the IP or |SO 8473 specification
(respectively). The reason for discard specified in the error report
shoul d specify "destination host unreachable" (for 1P), or
"destination unreachable" (for QOSl).

Simlarly, due to errors, in some cases an |IP-only router may have to
forward an | P packet to an OSl-only router. Again, the packet mnust be
di scarded, as specified above. This may only occur if IP-only and
CSl-only routers occur in the sanme area, which is a configuration
error.

5 Structure and Encodi ng of PDUs

This clause describes the additional packet fields for use of the |ISO
IS-1S Intra-Domain Routing protocol in pure |IP and dual environnents.
Specifically, the sane packet types are used as in IS 1S [1], and all
fixed fields remain the same. Additional variable length fields are
defined in this section.

5.1 Overview of IS-1S PDUs
The packets used in IS-1S routing protocol fall into three nain
classes: (i) Hello Packets; (ii) Link State Packets (LSPs); and (iii)
Sequence Nunber Packets (SNPs).

Hel | o packets are used to initialize and maintain adjacencies between
nei ghboring routers. There are three types of IS-1S Hello packets:
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(i) "Level 1 LANISto IS Hello PDUs" are used by level 1 routers on
broadcast LANs. (ii) "Level 2 LANIS to IS Hello PDUs" are used by

I evel 2 routers on broadcast LANs. (iii) "Point-to-Point ISto IS
Hel | o PDUs" are used on non-broadcast mnedia, such as point-to-point

I inks, or general topology subnetworks.

On point-to-point links, the exchange of 1SO 9542 |SHs (internediate
systemHellos) is used to initialize the Iink, and to all ow each
router to know if there is a router on the other end of the link
before IS-1S Hell os are exchanged. Al routers inplenenting 1S1S
(whether IP-only, OSl-only, or dual), if they have any interfaces on
point-to-point links, nust therefore be able to transnit | SO 9542

| SHs on their point-to-point |inks.

Li nk State Packets (LSPs) are used to exchange link state

i nformation. There are two types of LSPs: (i) "Level 1 Link State
PDUs" are transmitted by level 1 routers. (ii) "Level 2 Link State
PDUs" are transmitted by level 2 routers. Note that level 2 routers
will, in nost cases, also be level 1 routers, and will therefore
transmt both sorts of LSPs.

Sequence nunber PDUs are used to ensure that neighboring routers have
the sane notion of what is the nost recent LSP from each other

router. The sequence nunber PDUs therefore serve a simlar function
to acknowl edgenent packets, but allow nore efficient operation. There
are four types of sequence number packets: (i) "Level 1 Conplete
Sequence Numbers PDU'; (ii) "Level 2 Conplete Sequence Nunbers PDU'
(iii) "Level 1 Partial Sequence Nunmbers PDU'; and (iv) "Level 2
Partial Sequence Numbers PDU'. A partial sequence nunber packet lists
the nost recent sequence nunber of one or nore LSPs, and operates
much |i ke an acknow egenent. A partial sequence nunber packet differs
froman conventional acknow edgenent in the sense that it may

acknow ege nultiple LSPs at once, and in the sense that it may act as
a request for information. A conplete sequence nunber packet contains
the nost recent sequence nunber of all LSPs in the database. A
conpl et e sequence nunber packet may therefore be used to ensure
synchroni zati on of the database between adjacent routers either
periodically, or when a link first comes up.

5.2 Overview of IP-Specific Information for 1S-1S
There are six new fields defined for the Integrated IS-IS: (i)
"Protocols Supported"; (ii) "IP Interface Address"; (iii)
"Aut hentication Information"; (iv) "IP Internal Reachability
Information"; (v) "IP External Reachability Information"; and (vi)
"Inter-Domai n Routing Protocol |nformation"

The "Protocols Supported" field identifies the protocols which are
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supported by each router. This field nmust be included in all IS IS
Hell o packets and all LSPs with LSP nunber O transnitted by |P-
capable routers. If this field is not included in an IS-IS Hello
packet or an LSP with LSP nunber O, it may be assumed that the packet
was transmitted by an OSl-only router. The "Protocols Supported"
field nust also be included in | SO 9542 | SHs send by | P-capabl e
routers over point-to-point links to other IS-1S routers.

The "IP Interface Address" is included in all 1S-1S Hell o packets and
LSPs transmitted by IP-only and dual routers. In the Hello packets,
this field occurs once only, and contains the I P address(es) of the
interface on which the Hello packet is transnmtted (up to a nmaxi num
of 63 I P addresses on each interface). If an IS-IS Hello is
transmtted over an interface which does not have an | P address
assigned, then this field may be onitted, or may be included with
zero entries. In Link State Packets, this field contains a list of
one or nore | P addresses corresponding to one or nore interfaces of
the router which originates the LSP. Each | P-capabl e router nust
include this field inits LSPs. This field may occur multiple tines
in an LSP, and may occur in an LSP with any LSP nunber.

The "Aut hentication Information" field is optional in all 1S 1S PDUs.
If used, it contains information used to authenticate the packet. Al

I S-1S packets (including 9542 |S Hellos) may be aut henticated by use
of this field.

The "I P Internal Reachability Information" field nay be present in
all LSPs transmitted by |IP-capable routers. If present, it identifies
alist of zero or nore [IP address, subnet nask, netrics] reachabl e
by the router which originates the LSP. Each entry nust contain a
default netric, and nmay contain delay, expense, and error netrics. If
an | P-capabl e router does not directly reach any | P addresses, then
it my omit this field, or may include the field with zero [IP
address, subnet mask, netrics] entries. If included in level 1 LSPs,
this field includes only entries directly reachable by the router
which originates the LSP, via one of its interfaces. If included in
level 2 LSPs, this field includes only entries reachable by the
router which originates the LSP, either via one of its interfaces, or
indirectly via level 1 routing. This field may occur nultiple tines
in an LSP, and may occur in an LSP with any LSP nunber.

The "I P External Reachability Information" field nay be present in
level 2 LSPs transnitted by level 2 |IP-capable routers. |If present,

it identifies a list of zero or nore [IP address, subnet nask,
nmetrics] entries reachable by the router which originates the |evel 2
LSP. Each entry nust contain a default netric, and may contain del ay,
expense, and error netrics. Each entry may contain netrics of type
"internal", or of type "external". If a level 2 router does not have
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any external routes (via neighboring routers in other routing

domai ns), when it may onmit this field, or may include the field with
zero entries. This field includes only entries reachable by the
router which originates the LSP, via a direct link to an externa
router. This field may occur multiple tinmes in a level 2 LSP, and may
occur in an LSP with any LSP nunber.

The "Inter-Domain Routing Protocol Infornmation" field nmay be present
in level 2 LSPs transnitted by level 2 |IP-capable routers. This field
is transmtted for the conveni ence of the external routing protocol
and is not used by the 1S-1S. For exanple, this may be used to all ow
border routers to find each other. This field may occur multiple
times in a level 2 LSP, and may occur in an LSP with any LSP nunber.

The DP 10589 version of the OSI |S-1S does not currently all ow
addition of TLV-encoded variable Iength fields to Sequence Nunber
Packets. However, this is being corrected in future versions of
10589. In addition, this is expected to be the only correction to
future versions of 10589 that is not backward-conpatible with the DP
version. The Integrated |S-1S therefore nmakes use of a corrected
versi on of DP 10589, such that the encoding of SNPs has been fixed.
The correct encodi ng of sequence nunber packets (as is expected to
appear in future versions of |1SO 10589) is given in Annex B of this
speci fication.

Al IP-specific information is encoded in IS IS packets as variable
length fields. Al variable Iength fields in IS 1S are encoded as
fol | ows:

No. of Cctets

o o e e ee oo +

| CODE | 1

o e e e ee e +

| LENGTH | 1

e e e e e eeeao s +

| VALUE | LENGTH
o o ee oo +

Figure 3 - Encoding of Variable Length Fields

Any codes in a received PDU that are not recogni sed shall be ignored
and, for those packets which are forwarded (specifically Link State
Packets), passed on unchanged.

In general, an IS-1S PDU may contain nultiple variable length fields,
some of which contain OSl-specific information (specified in [1]) and
some of which contain IP-specific information (specified bel ow).
Except where explicitly stated otherw se, these variable length
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fields may occur in any order.
5.3 Encoding of |IP-Specific Fields in IS 1S PDUs

This section specifies the detailed encoding of all IP-specific
fields in IS-1S PDUs. Were a particular field may be present in nore
than one type of PDU, the field is repeated for each type of PDU to
which it applies.

Bit and octet nunbering is the sanme as in [1]. In particular, octets
in a PDU are nunbered starting from1, in increasing order. Bits in
an octet are nunbered from1l to 8, where bit 1 is the |east
significant bit and is pictured on the right. Wen consecutive octets
are used to represent a nunber, the | ower octet nunber has the nost
significant val ue.

5.3.1 Level 1 LANISto IS Hello PDU
- Additional codes for |P support are:

7 Protocols Supported -- the set Network Layer Protocol ldentifiers
for Network Layer protocols that this Internediate Systemis
capabl e of relaying

x CODE - 129

X LENGTH - total length of the value field (one octet per
prot ocol supported).

X VALUE - one octet NLPID (as assigned by | SO TR 9577) for
each supported data protocol
No. of Cctets

o e e e e e e +
| NLPI D | 1
e e e e e eeeao s +
T PR EEE TR PP |
| NLPI D | 1
e e e +

NLPID - |1 SO TR 9577 regi stered Network Layer Protocol ldentifier

7 IP Interface Address -- the | P address(es) of the interface
corresponding to the SNPA over which this PDUis to be transmitted.

x CODE - 132

X LENGTH - total length of the value field (four octets per address).
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X VALUE -
No. of Cctets
o m e e e e e e e e +
| | P ADDRESS | 4
o e e e e e e e e e e e a o +
Fom e e e e e e ee e +
| | P ADDRESS | 4
Fom e e e e e e e e e m o +

| P ADDRESS - 4 octet | P Address of the Interface.

7 Authentication Information -- Information used to authenticate the
PDU

x CODE - 133
X LENGTH - total length of the value field.
X VALUE - TBD.
5.3.2 Level 2 LANISto IS Hello PDU
- Additional codes for |P support are:
7 Protocols Supported -- the set Network Layer Protocol ldentifiers
for Network Layer protocols that this Internediate Systemis
capabl e of relaying

x CODE - 129

X LENGTH - total length of the value field (one octet per protocol
supported).

x VALUE - one octet NLPID (as assigned by | SO TR 9577) for each
supported data protocol.
No. of Cctets

o e e e ee e +
| NLPI D | 1
e e +
o e e e ee oo +
| NLPI D | 1
o e e ee o eao oo +

NLPID - 1 SO TR 9577 regi stered Network Layer Protocol Identifier.

7 IP Interface Address -- The | P address(es) of the interface
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corresponding to the SNPA over which this PDUis to be transmitted.
x CODE - 132

X LENGTH - total length of the value field (four octets per address).

X VALUE -
No. of Cctets
o m e e e e e e e e +
| | P ADDRESS | 4
o e e e e e e e e e e e a o +
Fom e e e e e e ee e +
| | P ADDRESS | 4
Fom e e e e e e e e e m o +

| P ADDRESS - 4 octet |IP Address of the Interface.

7 Authentication Information -- Information used to authenticate
t he PDU

x CODE - 133
X LENGTH - total length of the value field
X VALUE - TBD
5.3.3 Point-to-Point 1Sto IS Hello PDU
- Additional codes for |P support are:
7 Protocols Supported -- the set Network Layer Protocol ldentifiers
for Network Layer protocols that this Internediate Systemis
capabl e of relaying

x CODE - 129

X LENGTH - total length of the value field (one octet per protoco
supported).

x VALUE - one octet NLPID (as assigned by | SO TR 9577) for each
supported data protocol
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No. of Cctets

o e e e ee e +
NLPI D | 1

e e +

o e e e ee oo +

| NLPI D | 1

o e e ee o eao oo +

NLPID - 1 SO TR 9577 regi stered Network Layer Protocol Identifier.

7 IP Interface Address -- The | P address(es) of the interface
corresponding to the SNPA over which this PDUis to be transmtted.

x CODE - 132

X LENGTH - total length of the value field (four octets per address).

X VALUE -
No. of Cctets
o m e e e e e e e e +
| | P ADDRESS | 4
o e e e e e e e e e e e a o +
Fom e e e e e e ee e +
| | P ADDRESS | 4
Fom e e e e e e e e e m o +

| P ADDRESS - 4 octet |IP Address of the Interface.

7 Authentication Information -- Information used to authenticate
t he PDU

x CCDE - 133
X LENGTH - total length of the value field
X VALUE - TBD
5.3.4 Level 1 Link State PDU
- Additional codes for |P support are:
7 Protocols Supported -- the set Network Layer Protocol Identifiers
for Network Layer protocols that this Internmediate Systemis

capabl e of relaying.

Thi s nmust appear once in LSP nunber O.
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x CODE - 129

X LENGTH - total length of the value field (one octet per protocol
supported).

X VALUE - one octet NLPID (as assigned by | SO TR 9577) for each
supported data protocol.
No. of Cctets

o e e e eeeeo oo +
| NLPI D | 1
o e e e e eee oo +
o e e e ee e +
| NLPI D | 1
e e +

NLPID - |1 SO TR 9577 regi stered Network Layer Protocol Identifier.
I P Interface Addresses -- The | P addresss of one or nore interfaces
corresponding to the SNPAs enabled on this Intermediate system
(i.e., one or nore | P addresses of this router).

This is permitted to appear nmultiple tines, and in an LSP with
any LSP nunber.

x CODE - 132

X LENGTH - total length of the value field (four octets per address).

X VALUE -
No. of Cctets
Fom e e e e e e ee e +
| | P ADDRESS | 4
Fom e e e e e e e e e m o +
Fom e e e e e e e e ie e +
| | P ADDRESS | 4
o m e e e e e e e e +

| P ADDRESS - 4 octet |P Address

Aut hentication Information -- Infornmation used to authenticate
t he PDU
x CODE - 133

X LENGTH - total length of the value field
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x VALUE - TBD

7 IP Internal Reachability Information -- | P addresses within the
routi ng domain reachable directly via one or nore interfaces on
this Internedi ate system

This is permitted to appear nmultiple tinmes, and in an LSP with any
LSP number. However, this field nmust not appear in pseudonode LSPs.

x CODE - 128.

X LENGTH - a nultiple of 12.

x VALUE -
No. of Cctets
Fom e e e e e e e e e m o +
| O |I/E] DEFAULT METRI C | 1
o e e e e e e e e e oo - o +
| S| R| DELAY METRI C | 1
Fom e e e e e e ee e +
| S| R EXPENSE METRIC | 1
Fom e e e e e e e e e m o +
| S| R| ERROR METRI C | 1
o e e e e e e e e e oo - o +
| | P ADDRESS | 4
Fom e e e e e e ee e +
| SUBNET MASK | 4
Fom e e e e e e e e e m o +
Fom e e e e e e e e ie e +
| O |I/El DEFAULT METRIC | 1
o m e e e e e e e e +
| S| R| DELAY METRI C | 1
o e e e e e e e e e e e a o +
| S| R| EXPENSE METRIC | 1
Fom e e e e e e e e ie e +
| S| R ERROR METRI C | 1
o m e e e e e e e e +
| | P ADDRESS | 4
o e e e e e e e e e e e a o +
| SUBNET MASK | 4
Fom e e e e e e e e ie e +

DEFAULT METRIC is the value of the default netric for the link
to the listed neighbor. Bit 8 of this field is reserved, and
must be set to zero on tranm ssion and ignored on reception.
Bit 7 of this field (nmarked I/E) indicates the netric type
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(internal or external) for all four TGOS netrics, and nust be
set to zero indicating internal netrics

DELAY METRIC is the value of the delay netric for the link to the
listed neighbor. If this IS does not support this netric it shal
set the bit "S" to 1 to indicate that the netric is unsupported.
Bit 7 of this field is reserved, and nust be set to zero on
transm ssion and ignored on reception

EXPENSE METRIC is the value of the expense netric for the link to
the listed neighbor. If this IS does not support this nmetric it
shall set the bit "S" to 1 to indicate that the metric is

unsupported. Bit 7 of this field is reserved, and nust be set to
zero on transni ssion and ignored on reception

ERROR METRIC is the value of the error netric for the link to
the listed neighbor. If this IS does not support this nmetric it
shall set the bit "S" to 1 to indicate that the nmetric is
unsupported. Bit 7 of this field is reserved, and nust be set
to zero on transm ssion and i gnored on reception

| P ADDRESS is a 4-octet Internet address

SUBNET MASK is a 4 octet |P subnet mask

Level 2 Link State PDU

tional codes for |IP support are:

otocol s Supported -- the set Network Layer Protocol ldentifiers
r Network Layer protocols that this Internediate Systemis
pabl e of relaying.

i s must appear once in LSP number O.

CODE - 129

LENGTH - total length of the value field (one octet per
prot ocol supported).
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X VALUE - one octet NLPID (as assigned by | SO TR 9577) for
each supported data protocol
No. of Cctets

e e e +
| NLPI D | 1
o e e e eea oo +
o e e e eeeeo oo +
| NLPI D | 1
o e e e e eee oo +

NLPID - 1 SO TR 9577 regi stered Network Layer Protocol Identifier.

7 IP Interface Addresses -- The | P addresss of one or nore interfaces

corresponding to the SNPAs enabled on this Internediate system

(i.e., one or nore | P addresses of this router).

This is permitted to appear nmultiple tines, and in an LSP with

any LSP nunber. Where a router is both a level 1 and |level 2 router,

it must include the same |IP addresses in its level 1 and |evel 2 LSPs.

x CODE - 132

X LENGTH - total length of the value field (four octets per address).

X VALUE-
No. of Cctets
Fom e e e e e e e e e m o +
| | P ADDRESS | 4
o e e e e e e e e e oo - o +
o m e e e e e e e e +
| | P ADDRESS | 4
o e e e e e e e e e e e a o +

| P ADDRESS - 4 octet | P Address

7 Authentication Information -- Information used to authenticate
t he PDU

x CODE - 133
X LENGTH - total length of the value field
x VALUE - TBD

7 1P Internal Reachability Information -- |P addresses within the
routing donain reachable directly via one or nore interfaces on
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this Internedi ate system

This is pernmitted to appear multiple tines, and in an LSP with
any LSP number. However, this field must not appear in pseudonode
LSPs.

x CODE - 128.

X LENGTH - a nultiple of 12.

X VALUE -
No. of Cctets
Fom e e e e e e e e ie e +
| 0]1/F DEFAULT METRIC | 1
o m e e e e e e e e +
| S| R| DELAY METRI C | 1
o e e e e e e e e e e e a o +
| S| R| EXPENSE METRIC | 1
Fom e e e e e e e e ie e +
| S| R ERROR METRI C | 1
o m e e e e e e e e +
| | P ADDRESS | 4
o e e e e e e e e e e e a o +
| SUBNET MASK | 4
Fom e e e e e e e e ie e +
Fom e e e e e e e e e m o +
| O |I/E] DEFAULT METRI C | 1
o e e e e e e e e e oo - o +
| S| R| DELAY METRI C | 1
Fom e e e e e e ee e +
| S| R EXPENSE METRIC | 1
Fom e e e e e e e e e m o +
| S| R| ERROR METRI C | 1
o e e e e e e e e e oo - o +
| | P ADDRESS | 4
Fom e e e e e e ee e +
| SUBNET MASK | 4
Fom e e e e e e e e e m o +

DEFAULT METRIC is the value of the default netric for the link
to the listed neighbor. Bit 8 of this field is reserved, and nust
be set to zero on transnission and ignored on reception. Bit 7
of this field indicates the netric type (internal or external)
for all four TOS netrics, and nust be set to zero indicating
internal netrics.
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DELAY METRIC is the value of the delay netric for the link to
the listed neighbor. If this IS does not support this metric it
shall set the bit "S" to 1 to indicate that the nmetric is
unsupported. Bit 7 of this field is reserved, and nust be set
to zero on transm ssion and i gnored on reception

EXPENSE METRIC is the value of the expense netric for the link to
the listed neighbor. If this IS does not support this metric it
shall set the bit "S" to 1 to indicate that the nmetric is
unsupported. Bit 7 of this field is reserved, and nust be set

to zero on transm ssion and i gnored on reception

ERROR METRIC is the value of the error netric for the link to the
listed neighbor. If this IS does not support this netric it shal
set the bit "S" to 1 to indicate that the netric is unsupported.
Bit 7 of this field is reserved, and nust be set to zero on
transm ssion and i gnored on reception

IP ADDRESS is a 4-octet Internet address

SUBNET MASK is a 4 octet | P subnet nmask

7 1P External Reachability Information -- |P addresses outside the
routing donmain reachable via interfaces on this Internediate
system

This is pernmitted to appear multiple tines, and in an LSP with
any LSP number. However, this field nmust not appear in pseudonode LSPs.

x CODE - 130.
X LENGTH - a nultiple of 12.

X VALUE -
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No. of Cctets

o e e e ee e +
| 0 |I1/E DEFAULT METRIC | 1
e e e +
| S| R| DELAY METRIC | 1
oo e e e eea oo +
| S| R| EXPENSE METRIC | 1
o o ee e +
| S| R| ERROR METRIC | 1
e e e +
| | P ADDRESS | 4
o e e e eea oo +
| SUBNET MASK | 4
o oo ee e +
o e e eeeea oo +
| 0 |I/E| DEFAULT METRIC | 1
o e e e e ee oo +
| S| R| DELAY METRIC | 1
o e e ee o ea oo +
| S| R| EXPENSE METRIC | 1
o e e e eeea oo +
| S| R| ERROR METRIC | 1
o e e e e ee oo +
| | P ADDRESS | 4
o e e ee o eao oo +
| SUBNET MASK | 4
o e e e e eee oo +

DEFAULT METRIC is the value of the default netric for the
path to the listed | P addresses. Bit 8 of this field is
reserved, and nust be set to zero on transm ssion and ignored
on reception. Bit 7 of this field indicates the netric type
(internal or external) for all four TOS netrics, and may be
set to zero indicating internal netrics, or may be set to 1

i ndi cating external netrics.

DELAY METRIC is the value of the delay netric for the path

to the listed | P addresses. If this IS does not support this
metric it shall set the bit "S" to 1 to indicate that the netric
is unsupported. Bit 7 of this field is reserved, and nust be

set to zero on transnission and ignored on reception

EXPENSE METRIC is the value of the expense netric for the link
to the listed | P addresses. If this IS does not support this
metric it shall set the bit "S" to 1 to indicate that the nmetric
is unsupported. Bit 7 of this field is reserved, and nust be
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set to zero on transnission and ignored on reception

ERROR METRIC is the value of the error netric for the link to
the listed | P addresses. If this IS does not support this netric
it shall set the bit "S" to 1 to indicate that the netric is
unsupported. Bit 7 of this field is reserved, and nust be set to
zero on transnission and ignored on reception

| P ADDRESS is a 4-octet Internet address
SUBNET MASK is a 4 octet |IP subnet mask
7 Inter-Domain Routing Protocol Information -- Inter-domain routing
protocol information carried transparently through level 2 for
t he conveni ence of any Inter-Domain protocol that may be running
in the boundary | Ss.

This is permitted to appear nmultiple tines, and in an LSP with
any LSP nunber.

x CODE - 131.

X LENGTH - total length of the value field

X VALUE -
No. of Cctets
T e +
| I'nter-Domain Information Type | 1
o e e e e e e e e e e e e e e e e e m o +
| Ext ernal | nformation | VARI ABLE
. +

| NTER- DOVAI N | NFORMATI ON TYPE i ndi cates the type of the
external information which is encoded in the field.

EXTERNAL | NFORMATI ON contains inter-donain routing protoco
information, and is passed transparently by the |IS-IS protocol

5.3.6 Level 1 Conplete Sequence Numbers PDU
- Additional codes for |IP support are:

7 Authentication Information -- Information used to authenticate
t he PDU

x CODE - 133

X LENGTH - total length of the value field
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x VALUE - TBD
5.3.7 Level 2 Conplete Sequence Numbers PDU
- Additional codes for |IP support are:

7 Authentication Information -- Information used to authenticate
t he PDU

x CCDE - 133
X LENGTH - total length of the value field
X VALUE - TBD

5.3.8 Level 1 Partial Sequence Nunbers PDU

- Additional codes for |IP support are:

7 Authentication Information -- Information used to authenticate
t he PDU

x CODE - 133
X LENGTH - total length of the value field
x VALUE - TBD

5.3.9 Level 2 Partial Sequence Nunbers PDU

- Additional codes for |P support are:

7 Authentication Information -- Information used to authenticate
t he PDU

x CCDE - 133
X LENGTH - total length of the value field
x VALUE - TBD
5.3.10 1SO 9542 | SH PDU
- Additional codes for |IP support are:
7 Protocols Supported -- the set Network Layer Protocol Identifiers

for Network Layer protocols that this Internediate Systemis
capabl e of relaying.
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This appears in SO 9542 | SH PDUs transmitted on point-to-point
I'inks.

x CODE - 129

X LENGTH - total length of the value field (one octet per
prot ocol supported).

X VALUE - one octet NLPID (as assigned by | SO TR 9577) for
each supported data protocol
No. of Cctets

oo e e e eeea oo +
| NLPI D | 1
o oo ee e +
o e e eeeea oo +
| NLPI D | 1
o e e e e +

NLPID - I SO TR 9577 regi stered Network Layer Protocol ldentifier.

7 Authentication Information -- Information used to authenticate
t he PDU
x CODE - 133

X LENGTH - total length of the value field
x VALUE - TBD
6 Security Considerations

The integrated 1S-1S has a provision for carrying authentication
information in all 1S-1S packets. This is extensible to multiple
aut henti cati on nmechani sms. However, currently the only defined
mechanismis a sinple password, transnmitted in the clear wthout
encryption (see Annex D). The use of a sinple password does not
provi de useful protection against intentional m sbehavior. Rather,
this should be thought of as a weak protection against accidental
errors such as accidental mis-configuration. Definition of other
aut henti cati on nmechani sms is beyond the scope of this docunent.

O her aspects of security are not discussed in this docunent.
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Annex A
I nter-Donmain Routing Protocol |nformation

This annex specifies the contents and encodi ng of the Inter-Domain
Routing Protocol Information (IDRPI) field. This annex is an integra
part of the Integrated 1S-1S specification. However, it is expected
that this annex may be augnented or superceded by future efforts
outside of the scope of the IS-1S specification

A.1 Inter-Domain Information Type

As specified in sections 3.4 and 5.3, the IDRPI field consists of a
one-octet inter-donmain information type field, plus a variable
external information field. This section specifies initial values for
the inter-domain information type field. Qher values for inter-
domai n information type will be assigned and maintained in future
versions of the "Assigned Nunbers" RFC

The follow ng types have been assi gned:

Type = 0 reserved
Type = 1 | ocal (uses routing-domain specific format)
Type = 2 AS Number Tag

Type = 1 indicates that the inter-domain routing protocol information
uses a format which is local to the routing domain.

Type = 2 indicates that the inter-domain routing protocol infornmation
i ncl udes aut ononobus systeminfornmation used to tag | P externa
reachability information. In this case the inter-donmain routing
protocol information entry nust include a single AS nunber, which is
used to tag all subsequent External |P Reachability entries until the
end of the LSP, or until the next occurence of the Inter-Domain
Routing Protocol Information field.

A. 2 Encodi ng

As specified in section 5.3.5, the IDPRI entry is encoded as a
variable length field, as follows:

x CODE - 131
X LENGTH - total length of the value field

X VALUE -
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No. of Cctets

e e eme e eeeeeiieeaaciieaeaaan +

| I'nter-Domain |Information Type | 1

Fom e m e e e e e e e e e e e +

| External | nformation | VARI ABLE
o e e m e e e e e e e e e e oo oo - +

| NTER- DOVAI N | NFORMATI ON TYPE i ndi cates the type of the
external information which is encoded in the field.

EXTERNAL | NFORMATI ON cont ai ns inter-domain routing protoco
information, and is passed transparently by the IS-IS protocol

The Inter-domain infornmation type field indicates the type of
information which is contained in the external infornmation field, as
foll ow

Type = 0 is reserved (nust not be sent, and nust be ignored on receipt).

Type 1 indicates that the external information field contains
i nformati on which follows a locally specified fornat.

Type = 2 indicates that the external information field contains an
aut ononous system nunber tag, to be applied to subsequent |P externa
reachability information entries. In this case, this "inter-donain
routing protocol information" entry nust contain precisely one 2
octet AS number. The AS tag is associated with subsequent |P Externa
Reachability entries, until the end of the LSP, or until the next
occurence of the Inter-Domain Routing Protocol Information field.

In this case, the VALUE contains the foll ow ng:

X VALUE -
No. of Cctets
e +
| Inter-Domain Information Type=2 | 1
e +
| Aut ononous Syst em Nunber | 2
oo e e e e e e e eee e +
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Annex B
Encodi ng of Sequence Nunber Packets

The Integrated 1S-1S protocol defined in this specification makes use
of the 1SO Draft Proposed standard for Intra-domain routing (ISO DP
10589 [1]) as the base routing protocol, upon which |IP support nmay be
added.

However, DP 10589 contains a bug regarding encoding of the variable
length fields in Sequence Nunber Packets. In particular, DP 10589
encodes the variable length fields in SNPs in a nmanner which is not
flexible (additional variable Iength fields cannot be defined for
sequence nunber packets), and which is inconsistent with the encodi ng
of the variable length fields in all other 1S IS and ES-1S packets.

The encoding of the variable length fields in SNPs is expected to be
fixed in future versions of 10589. Also, this bug represents the only
expect ed change to 10589 which cannot be nmade backward conpati bl e
with existing DP 10589 inplenentations. For these reasons, the
current version of the Integrated IS-1S will use the anticipated
future encoding of the variable length part of the SNPs. This should
all ow future versions of this specification to be conmpatible with

i npl enent ati ons based on this specification

This annex specifies the encoding of SNPs, as anended to fix the
encodi ng of variable length fields. This annex is an integral part of
the Integrated |1S-1S specification

The encoding of SNPs for OSl-only use is shown in this section. For
I P-only or Integrated use, the additional variable length fields
specified in sections 5.3.6 through 5.3.9 are also applicable to
SNPs.
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B.1 Level 1 Conplete Sequence Nunmbers PDU

No. of Cctets

e e e e +
| | NTRA- DOVAI N ROUTEI NG | 1
| PROTOCOL DI SCRI M NATOR |

o o e e e e e ee e eeea o +

| LENGTH | NDI CATOR | 1
o m e e e eeeeaao- +

| VERSI OV PROTOCOL | D EXT | 1
g +

| RESERVED | 1
o o e e e e e ee e eeea o +

| R] R| R| TYPE | 1
o m e e e e eeeeaao- +

| VERS| ON | 1
g +

| ECO | 1
o o e e e e e ee e eeea o +

| USER ECO | 1
o m e e e eeeeaao- +

| PDU LENGTH | 2
g +

| SOURCE | D | 7
o o e e e e e ee e eeea o +

| START LSP ID | 8
o m e e e eeeeaao- +

| END LSP I D | 8
+ +

| VAR ABLE LENGTH FI ELDS | VARI ABLE
o o e e e e e ee e eeea o +

- | NTRADOVAI N ROUTEI NG PROTOCCL DI SCRI M NATOR - architectural constant
- LENGTH | NDI CATOR - Header Length in octets (33.)

- VERSI OV PROTOCOL | D EXTENSION - 1

- RESERVED - transmitted as 0, ignored on receipt

- TYPE (bits 1 through 5) - 24. Note bits 6, 7 and 8 are Reserved,
whi ch neans they are transmitted as 0 and ignored on receipt.

- VERSION - 1

- ECO - transnmitted as zero, ignored on receipt
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- USER ECO - transnmitted as zero, ignored on receipt
- PDU LENGTH - Entire Length of this PDU, in octets, including header

- SOURCE ID - 7 octet ID of Internediate System (with zero Circuit 1D)
generating this Sequence Numbers PDU

- START LSP ID - 8 octet ID of first LSP in the range covered by this
Conpl et e Sequence Nunbers PDU

- END LSP ID - 8 octet ID of last LSP in the range covered by this
Conpl et e Sequence Nunbers PDU

- VARI ABLE LENGTH FIELDS - fields of the form

No. of Cctets

o e e e eee e eeeao- +
| CODE | 1

o o e e e e e ee e eeea o +

| LENGTH | 1

o m e e e eeeeaao- +

| VALUE | LENGTH
g +

Any codes in a received CSNP that are not recognised are ignored.
Currently defined codes are:

7 LSP Entries -- This nmay appear nmultiple tinmes. The option fields,
if they appear nore than once, shall appear sorted into ascendi ng
LSPI D order.

x CODE - 9
X LENGTH - total length of the value field.

X VALUE - a list of LSP entries of the form
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No. of Cctets

oo e e e e eeeeaao- +
| REMAI NI NG LI FETI ME | 2
g +
| LSP ID | 8
o o e e e e e ee e eeea o +
| LSP SEQ NUMBER | 4
o m e e e e e eeeeaao- +
| CHECKSUM | 2
g +
oo e e e e eeeeaao- +
| REMAI NI NG LI FETI ME | 2
e e e e +
| LSP ID | 8
o e e e ee e eeeao - +
| LSP SEQ NUMBER | 4
oo e e e e eeeeaao- +
| CHECKSUM | 2
e e e e +

7 RENMAI NI NG LI FETIME - Renmining Lifetine of LSP.

7 LSP ID - 8 octet ID of the LSP to which this entry refers.
7 LSP SEQ NUMBER - Sequence nunber of LSP.

7 CHECKSUM - Checksumreported in LSP.

The entries shall be sorted into ascending LSPID order (the LSP
nunber octet of the LSPID is the |east significant octet).
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B.2 Level 2 Conplete Sequence Nunmbers PDU

No. of Cctets

e e e e +
| | NTRA- DOVAI N ROUTEI NG | 1
| PROTOCOL DI SCRI M NATOR |

o o e e e e e ee e eeea o +

| LENGTH | NDI CATOR | 1
o m e e e eeeeaao- +

| VERSI OV PROTOCOL | D EXT | 1
g +

| RESERVED | 1
o o e e e e e ee e eeea o +

| R] R| R| TYPE | 1
o m e e e e eeeeaao- +

| VERS| ON | 1
g +

| ECO | 1
o o e e e e e ee e eeea o +

| USER ECO | 1
o m e e e eeeeaao- +

| PDU LENGTH | 2
g +

| SOURCE | D | 7
o o e e e e e ee e eeea o +

| START LSP ID | 8
o m e e e eeeeaao- +

| END LSP I D | 8
+ +

| VAR ABLE LENGTH FI ELDS | VARI ABLE
o o e e e e e ee e eeea o +

- | NTRADOVAI N ROUTEI NG PROTOCCL DI SCRI M NATOR - architectural constant
- LENGTH | NDI CATOR - Header Length in octets (33.)

- VERSI OV PROTOCOL | D EXTENSION - 1

- RESERVED - transmitted as 0, ignored on receipt

- TYPE (bits 1 through 5) - 25. Note bits 6, 7 and 8 are Reserved,
whi ch neans they are transmitted as 0 and ignored on receipt.

- VERSION - 1

- ECO - transnmitted as zero, ignored on receipt
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- USER ECO - transnmitted as zero, ignored on receipt
- PDU LENGTH - Entire Length of this PDU, in octets, including header

- SOURCE ID - 7 octet ID of Internediate System (with zero Circuit 1D)
generating this Sequence Numbers PDU

- START LSP ID - 8 octet ID of first LSP in the range covered by this
Conpl et e Sequence Nunbers PDU

- END LSP ID - 8 octet ID of last LSP in the range covered by this
Conpl et e Sequence Nunbers PDU

- VARI ABLE LENGTH FIELDS - fields of the form

No. of Cctets

o e e e eee e eeeao- +
| CODE | 1

o o e e e e e ee e eeea o +

| LENGTH | 1

o m e e e eeeeaao- +

| VALUE | LENGTH
g +

Any codes in a received CSNP that are not recognised are ignored.

Currently defined codes are:

7 LSP Entries -- this may appear nmultiple tinmes. The option fields,
if they appear nore than once, shall appear sorted into ascendi ng
LSPI D order.

x CODE - 9
X LENGTH - total length of the value field.

X VALUE - a list of LSP entries of the form
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No. of Cctets

oo e e e e eeeeaao- +
| REMAI NI NG LI FETI MVE | 2
e e e e +
| LSP I D | 8
o e e e ee e eeeao - +
| LSP SEQ NUMBER | 4
oo e e e e eeeeaao- +
| CHECKSUM | 2
e e e e +
o o e e e e ee e eeaao - +
| REMAI NI NG LI FETI MVE | 2
o m e e e eeeeaao- +
| LSP I D | 8
g +
| LSP SEQ NUMBER | 4
o o e e e e eeae o +
| CHECKSUM | 2
o m e e e eeeeaao- +

7 RENMAI NI NG LI FETI ME - Remaining Lifetinme of LSP.

7 LSP ID - 8 octet ID of the LSP to which this entry refers.
7 LSP SEQ NUMBER - Sequence nunber of LSP.

7 CHECKSUM - Checksumreported in LSP.

The entries shall be sorted into ascending LSPID order (the LSP
nunber octet of the LSPID is the |east significant octet).
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B.3 Level 1 Partial Sequence Nunbers PDU

No. of Cctets

e e e e +
| | NTRA- DOVAI N ROUTEI NG | 1
| PROTOCOL DI SCRI M NATOR |

o o e e e e e ee e eeea o +

| LENGTH | NDI CATOR | 1
o m e e e eeeeaao- +

| VERSI OV PROTOCOL | D EXT | 1
g +

| RESERVED | 1
o o e e e e e ee e eeea o +

| R] R| R| TYPE | 1
o m e e e e eeeeaao- +

| VERS| ON | 1
g +

| ECO | 1
o o e e e e e ee e eeea o +

| USER ECO | 1
o m e e e eeeeaao- +

| PDU LENGTH | 2
g +

| SOURCE | D | 7
+ +

| VARI ABLE LENGTH FI ELDS | VARI ABLE
o m e e e eeeeaao- +

- | NTRADOVAI N ROUTEI NG PROTOCCL DI SCRI M NATOR - architectural constant
- LENGTH | NDI CATOR - Header Length in octets (17.)

- VERSI OV PROTOCOL | D EXTENSION - 1

- RESERVED - transmitted as 0, ignored on receipt

- TYPE (bits 1 through 5) 26. Note bits 6, 7 and 8 are Reserved,
whi ch neans they are transmitted as 0 and ignored on receipt.

- VERSION - 1

- ECO - transnitted as zero, ignored on receipt

- USER ECO - transnmitted as zero, ignored on receipt

- PDU LENGTH - Entire Length of this PDU, in octets, including header

- SOURCE ID - 7 octet ID of Internediate system(with zero Circuit 1D)
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generating this Sequence Nunbers PDU.
- VARI ABLE LENGTH FIELDS - fields of the form

No. of Cctets

oo e e e e ee e eeeao - +

| CODE | 1

o o e e e e e eeeeaao- +

| LENGTH | 1

e e e e +

| VALUE | LENGTH
o e e e ee e eeeao - +

Any codes in a received PSNP that are not recogni sed are ignored.

Currently defined codes are:

7 LSP Entries - this nay appear nultiple tines. The option fields,
if they appear nore than once, shall appear sorted into ascendi ng
LSPI D order.

x CODE - 9

X LENGTH - total length of the value field.
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X VALUE - a list of LSP entries of the form
No.
Fom e e e e e m o +
| REMAI NI NG LI FETI ME |
o e e e e e e e e e e e e oo +
| LSP I D |
o m e e e e e e e e me oo +
| LSP SEQ NUMBER |
Fom e e e e e m o +
| CHECKSUM |
o e e e e e e e e e e e e oo +
o m e e e e e e e e e e oo +
| REMAI NI NG LI FETI ME |
o e e e e e e e e e e e e e e e +
| LSP I D |
o e e e e e e e eee oo +
| LSP SEQ NUVBER |
o m e e e e e e e e e e oo +
| CHECKSUM |
o e e e e e e e e e e e e e e e +

7 REMAI NI NG LI FETI
7 LSP I D - 8 octet

7 LSP SEQ NUMBER -

03]

ISIS for | P and Dual

VE -

Envi ronnent s

Remai ning Lifetime of LSP.

of Cctets

Decenber 1990

ID of the LSP to which this entry refers.

Sequence nunber of LSP.

7 CHECKSUM - Checksumreported in LSP.

The entries shall

Cal | on

be sorted into ascending LSPID order (the LSP nunber
octet of the LSPIDis the |least significant octet).
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B.4 Level 2 Partial Sequence Nunbers PDU

No. of Cctets

e e e e +

| | NTRA- DOVAI N ROUTEI NG | 1
| PROTOCOL DI SCRI M NATOR |

o o e e e e e ee e eeea o +

| LENGTH | NDI CATOR | 1
o m e e e eeeeaao- +

| VERSI OV PROTOCOL | D EXT | 1
g +

| RESERVED | 1
o o e e e e e ee e eeea o +

| R] R| R| TYPE | 1
o m e e e e eeeeaao- +

| VERS| ON | 1
g +

| ECO | 1
o o e e e e e ee e eeea o +

| USER ECO | 1
o m e e e eeeeaao- +

| PDU LENGTH | 2
g +

| SOURCE | D | 7
+ +

| VARI ABLE LENGTH FI ELDS | VARI ABLE
o m e e e eeeeaao- +

- | NTRADOVAI N ROUTEI NG PROTOCCL DI SCRI M NATOR - architectural constant
- LENGTH | NDI CATOR - Header Length in octets (17.)

- VERSI OV PROTOCOL | D EXTENSION - 1

- RESERVED - transmitted as 0, ignored on receipt

- TYPE (bits 1 through 5) - 27. Note bits 6, 7 and 8 are Reserved,
whi ch neans they are transmitted as 0 and ignored on receipt.

- VERSION - 1

- ECO - transnitted as zero, ignored on receipt

- USER ECO - transnmitted as zero, ignored on receipt

- PDU LENGTH - Entire Length of this PDU, in octets, including header

- SOURCE ID - 7 octet ID of Internediate system(with zero Circuit 1D)
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generating this Sequence Nunbers PDU.
- VARI ABLE LENGTH FIELDS - fields of the form

No. of Cctets

oo e e e e ee e eeeao - +

| CODE | 1

o o e e e e e eeeeaao- +

| LENGTH | 1

e e e e +

| VALUE | LENGTH
o e e e ee e eeeao - +

Any codes in a received PSNP that are not recogni sed are ignored.

Currently defined codes are:

7 LSP Entries -- this nmay appear nultiple tines. The option fields,
if they appear nore than once, shall appear sorted into ascendi ng
LSPI D order.

x CODE - 9
X LENGTH - total length of the value field.

X VALUE - a list of LSP entries of the form
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No. of Cctets

oo e e e e eeeeaao- +
| REMAI NI NG LI FETI MVE | 2
e e e e +
| LSP I D | 8
o e e e ee e eeeao - +
| LSP SEQ NUMBER | 4
oo e e e e eeeeaao- +
| CHECKSUM | 2
e e e e +
o o e e e e ee e eeaao - +
| REMAI NI NG LI FETI MVE | 2
o m e e e eeeeaao- +
| LSP I D | 8
g +
| LSP SEQ NUMBER | 4
o o e e e e eeae o +
| CHECKSUM | 2
o m e e e eeeeaao- +

7 RENMAI NI NG LI FETI ME - Remaining Lifetinme of LSP.

7 LSP ID - 8 octet ID of the LSP to which this entry refers.
7 LSP SEQ NUMBER - Sequence nunber of LSP.

7 CHECKSUM - Checksumreported in LSP.

The entries shall be sorted into ascending LSPID order (the LSP
nunber octet of the LSPID is the |east significant octet).
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Annex C
Dijkstra Cal cul ati on and Forwardi ng

Annex C.2 of 1SO DP 10589 [1] specifies the SPF (Di kskstra) al gorithm
for calculating routes with the IS-1S routing protocol. This annex
specifies nodifications to the SPF algorithmfor supporting IP and
dual routing, and specifies a conpatible nmethod for forwarding IP
packets. This will result in an order of preference of routes which
is conpatible with that specified in section 3.10.

This annex is included for informational purposes.
C.1 SPF Algorithmfor IP and Dual Use

This section specifies an SPF Algorithmfor calculating routes with

the 1S-1S routing protocol, for support of both TCP/IP and OSI. This
is based on an extention to the algorithmspecified in annex C. 2 of

| SO DP 10589 [1].

An algorithminvented by Dijkstra known as shortest path first (SPF)
is used as the basis for the route calculation. It has a
conmput ati onal conplexity of the square of the nunber of nodes, which
can be decreased to the nunber of links in the domain tines the |og
of the nunber of nodes for sparse networks (networks which are not

hi ghl y connect ed).

A nunber of additional optinizations are possible:

1) If the routing netric is defined over a small finite field (as in
this standard), the factor of log n nay be renoved by using data
structures which naintain a separate list of systens for each val ue
of the nmetric rather than sorting the systens by |ogical distance.

2) Updates can be performed increnentally without requiring a conplete
recal cul ati on. However, a full update nmust be done periodically to
ensure recovery fromdata corruption, and studies suggest that with
a very small nunber of |ink changes (perhaps 2) the expected
conmputation conplexity of the increnental update exceeds the
conpl ete recal cul ati on. Thus, this annex specifies the algorithm
only for the full update.

3) If only End System LSP i nformati on has changed, it is not necessary
to re-conpute the entire Dijkstra tree. If the proper data
structures are used, End Systens (including IP reachability
entries) may be attached and detached as | eaves of the tree and
their forwarding i nformati on base entries altered as appropriate.

The original SPF al gorithm does not support load splitting over
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mul tiple paths. The algorithmin this annex does pernit | oad
splitting by identifying a set of equal cost paths to each
destination rather than a single | east cost path.

C. 1.1 Dat abases

PATHS -- This represents an acyclic directed graph of shortest paths
fromthe system S performing the calculation. It is stored as a set
of triples of the form<N d(N, {Adj(N}> where

Nis a systemidentifier. Inthe level 1 algorithm Nis a

6 octet ID for OSI end systens, a 7 octet ID for routers, or

an 8 octet IP Internal Reachability Information entry. For a
router which is not a pseudonode, it is the 6 octet system|D
with a 0 appended octet. For a pseudonode it is a true 7 octet
quantity, conprised of the 6 octet Designated Internediate
System I D and the extra octet assigned by the Destinated Router
The IP Internal Reachability Information entries consist of a
4 octet IP address plus a 4 octet subnet nmask, and w Il always
be a leaf, i.e., "End Systenm in PATHS

In the level 2 algorithm Nis either a 7 octet router or
pseudonode ID (as in the level 1 algorithn); a variable

I ength OSI address prefix; an 8 octet IP Internal Reachability
Information Entry, or an 8 octet |P External Reachability
Information entry. The variable I ength OSI address prefixes
and 8 octet IP Reachability Information entries will always

be a leaf, i.e., "End Systenm in PATHS. As above, the IP
Reachability Information entries consist of an [IP address,
subnet nask] conbinati on.

d(N) is Ns distance fromS (i.e., the total netric val ue
fromNto S).

{Adj (N} is a set of valid adjacencies that S may use for
forwarding to N

When a systemis placed on PATHS, the path(s) designated by its
position in the graph is guaranteed to be a shortest path.

TENT -- This is a list of triples of the form<N d(N), {Adj (N }>,
where N, d(N), and {Adj (N)} are as defined above for PATHS

TENT can intuitively be thought of as a tentative placenent

of a systemin PATHS. In other words, the triple <N, x, {A}>

in TENT nmeans that if N were placed in PATHS, d(N) woul d be x,
but N cannot be placed on PATHS until is is guaranteed that

no path shorter than x exists.
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Simlarly, the triple <N, x,{A B}> in TENT neans that if N
were placed in PATHS, then d(N) would be x via either
adj acency A or B.

Note: It is suggested that the inplenentation maintain the database
TENT as a set of list of triples of the form<*, Dist,*> sorted by
distance Dist. In addition, it is necessary to be able to process

t hose systens which are pseudonodes before any non-pseudonodes at the
sane di stance Dist.

The 8 octet systemidentifiers which specify IP reachability entries
nmust al ways be distinguishable fromother systemidentifiers. As
specified in section 3.10, two IP reachability entries which differ
only in the subnet mask are still considered to be separate, and will
therefore have distinct systemidentifiers N. The SPF al gorithmwill
therefore calculate routes to each such entry, and the correct entry
will be selected in the forwarding process.

C. 1.2 Use of Metrics in the SPF Al gorithm

Internal metrics are not conparable to external netrics. For externa
routes (routes to destinations outside of the routing domain), the
cost d(N) of the path fromN to S may include both internal and
external netrics. d(N) may therefore be nmaintained as a two-

di mensi oned vector quantity (specifying internal and external netric
val ues).

d(N) is initialized to [internal netric = 0, external netric = 0].

In increnenting d(N) by 1, if the internal netric value is less than
t he maxi mum val ue MaxPathMetric, then the internal nmetric value is

i ncrenented by one and the external netric value |eft unchanged; if
the internal nmetric value is equal to the maxi mum val ue

MaxPat hMetric, then the internal netric value is set to 0 and the
external netric value is increnented by 1. Note that this can be

i mpl emented in a straightforward manner by maintaining the externa
metric as the high order bits of the distance.

In the code of the algorithmbelow, the current path length is held
in the variable "tentlength". This variable is a two-di nensi ona
quantity tentlength=[internal netric, external netric], and is used
for conparing the current path length with d(N) as described above.
Tentlength is increnented in the sane manner as d(N)

C. 1.3 Overview of the Al gorithm

The basic algorithm which builds PATHS from scratch, starts out by
putting the systemdoing the conputation on PATHS (no shorter path to
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SELF can possibly exist). TENT is then pre-loaded fromthe |oca
adj acency dat abase.

Note that a systemis not placed on PATHS unl ess no shorter path to
that system exists. Wien a system N is placed on PATHS, the path to
each neighbor Mof N, through N, is exanined, as the path to N plus
the link fromNto M If <M*,*>is in PATHS, this new path will be
| onger, and thus ignored.

If <M*,*>is in TENT, and the new path is shorter, the old entry is

renoved from TENT and the new path is placed in TENT. If the new path
is the same length as the one in TENT, then the set of potential

adj acencies {Adj(M} is set to the union of the old set (in TENT) and
the new set {Adj(N)}. If Mis not in TENT, then the path is added to

TENT.

Next the algorithmfinds the triple <N, x,{Adj(N)}> in TENT, wth
mnimal x. Note: This is done efficiently because of the optinmi zation
descri bed above. Wen the list of triples for distance Dist is
exhausted, the algorithmthen increnents Dist until it finds a Iist
with a triple of the form<*, Dist,*>

Nis placed in PATHS. W know that no path to N can be shorter than x
at this point because all paths through systens already in PATHS have
al ready been considered, and paths through systens in TENT still have
to be greater than x because x is mnimal in TENT

When TENT is enpty, PATHS is conplete

Note that external metrics can only occur in "IP Externa

Reachability Information" entries, which correspond to a leaf (i.e.
End Systemin PATHS). Any route utilizing an entry with an externa
metric will always be considered to be | ess desireable than any entry
whi ch uses an internal netric. This inplies that in the addition of
systenms to PATHS, all systens reachable via internal routes are

al ways added before any system reachabl e via external routes.

C. 1.4 The Al gorithm

The Deci sion Process Al gorithmmust be run once for each supported
routing metric (i.e., for each supported Type of Service). Alevel 1
router runs the algorithmusing the level 1 LSP database to conpute
| evel 1 paths (for those level 1 routers which are not |evel 2
routers, this includes the path to the nearest attached level 2
router). Level 2 routers also separately run the algorithmusing the
| evel 2 LSP database to conpute level 2 paths. |P-capable |evel 2
routers must keep level 2 internal IP routes separate fromlevel 2
external |P routes.
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Note that this inplies that routers which are both level 1 and | eve
2 routers, and which support all four routing netrics, must run the
SPF algorithm 8 tinmes (assuming partition repair is not inplenented).

If this systemis a Level 2 Router which supports the partition
repair optional function the Decision Process algorithmfor conputing
Level 1 paths nust be run twice for the default netric. This first
execution is done to determi ne which of the area’s
manual Ar eaAddr esses are reachable in this partition, and to elect a
Partition Designated Level 2 Router for the partition. The partition
Desi gnated Level 2 Router will determine if the area is partitioned
and will create virtual Level 1 links to the other Partition

Desi gnated Level 2 Routers in the area in order to repair the Level 1
partition. This is further described in section 7.2.10 of [1].

The SPF al gorithm specified here will calculate routes for both OS
and IP. In particular, routes are calculated to all system
identifiers N, where N nay specify an OSI End System the OSI address
of a router, or an I[P reachability entry. In conputing the forwarding
dat abase, it is an inplenmentation specific issue whether the IP
forwardi ng database is kept separately fromthe OSI forwarding

dat abase. Where appropriate, this annex will refer separately to
entries in these two forwardi ng data bases. This is not neant to
precl ude any specific inplenentation method.

OGSl and | P use separate nmechanisns to deterni ne whet her a packet is
in the area (in particular, OSI makes use of area addresses, and IP
determ nes that a destination is not in an area by looking in the

| evel 1 forwarding database and determning that no entry exists for
that destination within the area). The route to the nearest level 2
router will result in separate entries in the forwardi ng database for
CSl and IP. For IP, the route to the nearest attached |evel 2 router
may be entered in the forwardi ng database as a default route (i.e., a
route with a subnet nmask of all 0).

One approach would be to put the results of each Dijkstra algorithm
in a separate forwardi ng database. For a router which supports both
level 1 and level 2 routing (including level 2 internal and level 2
external routes), and which supports all four types of service, this
woul d result in twelve separate forwarding databases for IP

| mpl enent ati ons may choose to minimze the nunber of forwarding

dat abases by conbining the information fromthe nultiple Dijkstra
calculations into a single database per supported TCS. This is

di scussed in section C. 2 bel ow.

The SPF al gorithm specified in section C.2.3 of [1] is amended to
appear as foll ows:
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Step 0: Initialize TENT and PATHS to enpty. Initialize tentlength to
[internal metric=0, external netric=0].

(tentlength is the pathlength of elenents in TENT that we are
exami ni ng.)

1) Add <SELF, 0, W to PATHS, where Wis a special value indicating
traffic to SELF is passed up to internal processes (rather than
f orwar ded) .

2) Now pre-load TENT with the | ocal adjacency database (Each
entry made to TENT nust be marked as being either an End System
or a router to enable the check at the end of Step 2 to be nade
correctly - Note that each local IP reachability entry is
i ncluded as an adj acency, and is marked as being an End Systemn).
For each adjacency Adj (N) (including level 1 OGSl Manual
Adj acencies, or level 2 OSlI enabl ed reachabl e addresses, and
| P reachability entries) on enabled circuits, to system N of
SELF in state "Up" conpute:

d(N) = cost of the parent circuit of the adjacency (N
obtained fromnetric.k , where k = one of {default netric,
delay netric, nonetary metric, error netric}

Adj (N) = the adjacency nunber of the adjacency to N
3) If atriple <N Xx,{Adj(M}>is in TENT, then:

If x = d(N), then {Adj(M} <--- {Adj(M} U {Adj(N?}.

4) If Nis arouter or an OSI End Systementry, and there are now
nore adj acencies in {Adj (M} than maxi nunPat hSplits, then renove
excess adj acencies as described in Clause 7.2.7 of [1]. If N
is an | P Reachability Entry, then excess adjacencies may be
renoved as desired. This will not effect the correctness of
routing, but may elimnate the determinismfor IP routes (i.e.
| P packets still follow optimal routes within an area, but
where nultiple equally good routes exist, will not necessarily
follow precisely the route that any one particul ar router
woul d have anti ci pat ed).

5) If x < d(N), do nothing.

6) I'f x >d(N), renmove <N, x,{Adj(M}> from TENT and add the triple
<N, d(N), {Adj (N) } >.

7) If no triple <N, x,{Adj(M}>is in TENT, then add <N, d(N), {Adj (N)}>
t o TENT.
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8) Now add systenms to which the local router does not have adjacenci es,
but which are mentioned in neighboring pseudonode LSPs. The
adj acency for such systens is set to that of the designated router.
Note that this does not include IP reachability entries from
nei ghbori ng pseudonode LSPs. In particular, the pseudonode LSPs
do not include IP reachability entries.

9) For all broadcast circuits in state "On", find the pseudonode
LSP for that circuit (specifically, the LSP with number zero and
with the first 7 octets of LSPID equal to LnGircuitlD for that
circuit, where nis 1 (for level 1 routing) or 2 (level 2
routing)). If it is present, for all the neighbors N reported in
all the LSPs of this pseudonode which do not exist in TENT add
an entry <N, d(N),{Adj (N)}> to TENT, where:

d(N) = nmetric.k of the circuit.
Adj (N) = the adj acency nunber of the adjacency to the DR

10) Go to Step 2.

Step 1: Examine the zeroeth Iink state PDU of P, the systemjust
pl aced on PATHS (i.e., the LSP with the same first 7 octets of LSPID
as P, and LSP nunber zero).

1) If this LSP is present, and the "Infinite Hippity Cost" bit is
clear, then for each LSP of P (i.e., all LSPs with the same
first 7 octets of LSPID and P, irrespective of the value of
LSP nunber) conpute:

dist(P,N) = d(P) + metric.k(P, N
for each neighbor N (both End System and router) of the systemP. If
the "Infinite Hippity Cost" bit is set, only consider the End System
nei ghbors of the systemP. Note that the End Systens nei ghbors of the
system P includes | P reachabl e address entries included in the LSPs
fromsystemP. Here, d(P) is the second elenent of the triple

<P, d(P), {Adj (P)}>

and netric.k(P,N) is the cost of the link fromP to N as reported in
Ps link state PDU.

2) If dist(P,N > MaxPathMetric, then do nothing.
3) If <N, d(N),{Adj(N)}> is in PATHS, then do not hi ng.

Note: d(N) nust be less than dist(P,N), or else N would not
have been put into PATHS. An additional sanity check nmay be

Cal l on [ Page 73]



RFC 1195 Csl ISIS for | P and Dual Environnents Decenber 1990

done here to ensure that d(N) is in fact less than dist(P, N
4) If atriple <N, x,{Adj(N)}> is in TENT, then:
a) If x =dist(P,N, then {Adj(N)} <-- {Adj(N} U {Adj(P)}.

b) If Nis a router or an OSI end system and there are now nore
adj acencies in {Adj(N)} than maxi nunPath Splits, then renove
excess adj acencies, as described in clause 7.2.7 of [1]. For
| P Reachability Entries, excess adjacencies may be renoved as
desired. This will not effect the correctness of routing, but
may elimnate the determinismfor IP routes (i.e., |IP packets
will still follow optimal routes within an area, but where
mul tiple equally good routes exist, will not necessarily follow
precisely the route that any one particular router would have
antici pated).

c) if x <dist(P,N), do nothing.

d) if x >dist(P,N, renove <N x,{Adj (N)}> from TENT, and add
<N, dist(P, N, {Adj(P)}>

5 if no triple <N, x,{Adj(N}> is in TENT, then add
<N, dist(P,N, {Adj (P)}> to TENT.

Step 2: If TENT is enpty, stop. El se:
1) Find the elenent <P, x,{Adj(P)}> wth mnimal x as follows:

a) If an elenent <*,tentlength,*> remains in TENT in the list for
tentl ength, choose that elenent. If there are nore than one
elements in the list for tentlength, choose one of the elenents
(if any) for a systemwhich is a pseudonode in preference to one
for a non-pseudonode. If there are no nore elenments in the |ist
for tentlength, increnent tentlength and repeat Step 2.

b) Renove <P,tentlength, {Adj (P)}> from TENT.

c) Add <P,d(P),{Adj (P)}> to PATHS.

d) If this is the Level 2 Decision Process running, and the system
just added to PATHS listed itself as Partition Designated Level 2
Internediate system then additionally add <AREA. P,d(P), {Adj (P)}>
to PATHS, where AREA. P is the Network Entity Title of the other
end of the Virtual Link, obtained by taking the first AREA
listed in P s LSP and appending P's ID.

e) If the systemjust added to PATHS was an end system go to
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step 2. Else go to Step 1

NOTE - In the level 2 context, the "End Systens" are the set of
Reachabl e Address Prefixes (for OSl), the set of Area Addresses with
zero cost (again, for OSlI), plus the set of IP reachability entries
(including both internal and external).

C. 2 Forwardi ng of |P packets

The SPF al gorithm specified in section C.1 may be used to cal cul ate
(logically) separate I P forwarding tables for each type of service,
and for level 1, level 2 internal, and level 2 external routes.
Section C. 2.1 describes howto forward | P packets, based on these
mul ti pl e forwardi ng databases. Section C 2.2 describes how the
mul ti ple forwardi ng databases can be conbined into a single
forwardi ng database per supported TGOS

C. 2.1 Basic Method for Forwarding | P packets
For level 1-only routers:

- Deternmine if the IP destination address matches any entry in the
level 1 forwarding table for the specified TOCS.

- Deternmine if the IP destination address nmatches any entry in the
level 1 forwarding table for the default TOCS.

- If default TOS resulted in nore specific entry, forward according
to default TOCS.

- If equally specific entries found, or specified TOS resulted in
nore specific entry, forward according to specified TOS

- If no entry was found (which includes no default route entry), then
destination is unreachable.

Note: For level 1 only routers, the route to the nearest attached
level 2 router will be entered into the forwardi ng database as a
default route (i.e., a route with a subnet mask which is all 0). Thus
this last event (no entry found) can occur only if there is no
attached |l evel 2 router reachable in the area.

For routers which are both level 1 and level 2 routers:

- Deternmine if the IP destination address natches any entry in the
level 1 forwarding table for the specified TCS

- Deternmine if the IP destination address matches any entry in the
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level 1 forwarding table for the default TOCS.

If default TOS resulted in nore specific entry (i.e., nore bits in
t he subnet nask take the value 1), forward according to default TOS

- If equally specific entries found, or specified TOS resulted in
nore specific entry, forward according to specified TGS

- If no entry found:

- Determine if the IP destination address nmatches any entry in the
level 2 internal forwarding table for the specified TCS.

- Deternmine if the IP destination address nmatches any entry in the
level 2 internal forwarding table for the default TOS

- If default TOS resulted in nore specific entry, forward according
to default TOS.

- If equally specific entries found, or specified TOS resulted in
nore specific entry, forward according to specified TOS

- If no entry found:

- Deternmine if the IP destination address nmatches any entry in the
level 2 external forwarding table for the specified TCS.

- Deternmine if the IP destination address matches any entry in the
I evel 2 external forwarding table for the default TOS

- If default TOS resulted in nore specific entry, forward according
to default TOCS.

- If equally specific entries found, or specified TCS resulted in
nmore specific entry, forward according to specified TOS

- If no entry is found, then destination is unreachable

For level 2-only routers, the above al gorithm can be used, except
since there is no level 1 forwarding database, the correspondi ng
steps can be ski pped.

As discussed in section 3.10.2, for level 2 routers which are
announci ng manual | y configured sunmary addresses in their level 2
LSPs, in some cases there will exist |IP addresses which match the
manual Iy confi gured addresses, but which do not match any addresses
whi ch are reachable via level 1 routing in the area. Packets to such
addresses are handl ed according to the rules specified in section
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3.10.2. This may be acconplished by addi ng the nmanual |y confi gured
[I P address, subnet mask] entry to the level 2 forwardi ng database
(for the appropriate TOS), with a special "next hop" address which
specifies that packets for which this entry is selected are to be

di scarded. This will work correctly because nore desireable entries
(such as delivering the packet via level 1 routing to the correct
destination, or a nore specific level 2 route) will automatically

t ake precedence according to the forwarding rul es specified above.
Less desireable routes (such as using a level 2 external route to the
"default route" entry) are not possible because other level 2 routers
will believe the summary addresses advertised by this router

C. 2.2 Reduction of |IP Forwardi ng Databases

The multiple forwardi ng databases used in the basic forwardi ng nethod
in section C. 2.1 can be reduced, by conbining the multiple databases
i nto one database for each supported TGOS

For reduction of |IP forwardi ng databases, it is assuned that for any
two overl appi ng address entries, either the entries are identical, or
one range contains the other. In other words, for any two [IP
address, subnet mask] entries A and B, if there is at |east one IP
address which matches both entries, then either: (i) the two entries
are identical; or (ii) entry A contains entry B (i.e., any |IP address
whi ch natches entry B al so natches entry A); or (iii) entry B
contains entry A (any | P address which matches entry A also matches
entry B)

Non- cont i guous subnet masks can be configured to violate this
assunption. For exanple, consider the two entries:

- A=[ address="01010101 00000101 00000000 00000000"
mask="11111111 00001111 00000000 00000000"]

- B=[address="01010101 01010000 00000000 00000000"
mask="11111111 11110000 00000000 00000000"]

In this case neither entry contains the other. Specifically;

- there are I P addresses which match both A and B (e.g.
"01010101 01010101 XXXXXXXX XXXXXXXX"),

- there are I P addresses which match A but not B (e.g.
"01010101 11110101 XXXXXXXX XXXXXXXX")

- there are I P addresses which match B but not A (e.g.
"01010101 01011111 XXXXXXXX XXXXXXXX").
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The reduction of the nultiple forwarding databases for each TOS to a
singl e dat abase for each TOS is based on the use of "best match"
routing, conbined with reduction of the entries placed in the
forwardi ng database in order to elinnate entries which are not to be
sel ected (based on the order of preference of routes specified in
section 3.10). The specific algorithmfor creation of the IP
forwardi ng database can be described as foll ows:

1) Make use of the the Dijkstra algorithmdescribed in section C.1 to
create separate forwardi ng databases for each supported TOS for
level 1 routes, level 2 internal routes, and level 2 externa
routes. (Note that each entry in the forwardi ng database will
specify an [I P address, subnet nmask] conbination, as well as the
next hop router for |IP packets which match that entry).

2) For each level 1 route entry which has been placed in the level 1
| P forwardi ng dat abase for a specific TGS, copy that entry into
the overall | P forwarding database for that TOCS.

3) For each route entry X which has been placed in the level 2 interna
| P forwardi ng dat abase for a specific TGS, search for overl appi ng
entries in the level 1 IP forwarding database for the specific TGS
and also for the default TOS:

a) If there is any overlapping entry Y in the level 1 forwarding
dat abase (for the specfic TOS, or for the default TOS) such
that either (i) Y contains X; or (ii) Yis identically specific
to X; then ignore entry X

b) Ot herw se, copy entry X into the overall |IP forwardi ng dat abase
for the specific TCS.

4) For each route entry X which has been placed in the |evel 2
external |P forwardi ng database for a specific TOS, search for
overl apping entries in the level 1 IP forwardi ng database for
the specific TGS, and for the default TOS, and the |evel 2
internal | P forwardi ng database for the specific TGS, and for
the default TOCS.

a) If there is an overlapping entry Y such that either (i) Y
contains X; or (ii) Yis identically specific to X; then
ignore entry X

b) O herwi se, copy entry X into the overall |P forwardi ng database
for the specific TOS

This method will result in one forwardi ng database for each supported
TOS. The forwardi ng of packets can then be sinplified to be as foll ows:
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For | P packets which nap to the default TOS netric (or to an
unsupported TOS netric), search the default TGOS forwarding

dat abase and select the entry which has the nost specific match
Forward t he packet accordingly.

For packets which map to a specific (non-default) TOS netric,
search the specific TOS forwardi ng database and sel ect the entry
j which has the nost specific match. Al so search the default TOS
forwardi ng database and select the entry k which has the nost
specific match. Forward the packet as foll ows:

a) If kis nore specific than j, forward according to entry k

b) If j and k are equally specific, forward according to entry |j

c) If j is nmore specific than k, forward according to entry |
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Annex D
Use of the Authentication Field

The use of the Authentication field is outside of the scope of this
speci fication. However, there is a urgent need for sinple error

det ecti on/ aut henticati on nechani sns (such as a sinple password) to
protect against certain types of errors. This annex therefore
proposes a possible use of this field.

This annex is included for informational purposes.
D.1 Authentication Field in I S-1S packets

Al 1S-1S packets may optionally include the authentication field, as
described in sections 3.9 and 5 of this specification. As described
in section 5, the authentication field is encoded as a (Code, Length,
Value) triplet. This annex proposes that the contents of the Val ue
field consist of a one octet "Authentication Type" field, plus a
variable I ength "Authentication Information" field. A specific value
of the "Authentication Type" is assigned to passwords, transnmitted in
the clear w thout encryption. The authentication field is encoded as

foll ows:

7 Authentication Information -- Information used to authenticate
t he PDU
x CODE - 133

X LENGTH - total length of the value field

X VALUE -
No. of Cctets
e +
| Aut henti cation Type | 1
o e e e e e e e e e e e e e e e +
| Aut hentication | nformation | VARI ABLE
S +

The Aut hentication Type is assigned as foll ows:

Type = 0 reserved
Type = 1 si mpl e password
Type > 1 reserved

Cal l on [ Page 80]



RFC 1195 Csl ISIS for | P and Dual Environnents Decenber 1990

D.2 Authentication Type 1 - Sinple Password

Using this authentication type, a variable |length password is passed
inthe clear (i.e., not encrypted) in the Authentication Infornmation
field.

WARNI NG: The use of a sinple password does not provide usefu
protection against intentional nisbehavior. In particular, since the
password is transmitted in the clear without encryption, it is easy
for a hostile systemto intercept the passwords, and to transmnit

aut henti cat ed packets. The use of sinple passwords should be
considered only as a weak protection against accidental errors such
as accidental m sconfiguration

The password shall be configured on a per-link, per-area, and per-
domai n basis. Specifically, when this formof authentication is used:

IS-1S Hello and 9542 IS Hell o packets shall contain the
per-1link password

- Level 1 Link State Packets shall contain the per-area password
- Level 2 Link State Packets shall contain the per-domain password
- Level 1 Sequence Nunber Packets shall contain the per-area password

- Level 2 Sequence Number Packets shall contain the per-donain
password

Al so, each of these three passwords shall be configured with: (i)
"Transmt Password", whose value is a single password, and (ii)
"Recei ve Passwords", whose value is a set of passwords. The transnmit
password value is always transmitted. However, any password contai ned
in the receive password set will be accepted on receipt. This nethod
all ows the graceful changing of passwords without tenporary |oss of
connectivity.

For exanpl e, consider the case that an area has the configured area
password " CLDAREAPASSWORD'. In this case, the per-area transnit
password value is set to OLDAREAPASSWORD, and the per-area receive
password value is set to {OLDAREAPASSWORD}. Suppose that it is
desired to change the per-area password to "NEWERPASSWORD'. The
first step would be to nmanually configure all of the routers in the
area to set the per-area receive password val ue to { OLDAREAPASSWORD,
NEVWERPASSWORD} . When this step is conplete, then all routers in the
area will still be using the old password OLDAREAPASSWORD in their
level 1 LSPs and SNPs. However, they will also accept the alternate
password NEWERPASSWORD. The second step would be to configure the
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routers in the area to set the per-area transnit password to
NEVERPASSWORD. When the second step is conplete, then all routers
will be using the new val ue of the per-area password, but wll accept
the old value as well. Finally, the third step is to change all
routers in the area to have the per-area receive password set to

{ NEWERPASSWORD} .

By configuring transnmit and receive values for the passwords in this
manner, it is possible to maintain continuous correct operation. For
exanple, in the mddle of the second step in the above exanple, sone
of the routers in the area will be transmtting level 1 LSPs and SNPs
using the old password OLDAREAPASSWORD, and sone will be transmitting
I evel 1 LSPs and SNPs using the new password NEWERPASSWORD. However,
during the second step of the transition all routers in the area wll
accept level 1 LSPs and SNPs using either password.
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Annex E
Interaction of the Integrated IS-1S with Brouters

A "brouter" is a device which operates an both a bridge and a router.
One possible type of brouter acts as a router for IP traffic, and
acts as a bridge for all other types of traffic.

Dependi ng upon the manner in which a brouter is inplenented, and
dependi ng upon the network topol ogy, there is an obscure bug which
can result fromthe interaction of the Integrated IS-1S protocol, and
brouters. This appendi x gives an exanpl e of the bug, and proposes a
sinple correction to the operation of brouters to correct the
probl em

This annex is included for infornmational purposes.

E.1 The Probl em
Suppose that we have a brouter which treats |IP packets as if it were
a normal IP router, and which treats all other packets as if it is a
bri dge.
Suppose that two routers "X' and "Y' (which inplement the integrated

IS-1S protocol), two Ethernets, and a brouter B are all connected as
fol | ows:

B B
| Router | | Router |
| X | (I |
R R
| |
----- B B
| |

E S +- +

| Brouter |

| B |

[ TS +

Here suppose that X and Y are running the Integrated 1S 1S protocol
and are both level 1 routers in the sane area. Thus X and Y send | S-
IS Hel l o packets on the LAN. These Hell o packets are received and
forwarded by the brouter (using normal bridge functions). Sinmilarly,
X and Y receive each other’s IS-1S LSP packets. In this way, it
appears to the Brouter that X and Y are exchangi ng OSI packets, and
so they are forwarded using normal bridge functions. It appears to X
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and Y as if they are on the sane LAN, and so they |learn each others
48-bit Ethernet addresses and exchange routing information.

Now, suppose that X receives an |IP packet, which it needs to forward
via Y. Since X thinks that it and Y are on the sane Ethernet, it just
forwards the | P packet directly, using normal Ethernet encapsul ation
and using the 48-bit Ethernet address of Y as the destination address
in the Ethernet header. Brouter B, when thinking as a bridge says:
"this is an | P packet, | don't forward this as a bridge". Brouter B
when thinking like an I P router says: "this is an | P packet, | know
how to forward | P packets. However, this is sent to an Ethernet
address which is not nme, thus I will ignore it". The result is that
the I P packet does not get forwarded.

This problemrelates directly to the fact that X and Y are exchangi ng
OSl packets to deternmine the connectivity of the path between them
but then are trying to send I P packets over the path. Also, there is
a device between X and Y on the path which treats OSI and | P packets
differently.

Al so note that this problemcan al so occur in nore conplex
topol ogi es, whenever a brouter is treating OSI and |IP packets in a
fundanental | y different manner

E. 2 Possi bl e Sol utions

E. 2.1 More Sophisticated Brouter

One solution is that brouter B needs to be a little nore
sophisticated. In particular, it needs to use the follow ng rules:

- For packets which are not | P packets, act as a bridge (this is the
sane as before).

- For I P packets sent to an Ethernet broadcast or multicast address,
act as an IP router (this is also the sane as before).

- For I P packets sent to ny own Ethernet 48-bit address(es), act as
an IP router (this is also the same as before).

- For IP packets sent to a single station 48-bit address which is not
one of ny addresses, act at a bridge (TH S IS NEW.

Wth this change, the I P packet transmitted fromXto Y is forwarded

by the brouter, acting as a bridge. This allows the Brouter and the
mul tiprotocol routers to interoperate properly.
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E. 2.2 Dual Router / Brouter

An alternate solution would be for the Brouter to route both OSI and
I P equally. If the Brouter used the integrated IS-1S for this
purpose, then it could be part of the sane routing donmain and
interoperate like any other dual router (except for the ability to
bridge other protocol suites). |If it used other protocols for
routing CSl and IP, then it would need to be part of another routing
domain, and could interoperate with integrated IS-1S routers |ike any
ot her external router.
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