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Status of this Meno

This meno describes the Network Tinme Protocol (NTP), specifies its
formal structure and summarizes information useful for its

i mpl enentation. NTP provides the nmechanisnms to synchronize tine and
coordinate time distribution in a large, diverse internet operating
at rates fromnundane to lightwave. It uses a returnable-tinme design
in which a distributed subnet of time servers operating in a self-
organi zi ng, hierarchical naster-slave configuration synchronizes

| ogi cal clocks within the subnet and to national tine standards via
wire or radio. The servers can also redistribute reference time via
local routing algorithms and tine daenons.

The NTP architectures, algorithnms and protocols which have evol ved
over several years of inplenentation and refinenent are described in
this docunent. The prototype system which has been in regul ar
operation in the Internet for the last two years, is described in an
Appendi x along with performance data which shows that tinekeeping
accuracy throughout nost portions of the Internet can be ordinarily
mai ntained to within a fewtens of mlliseconds, even in cases of
failure or disruption of clocks, tine servers or nets. This is a
Draft Standard for an Elective protocol. Distribution of this neno
is unlimted.
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1. Introduction

Thi s docunent describes the Network Time Protocol (NTP), including
the architectures, algorithnms and protocols to synchronize |oca
clocks in a set of distributed clients and servers. The protocol was
first described in RFC-958 [24], but has evolved in significant ways
since publication of that docunent. NTP is built on the Internet
Protocol (IP) [10] and User Datagram Protocol (UDP) [6], which
provi de a connectionl ess transport mechanism however, it is readily
adaptable to other protocol suites. It is evolved fromthe Tine
Protocol [13] and the I CWP Ti mestanp nmessage [11], but is
specifically designed to naintain accuracy and robustness, even when
used over typical Internet paths involving multiple gateways and
unreliable nets.

The service environnent consists of the inplenentation nodel, service
nmodel and tine scale described in Section 2. The inplenentation
nodel is based on a nultiple-process operating system architecture,

al t hough other architectures could be used as well. The service
nodel is based on a returnable-tinme design which depends only on
nmeasured of fsets, or skews, but does not require reliable nmessage
delivery. The subnet is a self-organizing, hierarchical master-slave
configuration, with synchronization paths determ ned by a mni num

wei ght spanning tree. Wile nultiple nmasters (prinmary servers) nay
exist, there is no requirenent for an el ection protocol

NTP itself is described in Section 3. It provides the protocol
mechani sms to synchronize tine in principle to precisions in the
order of nanoseconds whil e preserving a non-anbi guous date well into

the next century. The protocol includes provisions to specify the
characteristics and estimate the error of the local clock and the
time server to which it may be synchronized. It also includes
provisions for operation with a nunber of nutually suspicious,
hierarchically distributed primary reference sources such as radio
cl ocks.

Section 4 describes algorithnms useful for deglitching and snoot hi ng
cl ock-of fset sanples collected on a continuous basis. These

al gorithnms began with those suggested in [22], were refined as the
results of experinments described in [23] and further evol ved under
typi cal operating conditions over the last two years. In addition
as the result of experience in operating nultiple-server nets

i ncl udi ng radi o-synchroni zed cl ocks at several sites in the US and
with clients in the US and Europe, reliable algorithnms for selecting
good cl ocks from a popul ati on possibly includi ng broken ones have
been devel oped and are described in Section 4.

The accuraci es achi evabl e by NTP depend strongly on the precision of
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the | ocal clock hardware and stringent control of device and process

| atencies. Provisions nust be included to adjust the software

| ogi cal clock time and frequency in response to corrections produced

by NTP. Section 5 describes a |ogical clock design evolved fromthe

Fuzzbal | inplementation described in [15]. This design includes

of fset-slewing, drift-conpensation and deglitching nechani sns capabl e
of accuracies in order of a mllisecond, even after extended periods

when synchroni zation to primary reference sources has been | ost.

The UDP and NTP packet formats are shown in Appendices A and B
Appendi x C presents the results of a survey of about 5500 Internet
hosts showi ng how their clocks conpare with prinmary reference sources
using three different tinme protocols, including NTP. Appendix D
presents experinental results using several different deglitching and
snmoot hing al gorithns. Appendi x E describes the prototype NTP primary
service net, as well as proposed rul es of engagenent for its use.

1.1. Related Technol ogy

O her nechani sns have been specified in the Internet protocol suite
to record and transnit the tine at which an event takes place,

i ncluding the Daytinme protocol [12], Time Protocol [13], |CW

Ti mestanp nessage [11] and I P Tinestanp option [9]. Experinenta
results on neasured tinmes and roundtrip delays in the Internet are
di scussed in [14], [23] and [31]. Gher synchronization protocols
are discussed in [7], [17], [20] and [28]. NTP uses techni ques
evolved fromboth |inear and nonlinear synchroni zati on nethodol ogy.
Li near methods used for digital tel ephone network synchronization are
summari zed in [3], while nonlinear nethods used for process
synchroni zati on are summarized in [27].

The Fuzzbal |l routing protocol [15], sonetines called Hell ospeak

i ncorporates tine synchronization directly into the routing protoco
design. One or nore processes synchronize to an external reference
source, such as a radio clock or NTP daenon, and the routing

al gorithm constructs a m ni num wei ght spanning tree rooted on these
processes. The clock offsets are then distributed along the arcs of
the spanning tree to all processes in the systemand the various
process cl ocks corrected using the procedure described in Section 5
of this docunent. While it can be seen that the design of Hell ospeak
strongly influenced the design of NIP, Hellospeak itself is not an
Internet protocol and is unsuited for use outside its |ocal-net

envi ronnent .

The Uni x 4. 3bsd nodel [20] uses a single master tine daenon to
measure offsets of a nunber of slave hosts and send periodic
corrections to them In this nodel the master is determined using an
el ection algorithm|[25] designed to avoid situations where either no
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master is elected or nore than one naster is elected. The election
process requires a broadcast capability, which is not a ubiquitous
feature of the Internet. Wile this nodel has been extended to
support hierarchical configurations in which a slave on one network
serves as a master on the other [28], the nodel requires handcrafted
configuration tables in order to establish the hierarchy and avoid

| oops. In addition to the burdensone, but presunably infrequent,
overheads of the el ection process, the offset nmeasurenent/correction
process requires twi ce as nmany nessages as NTP per update.

A good deal of research has gone into the issue of maintaining
accurate tinme in a community where sonme clocks cannot be trusted. A
truechinmer is a clock that nmaintains tinekeeping accuracy to a
previously published (and trusted) standard, while a falseticker is a
cl ock that does not. Determ ning whether a particular clock is a
truechimer or falseticker is an interesting abstract problem which
can be attacked using nethods summarized in [19] and [27].

A convergence function operates upon the offsets between the cl ocks
in a systemto increase the accuracy by reducing or elimnating
errors caused by falsetickers. There are two classes of convergence
functions, those involving interactive convergence al gorithms and
those involving interactive consistency algorithnms. Interactive
convergence algorithns use statistical clustering techni ques such as
the fault-tol erant average algorithmof [17], the CNV al gorithm of
[19], the najority-subset algorithmof [22], the egocentric al gorithm
of [27] and the algorithnms in Section 4 of this docunent.

Interactive consistency algorithnms are designed to detect faulty

cl ock processes which mght indicate grossly inconsistent offsets in
successive readings or to different readers. These algorithns use an
agreement protocol involving successive rounds of readings, possibly
rel ayed and possibly augnmented by digital signatures. Exanples
include the fireworks algorithmof [17] and the optinmum al gorithm of
[30]. However, these algorithns require | arge nunbers of nessages,
especi ally when | arge nunbers of clocks are involved, and are
designed to detect faults that have rarely been found in the Internet
experience. For these reasons they are not considered further in
thi s docunent.

In practice it is not possible to determi ne the truechiners fromthe
fal setickers on other than a statistical basis, especially with

hi erarchi cal configurations and a statistically noisy Internet.

Thus, the approach taken in this docunent and its predecessors

i nvol ves nutual ly coupl ed oscillators and maxi mum|i kel i hood
estimati on and sel ection procedures. Fromthe analytical point of
view, the systemof distributed NTP peers operates as a set of
coupl ed phase-l ocked oscillators, with the update al gorithm
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functioning as a phase detector and the |ogical clock as a voltage-
controlled oscillator. This sinmlarity is not accidental, since
systenms |ike this have been studied extensively [3], [4] and [5].

The particul ar choice of offset neasurenent and conputation procedure
described in Section 3 is a variant of the returnable-tine system
used in sone digital telephone networks [3]. The clock filter and
sel ection algorithnms are designed so that the clock synchronization
subnet sel f-organizes into a hierarchical naster-slave configuration
[5]. What nmekes the NTP nodel unique is the adaptive configuration
polling, filtering and sel ection functions which tailor the dynamcs
of the systemto fit the ubiquitous Internet environnent.

2. System Architecture

The purpose of NTP is to connect a nunber of primary reference
sources, synchronized to national standards by wire or radio, to
wi dely accessi bl e resources such as backbone gateways. These
gateways, acting as primary tine servers, use NTP between themto
cross-check the clocks and nitigate errors due to equi pnment or
propagation failures. Some nunber of |ocal-net hosts or gateways,
acting as secondary tine servers, run NTP with one or nore of the

primary servers. In order to reduce the protocol overhead the
secondary servers distribute tine via NTP to the renaining |ocal-net
hosts. In the interest of reliability, selected hosts can be

equi pped with | ess accurate but |ess expensive radi o cl ocks and used
for backup in case of failure of the prinmary and/or secondary servers
or comuni cation paths between them

There is no provision for peer discovery, acquisition, or
authentication in NTP. Data integrity is provided by the | P and UDP
checksuns. No circuit-managenent, duplicate-detection or

retransm ssion facilities are provided or necessary. The service can
operate in a symetric node, in which servers and clients are

i ndi stinguishable, yet maintain a small anount of state information
or in client/server node, in which servers need nmaintain no state
other than that contained in the client request. A |ightweight

associ at i on- managenent capability, including dynanic reachability and
vari abl e polling rate nmechani sns, is included only to manage the
state informati on and reduce resource requirenents. Since only a
singl e NTP nmessage format is used, the protocol is easily inplenmented
and can be used in a variety of solicited or unsolicited polling
nmechani sns.

It should be recogni zed that clock synchronization requires by its
nature | ong periods and nmultiple conparisons in order to naintain
accurate tinmekeeping. Wile only a few neasurenents are usually

adequate to reliably deternmine local tine to within a second or so
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peri ods of many hours and dozens of neasurenents are required to
resolve oscillator drift and maintain local tinme to the order of a
mllisecond. Thus, the accuracy achieved is directly dependent on
the tine taken to achieve it. Fortunately, the frequency of
measurenents can be quite | ow and al nost al ways non-intrusive to
normal net operations.

2.1. Inplementation Mdel

In what may be the npbst conmon client/server nodel a client sends an
NTP nessage to one or nore servers and processes the replies as
received. The server interchanges addresses and ports, overwites
certain fields in the nessage, recal cul ates the checksum and returns

the message immediately. Information included in the NTP nessage
allows the client to deternmine the server time with respect to |loca
time and adjust the logical clock accordingly. 1In addition, the

message includes information to cal cul ate the expected ti mekeeping
accuracy and reliability, thus select the best from possibly severa
servers.

While the client/server nodel may suffice for use on local nets

invol ving a public server and perhaps many workstation clients, the
full generality of NTP requires distributed participation of a nunber
of client/servers or peers arranged in a dynamically reconfigurable,
hierarchically distributed configuration. It also requires
sophisticated algorithns for association nanagenent, data
mani pul ati on and | ogical clock control. Figure 2.1 shows a possible
i mpl ement ati on nodel including four processes sharing a partitioned
data base, with a partition dedicated to each peer and interconnected
by a nessage- passi ng system
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Figure 2.1. Inplenentation Mde

The tineout process, driven by independent tiners for each peer
collects information in the data base and sends NTP nmessages to ot her
peers in the net. Each nessage contains the local time the nmessage
is sent, together with previously received information and ot her

i nformati on necessary to conpute the estinated error and nanage the
association. The nessage transnission rate is deternined by the
accuracy expected of the local system as well as its peers.

The receive process receives NITP nessages and perhaps nessages in
other protocols as well, including |CMP, other UDP or TCP tine
protocols, local-net protocols and directly connected radi o cl ocks.
When an NTP nessage is received the of fset between the sender clock
and the local clock is conputed and incorporated into the data base
along with other information useful for error estinmation and cl ock
sel ecti on.

The update algorithmis initiated upon receipt of a nessage and at
other tinmes. It processes the offset data from each peer and sel ects
the best peer using algorithnms such as those described in Section 4.
This may invol ve nmany observations of a few clocks or a few
observations of many cl ocks, depending on the accuracies required.

The | ocal clock process operates upon the offset data produced by the
update al gorithm and adjusts the phase and frequency of the | ogica

cl ock using mechani snms such as described in Section 5. This nmay
result in either a step change or a gradual slew adjustnent of the

| ogi cal clock to reduce the offset to zero. The logical clock
provides a stable source of time information to other users of the
system and for subsequent reference by NTP itself.
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2.2. Network Configurations

A primary time server is connected to a primary reference source,
usual ly a radi o clock synchronized to national standard tine. A
secondary tine server derives time synchronization, possibly via

ot her secondary servers, froma primary server. Under nornal
circunstances it is intended that a subnet of prinmary and secondary
servers assumes a hierarchical master-slave configuration with the
nore accurate servers near the top and the | ess accurate bel ow.

Fol  owi ng conventions established by the tel ephone industry, the
accuracy of each server is defined by a nunber called its stratum
with the stratumof a prinmary server assigned as one and each |evel
downwards in the hierarchy assigned as one greater than the preceding
level. Wth current technol ogy and avail abl e receiving equi prent,
singl e-sanpl e accuracies in the order of a mllisecond can be
achieved at the radio clock interface and in the order of a few
mlliseconds at the packet interface to the net. Accuracies of this
order require special care in the design and inplenentation of the
operating system such as described in [15], and the |ogical clock
nmechani sm such as described in Section 5.

As the stratumincreases fromone, the single-sanple accuracies

achi evable will degrade depending on the communi cation paths and
local clock stabilities. |In order to avoid the tedious cal cul ations
[4] necessary to estimate errors in each specific configuration, it
is useful to assunme the errors accunul ate approximately in proportion
to the mninumtotal roundtrip path delay between each server and the
primary reference source to which it is synchronized. This is called
t he synchroni zati on di stance.

Again drawi ng fromthe experience of the tel ephone industry, who

| earned such | essons at considerable cost, the synchronization paths
shoul d be organi zed to produce the highest accuracies, but nust never
be allowed to forma loop. The clock filter and selection algorithns
used in NTP acconplish this by using a variant of the Bell nman-Ford
distributed routing algorithm[29] to conpute the mni numwei ght
spanning trees rooted on the primary servers. This results in each
server operating at the lowest stratumand, in case of multiple peers
at the sane stratum at the | owest synchronization distance.

As a result of the above design, the subnet reconfigures
autonmatically in a hierarchical nmaster-slave configuration to produce
the nost accurate time, even when one or nore prinmary or secondary
servers or the comunication paths between themfail. This includes
the case where all normal prinmary servers (e.g., backbone WAB

cl ocks) on a possibly partitioned subnet fail, but one or nore backup
primary servers (e.g., local WW cl ocks) continue operation
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However, should all primary servers throughout the subnet fail, the
remai ni ng secondary servers will synchroni ze anong thensel ves for
sonme tinme and then gradually drop off the subnet and coast using
their last offset and frequency conputations. Since these
conput ati ons are expected to be very precise, especially in
frequency, even extend outage periods of a day or nore should result
in tinmekeeping errors of not over a few tens of mlliseconds.

In the case of multiple primary servers, the spanning-tree
conmputation will usually select the server at ninimum synchroni zation
di stance. However, when these servers are at approximtely the sane
di stance, the conputation nmay result in random sel ecti ons anong t hem
as the result of nornmal dispersive delays. Odinarily this does not
degrade accuracy as long as any discrepancy between the prinary
servers is small conpared to the synchronization distance. |f not,
the filter and selection algorithms will select the best of the
avai |l abl e servers and cast out outlyers as intended.

2.3. Tine Scal es

Since 1972 the various national tine scales have been based on
International Atomic Tinme (TA), which is currently maintained using
mul ti pl e cesi um beam cl ocks to an accuracy of a few parts in 10712.
The Bureau International de |’'Heure (BIH) uses astrononica
observations provided by the US Naval Observatory and ot her
observatories to determine corrections for small changes in the nean
rotation period of the Earth. This results in Universal Coordinated
Time (UTC), which is presently decreasing fromTA at a fraction of a
second per year. Wen the magnitude of the correction approaches 0.7
second, a leap second is inserted or deleted in the UTC tine scale on
the | ast day of June or Decenber. Further information on tine scales
can be found in [26].

For the nost precise coordination and timestanping of events since
1972 it is necessary to know when | eap seconds were inserted or
deleted in UTC and how the seconds are nunbered. A leap second is
inserted follow ng second 23:59:59 on the | ast day of June or
Decenber and becones second 23:59:60 of that day. A |eap second
woul d be deleted by onitting second 23:59: 59 on one of these days,

al t hough this has never happened. Leap seconds were inserted on the
foll owi ng fourteen occasions prior to January 1988 (courtesy US Nava
bservatory):
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1 June 1972 8 Decenber 1978
2 Decenber 1972 9 Decenber 1979
3 Decenber 1973 10 June 1981
4 Decenber 1974 11 June 1982
5 Decenber 1975 12 June 1983
6 Decenber 1976 13 June 1985
7 Decenber 1977 14 Decenber 1987

Table 2.1. Dates of Leap-Second Insertion

Li ke UTC, NTP operates with an abstract oscillator synchronized in
frequency to the TAtine scale. At 0000 hours on 1 January 1972 the
NTP time scale was set to 2,272,060, 800, representing the nunber of
TA seconds since 0000 hours on 1 January 1900. The insertion of |eap
seconds in UTC does not affect the oscillator itself, only the

transl ati on between TA and UTC, or conventional civil time. However,
since the only institutional nmenory assunmed by NTP is the UTC radio
broadcast service, the NTP tinme scale is in effect reset to UTC as
each offset estimate is conputed. Wen a leap second is inserted in
UTC and subsequently in NTP, know edge of all previous |eap seconds
is lost. Thus, if a clock synchronized to NTP in early 1988 was used
to establish the tine of an event that occured in early 1972, it
woul d be fourteen seconds early.

Wien NTP is used to neasure intervals between events that straddle a
| eap second, special considerations apply. Wen it is necessary to
determine the el apsed tinme between events, such as the half life of a
proton, NTP tinmestanps of these events can be used directly. \Wen it
is necessary to establish the order of events relative to UTC, such
as the order of funds transfers, NIP tinestanps can al so be used
directly; however, if it is necessary to establish the elapsed tine
bet ween events relative to UTC, such as the intervals between
paynments on a nortgage, NTP tinmestanps nust be converted to UTC using
the above table and its successors.

The current fornmats used by NBS radi o broadcast services [2] do not

i ncl ude provisions for advance notice of |eap seconds, so this

i nformation nust be determ ned from other sources. NTP includes
provisions to distribute advance warni ngs of |eap seconds using the
Leap Indicator bits described in Section 3. The protocol is designed
so that these bits can be set nmanually at the primary cl ocks and then
automatically distributed throughout the systemfor delivery to al

| ogi cal clocks and then effected as described in Section 5.
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3. Network Tine Protoco

This section consists of a formal definition of the Network Tine
Protocol, including its data formats, entities, state variabl es,
events and event-processi ng procedures. The specification nodel is
based on the inplenentation nodel illustrated in Figure 2.1, but it
is not intended that this nodel is the only one upon which a
specification can be based. |n particular, the specification is
intended to illustrate and clarify the intrinsic operations of NIP
and serve as a foundation for a nore rigorous, conprehensive and
verifiable specification.

3. 1. Dat a Fornmats

Al'l mat hemati cal operations expressed or inplied herein are in

two’ s-conplenment arithnmetic. Data are specified as integer or
fixed-point quantities. Since various inplenentations would be
expected to scale externally derived quantities for internal use,
neither the precision nor decinal-point placenent for fixed-point
quantities is specified. Unless specified otherwise, all quantities
are unsigned and may occupy the full field width, if designated, with
an inplied zero preceding the nost significant (leftnost) bit.

Har dwar e and software packages designed to work with signed
quantities will thus yield surprising results when the nost
significant (sign) bit is set. It is suggested that externally
derived, unsigned fixed-point quantities such as tinestanps be
shifted right one bit for internal use, since the precision
represented by the full field width is seldomjustified.

Since NTP tinestanps are cherished data and, in fact, represent the
mai n product of the protocol, a special tinmestanp fornmat has been
established. NTP tinestanps are represented as a 64-bit unsigned

fi xed-poi nt nunber, in seconds relative to 0000 UT on 1 January 1900.
The integer part is in the first 32 bits and the fraction part in the
| ast 32 bits, as shown in the follow ng diagram

0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| I nt eger Part

B T e o i S I i i S S N iy St S I S S
| Fraction Part

R o T S T T i T S e T it S S S S

This format all ows convenient multiple-precision arithnmetic and
conversion to Time Protocol representation (seconds), but does
complicate the conversion to | CMP Ti mestanp nessage representation
(mlliseconds). The precision of this representation is about 0.2
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nanosecond, which should be adequate for even the npbst exotic
requirenents.

Ti mestanps are determnmi ned by copying the current value of the |ogica
clock to a tinmestanp variabl e when sone significant event, such as

the arrival of a nmessage, occurs. 1In order to maintain the highest
accuracy, it is inportant that this be done as close to the hardware
or software driver associated with the event as possible. In
particul ar, departure tinmestanps should be redeterm ned for each
link-level retransmission. In sone cases a particular tinestanp may
not be avail able, such as when the host is rebooted or the protoco
first starts up. In these cases the 64-bit field is set to zero,

i ndicating the value is invalid or undefined.

Note that since some tinme in 1968 the nost significant bit (bit O of
the Integer Part) has been set and that the 64-bit field wll
overflow sonme time in 2036. Should NTP be in use in 2036, sone
external neans will be necessary to qualify tinme relative to 1900 and
time relative to 2036 (and other nultiples of 136 years).

Ti mest anped data requiring such qualification will be so precious

t hat appropriate neans should be readily available. There will exist
an 0. 2-nanosecond interval, henceforth ignored, every 136 years when
the 64-bit field will be zero and thus considered invalid.

3.2. State Variables and Paraneters

Following is a tabular sunmary of the various state variables and
paraneters used by the protocol. They are separated into classes of
system vari ables, which relate to the operating system environnent
and | ogi cal clock nmechanism peer variables, which are specific to
each peer operating in synmmetric node or client nbde; packet

vari abl es, which represent the contents of the NTP nmessage; and
paraneters, which are fixed in all inplenmentations of the current
version. For each class the description of the variable is foll owed
by its name and the procedure or value which controls it. Note that
variables are in | ower case, while paraneters are in upper case.
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Logi cal d ock
Cl ock Source

Leap I ndicator

Stratum

Preci si on

Synchroni zi ng Di stance
Estimated Drift Rate

Ref erence C ock ldentifier
Ref erence Ti nmest anp

Table 3.1. System Vari abl es

Peer Vari abl es

Peer Address

Peer Port
Local Address
Local Port

Peer State
Reachabil ity Register
Peer Ti ner

Ti mer Threshold
Leap I ndicat or

Stratum

Peer Poll Interva
Host Poll Interva
Pr eci si on

Synchroni zi ng Di stance
Estimated Drift Rate

Ref erence Cl ock Identifier
Ref erence Ti mestanp
Oiginate Tinmestanp

Recei ve Ti nmestanp

Filter Register

Del ay Estimate
O fset Estinmate

Di spersion Estimate

peer

Tabl e 3.2. Peer Vari abl es

Contro
cl ock updat e
peer sel ection
al gorithm
.leap updat e
.stratum updat e
. precision system
. di stance updat e
.drift system
.refid updat e
.reftime updat e
Contro
. srcadr system
.srcport system
. dst adr system
. dst port system
.State receive,
transmt
.reach receive,
transmt
Ltimer system
.threshold system
.leap recei ve
.stratum recei ve
. ppol | receive
. hpol | receive,
transmt
. precision receive
. di stance receive
.drift recei ve
.refid receive
.reftime receive
.org receive
.rec receive
filter filter
al gorithm
. del ay filter
al gorithm
.of fset filter
al gorithm
.dispersion filter
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Contro

Peer Address

Peer Port
Local Address
Local Port

Leap I ndicator

Ver si on Nurnber

Stratum

Pol |

Preci sion
Synchroni zi ng Di stance
Estimated Drift Rate
Ref erence O ock ldentifier
Ref erence Ti mestanp
Origi nate Ti nest anp
Recei ve Ti nmestanp
Transmt Ti nestanp

. srcadr
.srcport

. dst adr

. dst port
.leap
.Version
.stratum
. pol |

. precision
. di stance
.drift
.refid
.reftine
.org

.rec

. Xxnt

Tabl e 3. 3. Packet Vari abl es

Par aneters

transmt
transmt
transm t
transmt
transmt
transmt
transmt
transmt
transm t
transmt
transmt
transmt
transmt
transmt
transm t
transmt

NTP. VERSI ON
NTP. PORT

NTP. M NPOLL
NTP. MAXPOLL

NTP Versi on

NTP Port

M ni num Pol I ing I nterval
Maxi mum Pol I i ng I nterval

Maxi mum Di sper si on
Reachabil ity Register Size
Shift Register Size

Di spersion Threshol d
Filter Weight

Sel ect Wi ght

NTP. MAXDI SP
PEER. W NDOW
PEER. SHI FT
PEER. THRESHOLD
PEER. FI LTER
PEER. SELECT

Tabl e 3. 4. Paraneters

123

6 (64 sec)
10 (1024
sec)

65535 ns
8

4/ 8

500 ns

.5

.75

Following is a description of the various variables used in the

pr ot ocol

Addi ti ona

| ater sections and appendi ces.

3.2. 1.

Conmon Vari abl es

details on formats and use are presented in

The follow ng variables are common to the system peer and packet
cl asses.

Peer Address (peer.srcadr,

pkt. srcport)

MIls

pkt.srcadr) Peer

Port (peer.srcport,
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These are the 32-bit Internet address and 16-bit port nunber of
the renote host.

Local Address (peer.dstadr, pkt.dstadr) Local Port (peer.dstport,
pkt . dstport)

These are the 32-bit Internet address and 16-bit port nunber of
the I ocal host. They are included anong the state variables to
support rmulti-hom ng.

Leap Indicator (sys.l|eap, peer.|eap, pkt.leap)

This is a two-bit code warning of an inpending | eap second to be
inserted in the NTP time scale. The bits are set before 23:59 on
the day of insertion and reset after 00:01 on the follow ng day.
Thi s causes the nunmber of seconds (rollover interval) in the day
of insertion to be increased or decreased by one. In the case of
primary servers the bits are set by operator intervention, while
in the case of secondary servers the bits are set by the protocol
The two bits are coded as foll ows:

00 no warni ng (day has 86400 seconds)

01 +1 second (day has 86401 seconds)
seconds)

10 -1 second (day has 86399 seconds)
seconds)

11 al arm condition (clock not synchronized)

In all except the alarmcondition (11) NTP itself does nothing
with these bits, except pass themon to the time-conversion
routines that are not part of NTP. The alarm condition occurs
when, for whatever reason, the logical clock is not synchronized,
such as when first coming up or after an extended period when no
outside reference source is avail abl e.

Stratum (sys.stratum peer.stratum pkt.stratun)

This is an integer indicating the stratumof the I|ogical clock. A
val ue of zero is interpreted as unspecified, one as a prinmary

cl ock (synchroni zed by outside nmeans) and remmining val ues as the
stratum | evel (synchronized by NTP). For comparison purposes a
val ue of zero is considered greater than any other val ue.

Peer Poll Interval (peer.ppoll, pkt.poll)
This is a signed integer used only in symetric node and

i ndicating the m ninmuminterval between nessages sent to the peer
in seconds as a power of two. For instance, a value of six
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indicates a mnimuminterval of 64 seconds. The value of this
vari abl e nmust not be | ess than NTP. M NPOLL and nust not be greater
t han NTP. MAXPOLL.

Preci sion (sys.precision, peer.precision, pkt.precision)

This is a signed integer indicating the precision of the |ogica
clock, in seconds to the nearest power of twos. For instance, a
60-Hz line-frequency clock woul d be assigned the value -6, while a
1000- Hz crystal -derived cl ock woul d be assigned the val ue -10.

Synchroni zi ng Di stance (sys.di stance, peer.distance, pkt.distance)
This is a fixed-point nunber indicating the estinmated roundtrip
delay to the primary clock, in seconds.

Estinmated Drift Rate (sys.drift, peer.drift, pkt.drift)

This is a fixed-point nunber indicating the estimated drift rate
of the local clock, in dinensionless units.

Reference Cock ldentifier (sys.refid, peer.refid, pkt.refid)

This is a code identifying the particular reference clock or
server. The interpretation of the value depends on the stratum
For stratum values of zero (unspecified) or one (primary clock),
the value is an ASCI| string identifying the reason or clock
respectively. For stratumval ues greater than one (synchronized
by NTP), the value is the 32-bit Internet address of the reference
server.

Ref erence Tinmestanp (sys.reftinme, peer.reftine, pkt.reftine)
This is the local tinme, in tinestanp format, when the |ogica
clock was | ast updated. |If the logical clock has never been
synchroni zed, the value is zero.

3.2.2. System Variabl es

The follow ng variables are used by the operating systemin order to
synchroni ze the | ogical clock

Logi cal d ock (sys. clock)
This is the current local tinme, in tinestanp format. Local tine

is derived fromthe hardware clock of the particul ar nmachine and
increnents at intervals depending on the design used. An
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appropriate design, including slewing and drift-conpensation
nmechani sms, is described in Section 5.

O ock Source (sys. peer)
This is a selector identifying the current clock source. Usually
this will be a pointer to a structure containing the peer
vari abl es.

3.2.3. Peer Variables

Following is a list of state variables used by the peer nmanagenent
and nmeasurenent functions. There is one set of these variables for
every peer operating in client node or symmetric node.
Peer State (peer.state)
This is a bit-encoded quantity used for various control functions.
Host Poll Interval (peer.hpoll)
This is a signed integer used only in symetric node and
i ndicating the m ninmuminterval between nessages expected fromthe
peer, in seconds as a power of two. For instance, a value of six
indicates a mninmuminterval of 64 seconds. The value of this
vari abl e nmust not be | ess than NTP. M NPOLL and nust not be greater
t han NTP. MAXPOLL.
Reachabil ity Register (peer.reach)
This is a code used to deternine the reachability status of the
peer. It is used as a shift register, with bits entering fromthe
| east significant (rightnost) end. The size of this register is
specified as PEER SHI FT bits.
Peer Tinmer (peer.tiner)

This is an integer counter used to control the interval between
transmitted NTP nessages.

Ti mer Threshol d (peer.threshol d)

This is the tiner val ue which, when reached, causes the tineout
procedure to be execut ed.

Originate Tinestanp (peer.org, pkt.org)

This is the local tine, in tinestanp fornat, at the peer when its
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| at est NTP nessage was sent. |f the peer becones unreachabl e the
value is set to zero

Recei ve Ti nestanp (peer.rec, pkt.rec)

This is the local tine, in tinestanp fornmat, when the |atest NIP
message fromthe peer arrived. |f the peer beconmes unreachable
the value is set to zero

3.2.4. Packet Vari abl es

Following is a list of variables used in NTP nessages in addition to
t he conmon vari abl es above.

Ver si on Number (pkt.version)

This is an integer indicating the version nunber of the sender
NTP nessages will always be sent with the current version nunber
NTP. VERSI ON and wi || always be accepted if the version nunber

mat ches NTP. VERSI ON. Exceptions may be advi sed on a case-by-case
basis at tines when the version nunber is changed.

Transmit Tinestanp (pkt.xnt)

This is the local tinme, in tinestanp fornat, at which the NTP
message departed the sender.

3.2.5. dock Filter Variabl es

When the filter and selection algorithnms suggested in Section 4 are
used, the followi ng state variables are defined. There is one set of
these vari abl es for every peer operating in client node or synmetric
node.

Filter Register (peer.filter)

This is a shift register of PEER WNDOW bits, where each stage is
a tuple consisting of the neasured del ay concatenated with the
nmeasured of fset associated with a single observation

Del ay/ of f set observations enter fromthe | east significant
(rightnost) right and are shifted towards the nost significant
(leftnost) end and eventual |y discarded as new observati ons
arrive. The register is cleared to zeros when (a) the peer
becones unreachable or (b) the logical clock has just been reset
S0 as to cause a significant discontinuity in [ocal tine.
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Del ay Estimate (peer.del ay)
This is a signed, fixed-point nunber indicating the |atest del ay
estimate output fromthe filter, in seconds. \Wile the nunber is
signed, only those values greater than zero represent valid del ay
esti nat es.

O fset Estimate (peer.offset)

This is a signed, fixed-point nunber indicating the |atest offset
estimate output fromthe filter, in seconds.

Di spersion Estimte (peer.di spersion)

This is a fixed-point nunber indicating the |atest dispersion
estimate output fromthe filter, in scranbled units.

3.2.6. Paraneters
Following is a list of parameters assumed for all inplenmentations
operating in the Internet system It is necessary to agree on the
val ues for these paraneters in order to avoid unnecessary network
over heads and stabl e peer associ ations.
Ver si on Number ( NTP. VERSI ON)
This is the NTP version nunber, currently one (1).

NTP Port (NTP. PORT)

This is the port nunber (123) assigned by the |Internet Number Czar
to NTP.

M ni mum Pol I ing Interval (NTP.M NPOLL)

This is the mninumpolling interval allowed by any peer of the
Internet system currently set to 6 (64 seconds).

Maxi mum Pol ling I nterval (NTP. MAXPOLL)

This is the maxinum polling interval allowed by any peer of the
Internet system currently set to 10 (1024 seconds).

Maxi mum Di sper si on ( NTP. MAXDI SP)

This is the maxi num di spersion assuned by the filter algorithns,
currently set to 65535 mlliseconds.
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Reachabil ity Register Size (PEER W NDOW

This is the size of the Reachability Register (peer.reach),
currently set to eight (8) bits.

Shift Register Size (PEER SH FT)

When the filter and selection algorithnms suggested in Section 4
are used, this is the size of the ock Filter (peer.filter) shift
register, in bits. For crystal-stabilized oscillators a value of
eight (8) is suggested, while for mains-frequency oscillators a
val ue of four (4) is suggested. Additional considerations are
given in Section 5.

Di spersion Threshol d ( PEER THRESHOLD)

When the filter and selection algorithnms suggested in Section 4
are used, this is the threshold used to discard noisy data. Wile
a value of 500 milliseconds is suggested, the value may be changed
to suit local conditions on particular peer paths.

Filter Wight (PEER FILTER)

When the filter algorithmsuggested in Section 4 is used, this is
the filter weight used to discard noisy data. While a val ue of
0.5 is suggested, the value may be changed to suit |oca
conditions on particul ar peer paths.

Sel ect Wi ght (PEER SELECT)

When the selection al gorithmsuggested in Section 4 is used, this
is the select weight used to discard outlyers. data. Wile a
val ue of 0.75 is suggested, the value may be changed to suit |oca
conditions on particul ar peer paths.

3.3. Mbddes of QOperation

An NTP host can operate in three nodes: client, server and
symretric. The node of operation is determ ned by whether the source
port (peer.srcport) or destination port (peer.dstport) peer variables
contain the assigned NTP service port nunber NTP. PORT (123) as shown
in the follow ng table.
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peer.srcport peer. dst port Mbode

not NTP. PORT not NTP. PORT not possible

not NTP. PORT NTP. PORT server
NTP. PORT not NTP. PORT client
NTP. PORT NTP. PORT synmmetric

A host operating in client node occasionally sends an NTP nessage to
a host operating in server node. The server responds by sinply

i nt erchangi ng addresses and ports, filling in the required
informati on and returning the nessage to the client. Servers then
need retain no state informati on between client requests. dients
are free to nanage the intervals between sendi ng NTP nessages to suit
| ocal conditions.

In symretric node the client/server distinction disappears. Each
host maintains a table with as many entries as active peers. Each
entry includes a code uniquely identifying the peer (e.g., Internet
address and port), together with status information and a copy of the
timestanps | ast received. A host operating in symmetric node
periodically sends NTP nessages to each peer including the |atest
copy of the tinestanps. The intervals between sendi ng NTP nessages
are managed jointly by the host and each peer using the polling

vari abl es peer. ppol | and peer. hpol |

When a pair of peers operating in symmetric node exchange NTP
nmessages and each deternines that the other is reachable, an
association is formed. One or both peers nust be in active state;
that is, sending nmessages to the other regardl ess of reachability
status. A peer not in active state is in passive state. |If a peer
operating in passive state discovers that the other peer is no |onger
reachabl e, it ceases sending nessages and reclainms the storage and
timer resources used by the association. A peer operating in client
nmode is always in active state, while a peer operating in server node
is always in passive state.

3.4. Event Processing

The significant events of interest in NTP occur upon expiration of
the peer tiner, one of which is dedicated to each peer operating in
symretric or client nodes, and upon arrival of an NIP nessage from
the various peers. An event can also occur as the result of an
operator comand or detected systemfault, such as a primary clock
failure. This section describes the procedures invoked when these
events occur.
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3.4.1. Tineout Procedure

The timeout procedure is called in client and symetric nodes when
the peer tiner (peer.timer) reaches the value of the timer threshold
(peer.threshold) variable. First, the reachability register
(peer.reach) is shifted one position to the left and a zero repl aces
the vacated bit. Then an NTP nessage is constructed and sent to the
peer. |If operating in active state or in passive state and
peer.reach is nonzero (reachable), the peer.tiner is reinitialized
(resunes counting fromzero) and the value of peer.threshold is set
to:

peer.threshold <- nax( mn( peer.ppoll, peer.hpoll,
NTP. MAXPOLL), NTP. M NPOLL)

If operating in active state and peer.reach is zero (unreachable),
the peer variables are updated as foll ows:

peer. hpol|l <- NTP. M NPCLL
peer.di sp <- NTP. MAXDI SP
peer.filter <- 0 (cleared)
peer.org <- O

peer.rec <- 0

Then the clock selection algorithmis called, which may result in a
new cl ock source (sys.peer). |In other cases the protocol ceases
operation and the storage and tiner resources are reclained for
subsequent use.

An NTP nessage is constructed as follows (see Appendices A and B for
formats). First, the IP and UDP packet variables are copied fromthe
peer variables (note the interchange of source and destination
addresses and ports):

pkt.srcadr <- peer.dstadr pkt.srcport <- peer.dstport
pkt.dstadr <- peer.srcadr pkt.dstport <- peer.srcport

Next, the NTP packet variables are copied (rescal ed as necessary)
fromthe system and peer variabl es:

pkt.leap <- sys.leap pkt. di stance <- sys.distance
pkt.version <- NTP. VERSI ON pkt.drift <- sys.drift
pkt.stratum <- sys.stratum pkt.refid <- sys.refid
pkt.pol |l <- peer. hpoll pkt.reftime <- sys.reftine

pkt. precision <- sys.precision

Finally, the NTP packet tinestanp variables are copied, dependi ng on
whet her the peer is operating in symmetric node and reachable, in
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symretri c node and not reachable (but active) or in client node:

Symretri ¢ Reachabl e Symretric Active dient
pkt.org <- peer.org pkt.org <- O pkt.org <- sys.clock
pkt.rec <- peer.rec pkt.rec <- 0 pkt.rec <- sys.clock

pkt.xnt <- sys.clock pkt.xnt <- sys.clock pkt.xnt <- sys.clock

Note that the order of copying should be designed so that the tinme to
performthe copy operations thensel ves does not degrade the

measur enent accuracy, which inplies that the sys.clock val ues shoul d
be copied last. The reason for the choice of zeros to fill the
pkt.org and pkt.rec packet variables in the symetric unreachabl e
case is to avoid the use of old data after a possibly extensive
period of unreachability. The reason for the choice of sys.clock to

fill these variables in the client case is that, if for sone reason
the NTP nessage is returned by the recipient unaltered, as when
testing with an Internet-echo server, this convention still allows at

| east the roundtrip time to be accurately determ ned w thout specia
handl i ng.

3.4.2. Recei ve Procedure

The receive procedure is executed upon arrival of an NTP nessage. |f
the version nunber of the nessage (pkt.version) does not match the
current version nunber (NTP.VERSION), the nessage is discarded,
however, exceptions may be advi sed on a case-by-case basis at tines
when the version nunber is changed.

If the clock of the sender is unsynchronized (pkt.leap = 11), or the
receiver is in server node or the receiver is in symetric node and
the stratum of the sender is greater than the stratum of the receiver
(pkt.stratum > sys.stratun), the nessage is sinply returned to the
sender along with the timestanps. |In this case the addresses and
ports are interchanged in the IP and UDP headers:

pkt.srcadr <-> pkt.dstadr pkt.srcport <-> pkt.dstport

The foll owi ng packet variables are updated fromthe system vari abl es:

pkt.leap <- sys.leap pkt. di stance <- sys.distance
pkt.version <- NTP. VERSI ON pkt.drift <- sys.drift
pkt.stratum <- sys.stratum pkt.refid <- sys.refid

pkt.precision <- sys.precision pkt.reftime <- sys.reftine

Note that the pkt.poll packet variable is unchanged. The tinestanps
are updated in the order shown:
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pkt.org <- pkt.xnt
pkt.rec <- sys.clock
pkt.xm <- sys.clock

Finally, the nessage is forwarded to the sender and the server
recei ve procedure termnated at this point.

If the above is not the case, the source and destination Internet
addresses and ports in the IP and UDP headers are matched to the
correct peer. |If there is a match, processing continues at the next
step below. If there is no match and symetric node is not indicated
(either pkt.srcport or pkt.dstport not equal to NTP.PCORT), the
message nmust be a reply to a previously sent nessage froma client
which is no longer in operation. |In this case the nessage is dropped
and the receive procedure terminated at this point.

If there is no match and symmetric node is indicated, (both
pkt.srcport and pkt.dstport equal to NTP. PORT), an inplenentation-
specific instantiation procedure is called to create and initialize a
new set of peer variables and start the peer tiner. The follow ng
peer variables are set fromthe I P and UDP headers:

peer.srcadr <- pkt.srcadr peer.srcport <- pkt.srcport
peer.dstadr <- pkt.dstadr peer.dstport <- pkt.dstport

The followi ng peer variables are initialized:

peer.state <- symetric (passive)
peer.tiner <- 0 (enabl ed)
peer. hpol|l <- NTP. M NPCLL
peer.di sp <- NTP. MAXDI SP

The remai ni ng peer variabl es are undefined and set to zero.

Assum ng that instantiation is conplete and that match occurs, the
| east significant bit of the reachability register (peer.reach) is
set, indicating the peer is now reachable. The follow ng peer

vari abl es are copied (rescal ed as necessary) fromthe NTP packet
vari abl es and system vari abl es:
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peer.leap <- pkt.leap peer.di stance <- pkt.di stance
peer.stratum <- pkt.stratum peer.drift <- pkt.drift

peer. ppol | <- pkt. poll peer.refid <- pkt.refid
peer.precision <- pkt.precision peer.reftime <- pkt.reftine
peer.org <- pkt.xnt peer.rec <- sys.clock
peer.threshold <- nmax( mn( peer.ppoll, peer.hpoll,

NTP. MAXPOLL), NTP. M NPOLL)

If either or both the pkt.org or pkt.rec packet variables are zero,
the sender did not have reliable values for them so the receive
procedure is termnated at this point. |f both of these variables
are nonzero, the roundtrip delay and clock offset relative to the
peer are calculated as follows. Nunber the tines of sending and
recei ving NTP nmessages as shown in Figure 3.1 and let i be an even
integer. Then t(i-3), t(i-2) and t(i-1) and t(i) are the contents of
the pkt.org, pkt.rec, pkt.xnt and peer.rec variables respectively.

E(L) [--mmmmmm e >l t(2)
t(4) I< ------------------- I t(3)
t(5) I ------------------- >I t(6)
t(8) i< ------------------- I t(7)

Figure 3.1. Calcuiéiing Del ay and O f set

The roundtrip delay d and clock offset ¢ of the receiving peer
relative to the sending peer is:

d = (t(i) - t(i-3)) - (t(i-1) - t(i-2))
c = [(t(i-2) - t(i-3)) + (t(i-1) - t(i))]/2 .

This method anmpbunts to a continuously sanpled, returnable-tine
system which is used in sone digital tel ephone networks. Anong the
advantages are that the order and tinming of the nessages is

uni nportant and that reliable delivery is not required. Obviously,

t he accuraci es achi evabl e depend upon the statistical properties of
t he out bound and i nbound net paths. Further analysis and
experinental results bearing on this issue can be found in

Appendi x D

The ¢ and d values are then input to the clock filter algorithmto
produce the delay estimate (peer.delay) and offset estimate
(peer.offset) for the peer involved. |If d becomes nonpositive due to
| ow del ays, long polling intervals and high drift rates, it should be
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considered invalid; however, even under these conditions it may
still be useful to update the |local clock and reduce the drift rate
to the point that d becones positive again. Specification of the
clock filter algorithmis not an integral part of the NTP

speci fication; however, one found to work well in the Internet
environnent is described in Section 4.

Wien a primary clock is connected to the host, it is convenient to
incorporate its information into the data base as if the clock were
represented by an ordinary peer. The clocks are usually polled once
or twice a mnute and the returned timecheck used to produce a new
update for the logical clock. The update procedure is then called
with the foll owi ng assumed peer vari abl es:

peer.of fset <- timecheck - sys.clock

peer.del ay <- as determ ned

peer.di spersion <- 0

peer.leap <- selected by operator, ordinarily 00
peer.stratum<- 0

peer.di stance <- 0

peer.refid <- ASCI| identifier

peer.reftime <- tinmecheck

In this case the peer.delay and peer.refid can be constants
reflecting the type and accuracy of the clock. By convention, the
value for peer.delay is ten tinmes the expected nean error of the
clock, for instance, 10 milliseconds for a WAWB cl ock and 1000
mlliseconds for a |l ess accurate WW clock, but with a floor of 100
mlliseconds. Oher peer variables such as the peer timer and
reachability register can be used to control the polling interval and
to confirmthe clock is operating correctly. 1In this way the clock
filter and selection algorithns operate in the usual way and can be
used to mtigate the clock itself, should it appear to be operating
correctly, yet deliver bogus tine.

3.4.3. Update Procedure

The update procedure is called when a new del ay/ of fset estimate is
available. First, the clock selection algorithmdetermn nes the best
peer on the basis of estimated accuracy and reliability, which may
result in a new clock source (sys.peer). |If sys.peer points to the
peer data structure with the just-updated estimates, the state

vari abl es of that peer are used to update the system state variabl es
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as fol |l ows:

sys.leap <- peer.|leap

sys.stratum <- peer.stratum+ 1
sys. di stance <- peer.distance + peer.del ay
sys.refid <- peer.srcadr

sys.reftine <- peer.rec

Finally, the logical clock procedure is called with peer.offset as
argunent to update the | ogical clock (sys.clock) and reconmpute the

estimated drift rate (sys.drift). It nay happen that the |ogica
clock may be reset, rather than slewed to its final value. |In this
case the peer variables of all reachable peers are are updated as
fol | ows:

peer. hpol | <- NTP. M NPOLL
peer.di sp <- NTP. MAXDI SP
peer.filter <- 0 (cleared)
peer.org <- 0

peer.rec <- 0

and the clock selection algorithmis called again, which results in a
nul | clock source (sys.peer = 0). A new selection will occur when
the filters fill up again and the dispersion settles down.

Specification of the clock selection algorithmand |ogical clock
procedure is not an integral part of the NTP specification. A clock
selection algorithmfound to work well in the Internet environnment is
described in Section 4, while a |ogical clock procedure is described
in Section 5. The clock selection algorithmdescribed in Section 4
usual Iy picks the server at the highest stratum and nini rum del ay
anong all those available, unless that server appears to be a

fal seticker. The result is that the algorithns all work to build a
m ni mum wei ght spanning tree relative to the primary servers and thus
a hierarchical master-slave systemsimlar to those used by some
digital tel ephone networks.
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3.4.4. Initialization Procedures
Upon reboot the NTP host initializes all systemvariables as foll ows:

sys.clock <- best available estimte
sys.leap <- 11 (unsynchroni zed)
sys.stratum <- 0 (undefi ned)

Sys. precision <- as required
sys. di stance <- 0 (undefi ned)
sys.drift <- as detern ned

sys.refid <- 0 (undefined)
sys.reftinme <- 0 (undefined)

The | ogical clock sys.clock is presumably undefined at reboot;
however, in some designs such as the Fuzzball an estimate is

avail able fromthe reboot environnment. The sys.precision variable is
determined by the intrinsic architecture of the |ocal hardware clock
The sys.drift variable is determned as a side effect of subsequent

| ogi cal clock updates, from whatever source.

Next, an inplenmentation-specific instantiation procedure is called
repeatedly to establish the set of client peers or symmetric (active)
peers which will actively probe other servers during regul ar
operation. The node and addresses of these peers is determ ned using
i nformati on read during the reboot procedure or as the result of
oper at or conmmands.

4. Filtering Al gorithns

A very inportant factor affecting the accuracy and reliability of
time distribution is the conplex of algorithns used to deglitch and
snooth the offset estimates and to cast out outlyers due to failure
of the primary reference sources or propagati on nedia. The

al gorithms suggested in this section were devel oped and refined over
several years of operation in the Internet under w dely varying net
configurations and utilizations. Wile these algorithns are believed
the best available at the present tinme, they are not an integral part
of the NTP specification

There are two algorithnms described in the follow ng, the clock filter
algorithm which is used to select the best offset sanples froma
gi ven clock, and the clock selection algorithm which is used to
sel ect the best clock anong a hierarchical set of clocks.
4.1. Cock Filter A gorithm

The clock filter algorithmis executed upon arrival of each NTP
nmessage that results in new del ay/of fset sanple pairs. New sanple

MIls [ Page 29]



RFC 1059 Net wor k Ti me Protocol July 1988

pairs are shifted into the filter register (peer.filter) fromthe
left end, causing first zeros then old sanple pairs to shift off the
right end. Then those sanple pairs in peer.filter with nonzero del ay
are inserted on a tenporary list and sorted in order of increasing
delay. The delay estimate (peer.delay) and offset estinmate
(peer.offset) are chosen as the del ay/ offset val ues corresponding to
the m ninumdelay sanple. 1In case of ties an arbitrary choice is
made.

The di spersion estinmate (peer.dispersion) is then conputed as the
wei ghted sum of the offsets in the list. Assunme the list has
PEER SHI FT entries, the first mof which contain valid sanples in
order of increasing delay. If X(i) (0 =<1i < PEER SHI FT) is the
of fset of the ith sanple, then

d(i)
d(i)

| X(i) - X(0)| if i <mand | X(i) - X(0)|] < 2715
2215 - 1 ot herw se

peer.di spersion = Sun(d(i)*w'\i) |,
(0 =< i < PEER SH FT)

where w< 1 is a weighting factor experinmentally adjusted to match
typical offset distributions. The peer.dispersion variable is

i ntended for use as a quality indicator, with increasing val ues
associated with decreasing quality. The intent is that sanples with
a peer.di spersion exceeding a configuration threshold will not be
used i n subsequent processing. The prototype inplenentation uses a
wei ghting factor w= 0.5, also called PEER FILTER, and a threshold
PEER. THRESHOLD of 500 ns, which insures that all stages of
peer.filter are filled and contain offsets within a few seconds of
each ot her.

4.2. Cock Selection Algorithm

The cl ock sel ection algorithmuses the val ues of peer.del ay,

peer.of fset and peer.di spersion cal culated by the clock filter
algorithmand is called when these val ues change or when the
reachability status changes. It constructs a list of candidate
estimates according to a set of criteria designed to maxim ze
accuracy and reliability, then sorts the list in order of estimated
precision. Finally, it repeatedly casts out outlyers on the basis of
di spersion until only a single candidate is left.

The sel ection process operates on each peer in turn and inspects the
various data captured fromthe |ast received NTP nessage header, as
well as the latest clock filter estimates. It selects only those
peers for which the following criteria are satisfied:

MIls [ Page 30]



RFC 1059 Net wor k Ti me Protocol July 1988

1. The peer nust be reachabl e and operating in client or symetric
nodes.

2. The peer logical clock nust be synchronized, as indicated by the
Leap Indicator bits being other than 11

3. If the peer is operating at stratumtwo or greater, it nust not
be synchronized to this host, which neans its reference clock
identifier (peer.refid) nmust not match the Internet address of
this host. This is analogous to the split-horizon rule used in
some variants of the Bell man-Ford routing al gorithm

4. The sum of the peer synchronizing distance (peer.distance) plus
peer.del ay nust be less than 2713 (8192) nilliseconds. Also, the
peer stratum (peer.stratun) nust be | ess than ei ght and
peer. di spersion nmust be |less than a configured threshold
PEER. THRESHOLD (currently 500 ns). These range checks were
est abl i shed t hrough experience with the prototype inplenentation
but may be changed in future.

For each peer which satisfies the above criteria, a sixteen-bit
keyword is constructed, with the |loworder thirteen bits the sum of
peer.di stance plus peer.delay and the high-order three bits the
peer.stratumreduced by one and truncated to three bits (thus nmapping
zero to seven). The keyword together with a pointer to the peer data
structure are inserted according to increasing keyword val ues and
truncated at a maxi num of eight entries. The resulting Iist
represents the order in which peers should be chosen according to the
estimated precision of nmeasurenent. |If no keywords are found, the

cl ock source variable (sys.peer) is set to zero and the al gorithm
term nates

The final procedure is designed to detect falsetickers or other
conditions which mght result in gross errors. Let mbe the nunber
of sanmples remaining in the list. For each i (0 =<1i < n) conpute
the dispersion d(i) of the list relative to i

d(i) = Sun(|X(j) - X(i)|*wj) ,
(0 =<j <m

where w< 1 is a weighting factor experinmentally adjusted for the
desired characteristic (see below). Then cast out the entry with
maxi mum d(i) or, in case of ties, the maximumi, and repeat the
procedure. Wien only a single entry renmains in the list, sys.peer is
set as its peer data structure pointer and the peer.hpoll variable in
that structure is set to NTP. MNPOLL as required by the | ogical clock
mechani sm descri bed in Section 5.
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This procedure is designed to favor those peers near the head of the
list, which are at the highest stratum and | owest del ay and
presunmably can provide the nost precise time. Wth proper selection
of weighting factor w, also called PEER SELECT, entries will be
trimred fromthe tail of the list, unless a few outlyers disagree
significantly with respect to the remaining entries, in which case
the outlyers are discarded first.

In order to see how this procedure works to select outlyers, consider
the case of three entries and assunme that one or nore of the offsets
are clustered about zero and others are clustered about one. For w =
0.75 as used in the prototype inplenentations and nmultiplying by 16
for convenience, the first entry has weight w0 = 16, the second w‘1
= 12 and the third w2 = 9. Table X shows for all conbinations of
peer offsets the cal cul ated di spersi on about each of the three
entries, along with the results of the procedure.

Peer 0O 1 2 Di spersi on Cast Resul t
Wight 16 12 9 0 1 2 Qut
0 0 0 0 0 0 2 0 0
0 0 1 9 9 28 2 0 0
0 1 0 12 25 12 1 0 0
0 1 1 21 16 16 0 1 1
1 0 0 21 16 16 0 0 0
1 0 1 12 25 12 1 1 1
1 1 0 9 9 28 2 1 1
1 1 1 0 0 0 2 1 1

Table 4.1. Qutlyer Selection Procedure

In the four cases where peer 0 and peer 1 disagree, the outcone is
determined by peer 2. Sinilar outcomes occur in the case of four
peers. Wile these outcones depend on judicious choice of w, the
behavi or of the algorithmis substantially the sane for val ues of w
between 0.5 and 1.0.

4.3. Variable-Rate Polling

As NTP service matures in the Internet, the resulting network traffic
can becone burdensone, especially in the primary service net. In
this expectation, it is useful to explore variable-rate polling, in
which the intervals between NTP nessages can be adjusted to fit
prevailing network conditions of delay dispersion and | oss rate. The
prototype NTP inplenentati on uses this technique to reduce the
networ k overheads to one-sixteenth the nmaxi rumrate, dependi ng on
observed di spersion and | oss.
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The prototype inplenentation adjusts the polling interval peer. hpol
in response to the reachability register (peer.reach) variable along
with the dispersion (peer.dispersion) variable. So long as the clock
source variable (sys.peer) does not point to the peer data structure,
peer.reach is nonzero (reachable) and peer.dispersion is |ess than

t he PEER. THRESHOLD paraneter, the value of peer.hpoll is increased by
one for each call on the update procedure, subject to a maxi num of
NTP. MAXPOLL. Followi ng the tinmeout procedure, if peer.reach

i ndi cates nessages have not been received for the preceding two
polling intervals (loworder two bits are zero), the val ue of

peer. hpoll is decreased by one, subject to a mninmum of NTP. M NPOLL

| f peer.reach becones zero (unreachable), the value of peer.hpoll is
set to NTP. M NPOLL.

The result of the above mechanismis that the polling intervals for
peers not selected for synchronization and in symmetric node creep
upwards once the filter register (peer.filter) has filled and the
peer. di spersion has settled down, but decrease again in case
peer. di spersion increases or the |loss rate increases or the peer
becones unreachabl e.

5. Logical d ocks

In order to inplenent a |logical clock, the host nmust be equipped with
a hardware clock consisting of an oscillator and interface and
capabl e of the required precision and stability. The |ogical clock
is adjusted by neans of periodic offset corrections conputed by NTP
or some other tinme-synchronization protocol such as Hell ospeak [15]
or the Unix 4.3bsd TSP [20]. Following is a description of the
Fuzzbal | 1ogical clock, which includes provisions for precise tine
and frequency adjustnent and can naintain time to within a
nmllisecond and frequency to within a day per mllisecond.

The |l ogical clock is inplenmented using a 48-bit C ock Register, which
increments at 1000-Hz (at the decimal point), a 32-bit C ock-Adj ust
Regi ster, which is used to slew the Cock Register in response to

of fset corrections, and a Drift-Conpensation Register, which is used
totrimthe oscillator frequency. 1In sone interface designs such as
the DEC KW/11, an additional hardware register, the Counter Register
is used as an auxiliary counter. The configuration and deci mal point
of these registers are shown in Figure 5.1.
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0 16
oo +
| |
o e +
A
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Count er Regi ster

0 16
o +
| |
o e +
A

deci mal point
Figure 5.1. dock Registers

The O ock Regi ster, O ock-Adjust Register and Drift-Conpensation

Regi ster are inplenented in menory. 1In typical clock interface
designs such as the DEC KW11, the Counter Register is inplenmented as
a buffered counter driven by a crystal oscillator. A counter
overflowis signalled by an interrupt, which results in an increnent
of the Cock Register at bit 15 and the propagation of carries as
required. The tinme of day is determ ned by readi ng the Counter

Regi ster, which does not disturb the counting process, and adding its
value to that of the O ock Register with decinmal points aligned.
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In other interface designs such as the LSI-11 event-Iline nechani sm
each tick of the clock is signalled by an interrupt at intervals of
16-2/3 or 20 s, depending on interface and mains frequency. Wen
this occurs the appropriate increment in mlliseconds, expressed to
32 bits in precision, is added to the C ock Register with deci m
poi nts aligned.

5.1. Uniform Phase Adjustnents

Left uncorrected, the logical clock runs at the rate of its intrinsic
oscillator. A correction is introduced as a signed 32-bit integer in
m | 1iseconds, which is added to the Drift-Conpensation Register and
al so replaces bits 0-15 of the O ock-Adjust Register, with bits 16-31
set to zero. At adjustment intervals of CLOCK ADJ a correction

consi sting of two conponents is conputed. The first (phase)
component consi sts of the O ock-Adjust Register shifted right

CLOCK. PHASE bits, which is then subtracted fromthe O ock- Adj ust

Regi ster. The second (frequency) conponent consists of the Drift-
Conpensation Register shifted right CLOCK FREQ bits. The sum of the
phase and frequency conponents is the correction, which is then added
to the ock Register. Operation continues in this way until a new
correction is introduced.

Care is required in the inplenentation to insure nonotonicity of the
O ock Register and to preserve the highest precision while ninimzing
t he propagati on of roundoff errors. This can be done by buffering
the corrections and adding themto the increment at the tine the

O ock Register is next updated. Mnotonicity is insured with the
paraneters shown in Table 5.1, as long as the increnent is at |east 2
ns. This table shows the above paraneters and ot hers di scussed bel ow
for both a crystal-stabilized oscillator and a nai ns-frequency

oscillator.

Par anet er Nare Crystal Mai ns
Update I nterval CLOCK. ADJ 4 sec 1 sec

Phase Shift CLOCK. PHASE -8 -9
Frequency Shift CLOCK. FREQ -16 -16

Maxi mum Aperture CLOCK. MAX +- 128 ns +- 256 ns
Shift Register Size PEER. SHI FT 8 4

Host Pol | Interval peer. hpol | NTP. M NPOLL NTP. M NPOLL

(64 sec) (64 sec)
Table 5.1. O ock Paraneters
The above design constitutes a second-order phase-lock | oop which

adjusts the logical clock phase and frequency to conpensate for the
intrinsic oscillator jitter, wander and drift. Sinulation of a |oop
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with paranmeters chosen fromTable 5.1 for a crystal-stabilized
oscillator and the clock filter described in Section 4 results in the
following transient response: For a phase correction of 100 ns the

| oop reaches zero error in 34 mnutes, overshoots 7 ns in 76 mnutes
and settles to less than 1 ns in about four hours. The nmaxinmum
frequency error is about 6 ppmat 40 minutes and returns to |ess than
1 ppmin about eight hours. For a frequency correction of 10 ppmthe
| oop settles to within 1 ppmin about nine hours and to within 0.1
ppmin about a day. These characteristics are appropriate for

typi cal conputing equi prent using board-nounted crystals without oven
tenperature control.

In those cases where nains-frequency oscillators nust be used, the

| oop paranmeters nust be adapted for the relatively high jitter and
wander characteristics of the national power grid, in which diurna
peak-t o- peak phase excursions can exceed four seconds. Sinmulation of
a loop with paraneters chosen from Table 5.1 for a nains-frequency
oscillator and the clock filter described in Section 4 results in a
transient response simlar to the crystal-stabilized case, but with
time constants only one-fourth those in that case. Wen presented

wi th actual phase-offset data for typical Sumrer days when the jitter
and wander are the largest, the loop errors are in the order of a few
tens of mlliseconds, but not greater than 150 ns.

The above sinul ations assunme the clock filter algorithmoperates to
sel ect the oldest sanple in the shift register at each step; that
is, the filter operates as a delay line with delay equal to the
polling interval tinmes the nunber of stages. This is a worst-case
scenario, since the larger the overall delay the harder it is to

mai ntain low | oop errors together with good transient response. The
paraneters in Table 5.1 were experinentally deternined with this
scenario and the constraint that the polling interval could not be
reduced bel ow 64 seconds. Wth these paranmeters it is not possible
to increase the polling interval above 64 seconds w thout significant
increase in |loop error or degradation of transient response. Thus,
when a clock is selected according to the algorithns of Section 4,
the polling interval peer.hpoll is always set at NTP. M NPOLL.

5.2.  Nonuni form Phase Adjustnments

When the magnitude of a correction exceeds a naxi mum aperture

CLOCK. MAX, the possibility exists that the clock is so far out of
synchroni zation with the reference source that the best action is an
i medi at e and whol esal e repl acenent of C ock Register contents,
rather than a graduated slew ng as described above. |n practice the
necessity to do this is rare and occurs when the [ ocal host or

ref erence source is rebooted, for exanple. This is fortunate, since
step changes in the clock can result in the clock apparently running
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backward, as well as incorrect delay and offset neasurenents of the
synchroni zati on nmechani smitself.

Consi derabl e experience with the Internet environnment suggests the
val ues of CLOCK. MAX tabulated in Table 5.1 as appropriate. 1In
practice, these values are exceeded with a single tinme-server source
only under conditions of the nobst extrene congestion or when nultiple
failures of nodes or |inks have occured. The npbst conmon case when
the maxi mumis exceeded is when the tinme-server source is changed and
the tine indicated by the new and ol d sources exceeds the nmaxi mum due
to systematic errors in the primary reference source or |arge
differences in the synchronizing path del ays.

5.3. Miintaining Date and Ti e

Conversion from NTP format to the common date and tinme formats used
by application progranms is sinmplified if the internal |ocal-clock
format uses separate date and tine registers. The tine register is
designed to roll over at 24 hours, give or take a | eap second as
determned by the Leap Indicator bits, with its overflows
(underflows) incrementing (decrenenting) the date register. The date
and tine registers then indicate the nunber of days and seconds since
some previous reference tinme, but uncorrected for |eap seconds.

On the day prior to the insertion of a | eap second the Leap |ndicator
bits are set at the prinmary servers, presunmably by manual neans
Subsequently, these bits show up at the local host and are passed to
the | ogical clock procedure. This causes the nodulus of the tine
register, which is the length of the current day, to be increased or
decreased by one second as appropriate. On the day foll ow ng
insertion the bits are turned off at the prinmary servers. Wile it
is possible to turn the bits off autonmatically, the procedure
suggested here insures that all clocks have rolled over and will not
be reset incorrectly to the previous day as the result of possible
corrections near the instant of rollover.

5.4. Estimating Errors

After an NTP nessage is received and until the next one is received,
the accuracy of the local clock can be expected to degrade sonewhat.
The magni tude of this degradation depends on the error at the |ast
update time together with the drift of the local oscillator wth
respect totinme. It is possible to estinmate both the error and drift
rate fromdata collected during regular operation. These data can be
used to determine the rate at which NTP nei ghbors shoul d exchange NTP
messages and thus control net overheads.

NTP nessages include the local-clock precision of the sender, as well
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as the reference tine, estimated drift and a quantity called the
synchroni zi ng di stance. The precision of the [ocal clock, together
with its peer clocks, establishes the short-termjitter
characteristics of the offset estimates. The reference tinme and
estimated drift of the sender provide an error estinmate at the time
the | atest update was received. The synchronizing di stance provides
an estinmate of error relative to the primary reference source and is
used by the filtering algorithms to inprove the quality and
reliability of the offset estimates.

Estimates of error and drift rate are not essential for the correct
functioning of the clock algorithnms, but do inprove the accuracy and
adjustnent with respect to net overheads. The estinated error allows
the recipient to conpute the rate at which i ndependent sanples are
required in order to maintain a specified estimated error. The
estimated drift rate allows the recipient to estimte the optinum
polling interval

It is possible to conmpute the estinated drift rate of the local clock
to a high degree of precision by sinply adding the n offsets received
during an interval T to an accunulator. |[If X1 and X2 are the val ues

of the accumul ator at the beginning and end of T, then the estimted

drift rater is:

The intrinsic (uncorrected) drift rate of typical crystal oscillators
under roomtenperature conditions is in the order of froma few parts
per million (ppn) to as nuch as 100 ppm or up to a few seconds per
day. For nost purposes the drift of a particular crystal oscillator
is constant to within perhaps one ppm Assuning T can be estinated
to within 100 ns, for example, it would take about a day of

accunul ation to estimate r to an uncertainty in the order of one ppm

Sone idea of the estimated error of the local clock can be derived
fromthe variance of the offsets about the nmean per unit tinme. This
can be conputed by adding the n offset squares received during T to
an accunmulator. If Y1l and Y2 are the values of the accunul ator at
the beginning and end of T, then the estinmated error s is:

Y2 - Y1 (X2 - X1)~2 n
s =( ------- S ) ---
n n*n T

The quantities r and s have direct utility to the peer as noted
above. However, they also have indirect utility to the recipient of
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an NTP nessage sent by that peer, since they can be used as weights
in such algorithnms as described in [22], as well as to inprove the
estimates during periods when offsets are not available. It is nost
useful if the latest estimate of these quantities are available in
each NTP nessage sent; however, considerable latitude remains in the
details of conputation and storage

The above formulae for r and s inply equal weighting for offsets
recei ved throughout the accunulation interval T. One way to do this
is using a software shift register inplenmented as a circular buffer.
A single pointer points to the active entry in the buffer and
advances around one entry as each new offset is stored. There are
two accunul ators, one for the offset and the other for its squares.
When a new offset arrives, a quantity equal to the new offset mnus
the old (active) entry is added to the first accurmul ator and the
square of this quantity is added to the second. Finally, the offset
is stored in the circular buffer

The size of the circular buffer depends on the accunul ation interva
T and the rate offsets are produced. In nany reachability and
routing algorithms, such as GGP, EGP and | ocal -net contro

al gorithms, peers exchange nessages on the order of once or twice a
mnute. |f NTP peers exchanged nessages at a rate of one per minute
and if T were one day, the circular buffer would have to be 1440
words |ong; however, a |ess costly design mght aggregate the data
in something like hal f-hour segnents, which would reduce the |ength
of the buffer to 48 words while not significantly affecting the
quality of the data.
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Appendi x A, UDP Header For nat

An NTP packet consists of the UDP header followed by the NTP data
portion. The format of the UDP header and the interpretation of its
fields are described in [6] and are not part of the NTP
specification. They are shown bel ow for conpl et eness.

0 1 2 3
01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

| Source Port | Desti nation Port |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| Length | Checksum |

T T S T ST S T ST S S ah S S S S S S S
Source Port

UDP source port nunber. In the case of a client request this
field is assigned by the client host, while for a server reply
it is copied fromthe Destination Port field of the client
request. In the case of symetric node, both the Source Port
and Destination Port fields are assigned the NTP service-port
nunber 123.

Destination Port
UDP destination port number. In the case of a client request
this field is assigned the NTP service-port nunmber 123, while
for a server reply it is copied fromthe Source Port field of
the client request. In the case of symetric node, both the
Source Port and Destination Port fields are assigned the NTP
service-port nunber 123.

Length

Length of the request or reply, including UDP header, in
octets

Checksum

St andard UDP checksum
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Appendi x B. NTP Data Format - Version 1

The format of the NTP data portion, which inmediately follows the UDP
header, is shown bel ow along with a description of its fields.

0 1 2 3

01234567890123456789012345678901
Bl o T e e e e S s i e o S S O e S =
LI | VN |0 0 Of Stratum | Pol | | Preci sion |
B i T o S o i S S i s S S S S S S
Synchroni zi ng Di stance |
s i T S e i s s i s it I S S S S S S S
Estimated Drift Rate |
e T Lt e e T e S el o o b oI S SRR S
Ref erence O ock ldentifier |
B i T o S o i S S i s S S S S S S

Ref erence Tinestanp (64 bits)
Originate Tinestanp (64 bits)

Recei ve Tinestanp (64 bits)
B i S T e i Tk o S S S S T S S S S S S T S S

+
|
+
|
+
|
+
|
+
|
|
|
+
|
|
|
+
|
|
|
+
| o .
| Transmit Tinestanp (64 bits)
|

+

B S S T T i S S S S s S S S ik S e S

|

|

|
-+
|

|

|
T e T
|

|

|
-+
|

|

|
+

B o o e S e i I S R T e i i i T S S e e
Leap Indicator (LI)
Two-bit code warning of inpending | eap-second to be inserted

at the end of the last day of the current nmonth. Bits are
coded as foll ows:

00 no war ni ng

01 +1 second (followi ng mnute has 61 seconds)
10 -1 second (followi ng mnute has 59 seconds)
11 al arm condition (clock not synchronized)
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Ver si on Nunber (VN)

Three-bit code indicating the version nunber, currently one

(1).
Reser ved

Three-bit field consisting of all zeros and reserved for
future use

Stratum

Integer identifying stratumlevel of local clock. Values are
defined as foll ows:

0 unspeci fi ed
1 primary reference (e.g., radio clock)
2...n secondary reference (via NTP)

Pol |
Si gned integer indicating the maxi muminterval between
successi ve nessages, in seconds to the nearest power of two.
Preci si on

Si gned integer indicating the precision of the local clock, in
seconds to the nearest power of two.

Synchroni zi ng Di stance
Fi xed- poi nt nunber indicating the estimated roundtrip delay to
the primary synchronizing source, in seconds with fraction
poi nt between bits 15 and 16.

Estimated Drift Rate
Fi xed- poi nt nunber indicating the estinmated drift rate of the
I ocal clock, in dinmensionless units with fraction point to the
left of the nost significant bit.

Ref erence Cl ock Identifier
Code identifying the particular reference clock. In the case

of type O (unspecified) or type 1 (prinmary reference), this is
aleft-justified, zero-filled ASCII string, for exanple:
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Type Code Meani ng

0 DCN Deternined by DCN routing al gorithm
1 WAVB WAB radi o cl ock (60 kHz)

1 GOES GCOES satellite clock (468 MHz)

1 VAW WAV radi o clock (5/10/15 MHz)

(and others as necessary)

In the case of type 2 and greater (secondary reference), this
is the 32-bit Internet address of the reference host.

Ref erence Ti nmest anp
Local tinme at which the local clock was | ast set or corrected.
Origi nate Ti nest anp

Local tine at which the request departed the client host for
t he service host.

Recei ve Ti nmestanp
Local tinme at which the request arrived at the service host.
Transmt Ti nestanp

Local tine at which the reply departed the service host for
the client host.
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Appendix C. Tineteller Experinents

In order to update data collected in June 1985 and reported in RFC
957, a glorious three-day experinment was carried out in January 1988
with all the hosts and gateways listed in the NIC data base. Four
packets were sent at five-second intervals to each host and gat eway
usi ng UDP/ NTP, UDP/ TI ME and | CMP/ TI MESTAMP protocols and the clock
offsets (in nilliseconds) for each protocol averaged with respect to
I ocal time, which is synchronized via NTP to a radi o-cl ock host.
Whil e the | CMP/ TI MESTAMP protocol has much finer granularity
(mlliseconds) than UDP/ TI ME (seconds), it has no provisions for the
date, so is not suitable as a tine-synchronization protocol

however, it was included in the experinents both as a sanity check
and in order to assess the precision of nmeasurenent.

In the latest survey of 5498 hosts and 224 gat eways, 46 responded to
UDP/ NTP requests, 1158 to UDP/ TI ME and 1963 to | CMP/ TI MESTAMP. By
contrast, in the 1985 survey of 1775 hosts and 110 gateways, 163
responded to UDP/ TI ME requests and 504 to | CVWP/ TI MESTAWMP. At that
time there were no UDP/ NTP inpl ementations. There are many nore
hosts and gateways listed in the rapidly grow ng domai n-nane system
but not listed in the NIC data base, and therefore not surveyed. The
results of the survey are given in Table C 1, which shows for each of
the three protocols the error X for which the distribution function
P[x =< X] has the val ue shown.

P[ x=<X] UDP/ NTP UDP/ TI ME | CvP/ TI MESTAMP
.1 11 4632 5698

.2 37 18238 27965

.3 66 38842 68596

.4 177 68213 127367

.5 364 126232 201908

.6 567 195950 285092

.7 3466 267119 525509

.8 20149 422129 2.91426E+06
.9 434634 807135 5. 02336E+07
1 1.17971E+09 1. 59524E+09 2. 11591E+09

Table C.1. Distribution Functions

It can be seen that ten percent of the UDP/ NTP responses show errors
of 11 milliseconds or less and that ten percent of the UDP/ Tl ME
responses show errors greater than 807135 milliseconds (about 13
mnutes). Fifty percent of the UDP/NTP tinmetellers are within 364
mlliseconds, while fifty percent of the UDP/TIME tellers are within
126232 m |l liseconds (just over two mnutes). Surprisingly,

| CVP/ TI MESTAMP responses show errors even |arger than UDP/ Tl ME
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However, the nmaxi mumerror shown in all three protocols exceeded the
range that could be recorded, in this case about 12 days. dearly,
there are good tinetellers and bad.

MIls [ Page 48]



RFC 1059 Net wor k Ti me Protocol July 1988

Appendi x D. Evaluation of Filtering Al gorithns

A nunber of algorithms for deglitching and filtering time-offset data
were described in RFCG-956. These fall in two classes: nmajority-
subset al gorithms, which attenpt to separate good subsets from bad by
conparing their nmeans, and clustering algorithns, which attenpt to

i mprove the estinmate by repeatedly casting out outlyers. The former
cl ass was suggested as a technique to select the best (i.e. the nost
reliable) clocks froma popul ation, while the latter class was
suggested as a technique to inprove the offset estimate for a single
cl ock given a series of observations.

Fol I owi ng publication of RFC-956 and after further devel opnent and
experinentation using typical Internet paths, a better algorithmwas
found for casting out outlyers froma continuous stream of offset
observations spaced at intervals in the order of minutes. The
algorithmis described as a variant of a nmedian filter, in which a

wi ndow consisting of the last n sanple offsets is continuously
updat ed and the nedi an sanple selected as the estinmate. However, in
the nodified algorithmthe outlyer (sanple furthest fromthe nedi an)
is then discarded and the entire process repeated until only a single
sanmple offset is left, which is then selected as the estimate.

The nodified algorithmwas found to be nore resistant to glitches and
to provide a nore accurate estimate than the unnodified one. It has
been inplemented in the NTP daenons devel oped for the Fuzzball and
Uni x operating systens and been in regular operation for about two
years. However, recent experinments have shown there is an even
better one which provides conparabl e accuracy together with a nuch

| ower conputational burden. The key to the new al gorithm becane

evi dent through an exam nation of scatter diagrans plotting sanple

of fset versus roundtrip del ay.

To see how a scatter diagramis constructed, it will be useful to
consi der how of fsets and del ays are conputed. Nunber the tinmes of
sendi ng and receiving NTP nessages as shown in Figure D.1 and | et
be an even integer. Then the tinestanps t(i-3), t(i-2) and t(i-1)
and t(i) are sufficient to calculate the offset and del ay of each
peer relative to the other.
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Peer 1 Peer 2
SETI) | t(2)
SO ) e
((8) | | t(6)
O ()

Figure D.1. Calculating Delay and O fset

The roundtrip delay d and clock offset ¢ of the receiving peer
relative to the sending peer are:

d = (t(i) - t(i-3)) - (t(i-1) - t(i-2))
c =[(t(i-2) - t(i-3)) + (t(i-1) - t(i))]/2.

Two inplicit assunptions in the above are that the delay distribution
i s i ndependent of direction and that the intrinsic drift rates of the

client and server clocks are small and close to the sane value. |If
this is the case the scatter diagramwould show t he sanpl es
concentrated about a horizontal |ine extending fromthe point (d,c)

to the right. However, this is not generally the case. The typica
di agram shows the sanpl es dispersed in a wedge with apex (d,c) and
opening to the right. The limts of the wedge are determ ned by
lines extending from (d,c) with slopes +0.5 and -0.5, which
correspond to the I ocus of points as the delay in one direction
increases while the delay in the other direction does not. |In some
cases the points are concentrated along these two extrema lines, with
relatively few points remaining within the opening of the wedge,

whi ch woul d correspond to increased delays on both directions.

Upon reflection, the reason for the particul ar di spersion shown in
the scatter diagramis obvious. Packet-switching nets are nost often
operated with relatively snmall mean queue lengths in the order of

one, which nmeans the queues are often idle for relatively |ong
periods. 1In addition, the routing algorithmnost often operates to
m ni m ze the nunber of packet-switch hops and thus the nunber of
queues. Thus, not only is the probability that an arriving NTP
packet finds a busy queue in one direction reasonably |ow, but the
probability of it finding a busy queue in both directions is even

| ower .

From t he above discussi on one woul d expect that, at low utilizations
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and hop counts the points should be concentrated about the apex of

t he wedge and begin to extend rightward along the extrema |ines as
the utilizations and hop counts increase. As the utilizations and
hop counts continue to increase, the points should begin to fill in
the wedge as it expands even further rightward. This behavior is in
fact what is observed on typical Internet paths invol vi ng ARPANET,
NSFNET and ot her nets.

These observations cast doubt on the nedian-filter approach as a good
way to cast out offset outlyers and suggests anot her approach which
m ght be called a mnimumfilter. Fromthe scatter diagrans it is
obvi ous that the best offset sanples occur at the | ower del ays.
Therefore, an appropriate technique would be sinply to select from
the n nost recent sanples the sanple with | owest delay and use its
associ ated offset as the estimate. An experinment was designed to
test this techni que using neasurenents between sel ected hosts

equi pped with radio clocks, so that delays and offsets could be

det erm ned i ndependent of the neasurenent procedure itself.

The raw del ays and of fsets were measured by NTP from hosts at U

Maryl and (UVD) and U Del aware (UDEL) via net paths to each other and
ot her hosts at Ford Research (FORD), Information Sciences Institute
(1'SI') and National Center for Atnospheric Research (NCAR). For the
pur poses here, all hosts can be assuned synchronized to within a few
mlliseconds to NBS tinme, so that the delays and offsets reflect only
the net paths thensel ves.

The results of the neasurenments are given in Table D.1 (UVD) and
Table D.2 (UDEL), which show for each of the paths the error X for
which the distribution function P[x =< X] has the value shown. Note
that the values of the distribution function are shown by intervals
of decreasing size as the function increases, so that its behavior in
the interesting reginme of low error probability can be nore
accurately determ ned.
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UDEL FORD UMD ] NCAR
O fset 2986 3442 3215 2756
.1 83 2 16 12
.2 96 5 27 24
.3 108 9 36 36
.4 133 13 48 51
.5 173 20 67 69
.6 254 30 93 93
.7 429 51 130 133
.8 1824 133 165 215
.9 4, 88E+8 582 221 589
.99 4, 88E+8 1757 539 1640
.999 4. 88E+8 2945 929 5278
1 5. 63E+8 4374 1263 10425

Table D.2.b Ofset Measurenents (UDEL)

The results suggest that accuracies less than a few seconds can
usual ly be achieved for all but one percent of the neasurenents, but
that accuraci es degrade drastically when the renmai ni ng neasurenents
are included. Note that in the case of the UVD neasurenents to FORD
al rost hal f the nmeasurenments showed gross errors, which was due to
equi pnent failure at that site. These data were intentionally |eft
in the sanple set to see how well the algorithns dealt with the
probl em

The next two tables conpare the results of mninumfilters (Table
D.3) and nedian filters (Table D.4) for various n when presented with
the UMD - - NCAR raw sanple data. The results show consistently
lower errors for the mninumfilter when conpared with the nedi an
filter of nearest value of n. Perhaps the nost dramatic result of
both filters is the greatly reduced error at the upper end of the
range. In fact, using either filter with n at least three results in
no errors greater than 100 mlli seconds.
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Filter Sanples
1 2 4 8 16

.1 1 1 1 0 0
.2 2 1 1 1 1
.3 3 2 1 1 1
L4 8 2 2 1 1
.5 13 5 2 2 1
.6 20 10 3 2 2
.7 26 15 6 2 2
.8 35 23 11 4 2
.9 53 33 20 9 3
.99 114 62 43 28 23
. 999 11279 82 57 37 23
1 12733 108 59 37 23

Table D.3. MninumFilter
(UMD - NCAR)

Filter Sanples

.1 2 2 2

.2 2 4 5

.3 5 8 8

.4 10 11 11
.5 13 14 14
.6 18 17 16
.7 23 21 19
. 8 28 25 23
.9 36 30 27
.99 64 46 35
. 999 82 53 44
1 82 60 44

Table D.4. Median Filter
(UMD - NCAR)

VWhile the UMD - NCAR data above represented a path across the NSFNET
Backbone, which normally involves only a few hops via Ethernets and
56- Kbps links, the UDEL - NCAR path invol ves additional ARPANET hops,
whi ch can contribute substantial additional delay dispersion. The
following Table D.5. shows the results of a mnimumfilter for
various n when presented with the UDEL - NCAR raw sanple data. The
range of error is markedly greater than the UVD - NCAR pat h above,
especially near the upper end of the distribution function
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Filter Sanples
1 2 4 8 16
P[ x=<X] 2756 2755 2755 2753 2749

1 12 9 8 7 6
2 24 19 16 14 14
3 36 27 22 20 19
4 51 36 29 25 23
5 69 47 36 30 27
6 93 61 44 35 32
7 133 80 56 43 35
8 215 112 75 53 43
.9 589 199 111 76 63
.99 1640 1002 604 729 315
. 999 5278 1524 884 815 815
1 10425 5325 991 835 815

Table D.5. MninmumFilter (UDEL - NCAR)

Based on these data, the mininumfilter was selected as the standard
algorithm Since its performance did not seemto nuch inprove for
val ues of n above eight, this value was chosen as the standard.
Network Tinme Protocol (Version 1): Specification and | nplenentation
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Appendi x E.  NTP Synchroni zati on Networ ks

This section discusses net configuration issues for inplenenting a

ubi qui tous NTP service in the Internet system Section E. 1 describes

the NTP primary service net now in operation, including an analysis
of failure scenarios. Section E.2 suggests how secondary service
nets, which obtain wholesale tine fromthe prinmary service net, can
be configured to deliver accurate and reliable retail time to the
general host popul ati on.

E.1. Primary Service Network
The prinmary service net consists of five primary servers, each of

whi ch is synchronized via radio or satellite to a national tine
standard and thus operates at stratum one. Each server consists of

an LSI-11 Fuzzball, a WAWB or GOES radio clock and one or nore net
interfaces. Sone servers provide switching and gateway services as
well. Table E.1 shows the nanme, Internet address, type of clock

operating institution and identifying code.

Nare Addr ess d ock Operating Institution and (Code)
DCN5. ARPA 128.4.0.5 WAVB U Del aware, Newark, DE (UDEL)
FORDL. ARPA 128.5.0.1 GCES Ford Research, Dearborn, M

( FORD)

NCAR. NSF. NET 128.116.64.3 WAVB Nati onal Center for Atnospheric
Resear ch, Boul der, CO (NCAR)

UMDL. UMD. EDU 128.8.10.1 WAVB U Maryl and, Coll ege Park, ND
(UMD)

WAVB. | SI . EDU 128.9.2.129 WAVB USC I nformation Sci ences
Institute, Marina del Rey, CA
(1sl)

Table E.1. Primary Servers

Figure E.1 shows how the five primary servers are interconnected as
NTP peers. Note that each server actively probes two other servers
(along the direction of the arrows), which neans these probes will
continue even if one or both of the two probed servers are down. On
the ot her hand, each server is probed by two other servers, so that
the result, assuming all servers are up, is that every server peers
with every other server.
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Figure E.1. Primary Service Network

Al'l of the five primary servers shown are directly connected to a
radio clock and thus nornmally operate at stratum one. However, if
the radio clock itself becones disabled or the propagation path to
its synchronizing source fails, then the server drops to stratumtwo
and synchroni zes via NTP with its nei ghbor at the snall est
synchroni zi ng distance. |If a radio clock appears to operate
correctly but delivers incorrect tine (fal seticker), the server may
remai n synchroni zed to the clock. However, gross discrepancies wll
becone apparent via the NTP peer paths, which will ordinarily result
in an operator alarm

Assume that, if a radio clock appears up, it is a truechimer

otherw se, the clock appears down. Then the above configuration wll
continue to provide correct tine at all primary servers as long as at
| east one radio clock is up, all servers are up and the servers
remai n connected to each other through the net. The fact that the
graph and all of its subgraphs are conpletely connected | ends an
incredible resilience to the configuration

If sone radio clocks appear up but are in fact falsetickers, the
primary servers connected to those clocks will not provide correct
tinme. However, as the consequents of the voting procedure and

conpl ete connectivity of the graph and its subgraphs, any conbi nation
of two falsetickers or of one fal seticker and one down server wll be
detected by their truechi ner nei ghbors.
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E. 2. Secondary Service Networks

A secondary server operating at stratumn > 1 ordinarily obtains
synchroni zation using at |east three peer paths, two with servers at
stratumn-1 and one or nore with servers at stratumn. In the nost
robust configurations a set of servers agree to provide backup
service for each other, so distribute sone of their peer paths over
stratum (n-1) servers and others over stratumn servers in the sane
set. For instance, in the case of a stratum2 service net with two
secondary servers and the primary service net of Figure E.1, there
are five possible configurations where each stratum1 path ends on a
different prinmary server. Such configurations can survive the |oss
of three out of the four stratum 1l servers or net paths and wll
reject a single falseticker on one of the two stratum 1 paths for
each server.

Ordinary hosts can obtain retail tine fromprimry or secondary
service net using NTP in client/server node, which does not require
dedi cat ed server resources as does symetric node. It is anticipated
that ordinary hosts will be quite close to a secondary server

per haps on the sanme cable or local net, so that the frequency of NTP
request messages need only be high enough, perhaps one per hour or
two, to trimthe drift fromthe | ocal clock.
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