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DOVAI N NAMVES - | MPLEMENTATI ON AND SPECI FI CATI ON

1. STATUS OF TH S MEMO

This RFC describes the details of the donmain system and protocol, and
assumes that the reader is famliar with the concepts discussed in a
conmpani on RFC, "Domai n Nanes - Concepts and Facilities" [RFC 1034].

The domain systemis a mxture of functions and data types which are an
of ficial protocol and functions and data types which are stil

experinental. Since the domain systemis intentionally extensible, new
data types and experinental behavior should always be expected in parts
of the system beyond the official protocol. The official protocol parts

i nclude standard queries, responses and the Internet class RR data
formats (e.g., host addresses). Since the previous RFC set, severa
definitions have changed, so sone previous definitions are obsol ete.

Experi mental or obsolete features are clearly marked in these RFCs, and
such informati on should be used with caution

The reader is especially cautioned not to depend on the val ues which
appear in exanples to be current or conplete, since their purpose is
primarily pedagogical. Distribution of this nmeno is unlinited.
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2. | NTRODUCTI ON
2.1. Overview

The goal of domain nanes is to provide a mechani smfor nam ng resources
in such a way that the nanes are usable in different hosts, networks,
protocol fanmilies, internets, and adm nistrative organi zations.

Fromthe user’s point of view, domain nanes are useful as arguments to a
| ocal agent, called a resolver, which retrieves information associ ated
with the domain nane. Thus a user might ask for the host address or

mai | information associated with a particular domain nane. To enable
the user to request a particular type of information, an appropriate
query type is passed to the resolver with the donmain name. To the user
the domain tree is a single informati on space; the resolver is
responsi ble for hiding the distribution of data anbng nane servers from
t he user.

Fromthe resolver’s point of view, the database that nmakes up the donain
space is distributed anpbng various name servers. Different parts of the
donmai n space are stored in different nanme servers, although a particular
data itemw |l be stored redundantly in two or nore name servers. The
resol ver starts with know edge of at |east one nane server. \When the
resol ver processes a user query it asks a known nane server for the
information; in return, the resolver either receives the desired
information or a referral to another name server. Using these
referrals, resolvers learn the identities and contents of other nane
servers. Resolvers are responsible for dealing with the distribution of
the domai n space and dealing with the effects of name server failure by
consul ti ng redundant databases in other servers.

Name servers nanage two kinds of data. The first kind of data held in
sets called zones; each zone is the conplete database for a particul ar
"pruned" subtree of the domamin space. This data is called
authoritative. A nanme server periodically checks to make sure that its
zones are up to date, and if not, obtains a new copy of updated zones
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frommaster files stored locally or in another nane server. The second
kind of data is cached data which was acquired by a local resolver

This data may be inconplete, but inproves the performance of the
retrieval process when non-local data is repeatedly accessed. Cached
data is eventually discarded by a tinmeout mechani sm

This functional structure isolates the problens of user interface,
failure recovery, and distribution in the resolvers and isolates the
dat abase update and refresh problens in the nane servers

2.2. Common configurations

A host can participate in the donain nane systemin a nunber of ways,
dependi ng on whether the host runs prograns that retrieve information
fromthe domain system nanme servers that answer queries from other
hosts, or various conbinati ons of both functions. The sinplest, and
per haps nost typical, configuration is shown bel ow

Local Host | Foreign
|
Fommmm e oo - + Hmmmmmmaaa + | F +
| | user queries | | queries | | |
| User [-------------- >| [--------- | ->| Foreign
| Program | | Resol ver | | | Nane
| [ <---ommmem - | [ <-------- |--] Server |
| | user responses] | responses| | |
Fommmm e oo - + Hmmmmmmaaa + | F +
o | A |
cache additions | | references
v | |
S SRR +
| cache | |
Hmmmmmmaaa +

User prograns interact with the domain nane space through resolvers; the
format of user queries and user responses is specific to the host and
its operating system User queries will typically be operating system
calls, and the resolver and its cache will be part of the host operating
system Less capable hosts may choose to inplenent the resolver as a
subroutine to be linked in with every programthat needs its services.
Resol vers answer user queries with information they acquire via queries
to foreign nane servers and the | ocal cache.

Note that the resolver may have to make several queries to severa
different foreign nane servers to answer a particular user query, and
hence the resolution of a user query may involve several network
accesses and an arbitrary anount of time. The queries to foreign nane
servers and the correspondi ng responses have a standard fornat described
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Depending on its capabilities,

ti meshared host.

Local Host
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a nane server could be a stand al one
program on a dedi cated nmachi ne or a process or processes on a large

A sinmple configuration m ght be:

| Foreign

|

|

|
+ | R +
| responses| | |
[--------- | ->| Foreign |
| | | Resol ver|
[ <mmmeee- [--1 |
| queries | +-------- +
+ |

Here a primary nane server acquires information about one or nore zones

by reading naster files fromits |oca

fi

| e system and answers queries

about those zones that arrive fromforeign resolvers.

The DNS requires that all
one nane server.

zones be redundantly supported by nore than
Desi gnat ed secondary servers can acquire zones and

check for updates fromthe prinmary server using the zone transfer

protocol of the DNS. This configuration is shown bel ow
Local Host | Foreign
|
[ SR —-— + |
/ /] |
tmmmmmmaas + | tmmmmmm e + | temmmmm +
| || | | responses| | o
| || | Name  [oooooo-- | ->| Foreign |
| Master |[-------------- >  Server | | | Resol ver
| files | | | R |
| [/ | | queries | A4-------- +
tmmmmmmaas + tmmmmmm e +
A | mai ntenance |  +-------- +
| oo >
| queri es | | Foreign
| | | Name |
R R EE R T |--| Server |
mai nt enance responses | +-------- +

In this configuration, the nane server periodically establishes a
virtual circuit to a foreign name server to acquire a copy of a zone or
to check that an existing copy has not changed. The nessages sent for
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t hese nai ntenance activities follow the sane formas queries and

responses, but the nessage sequences are

The information flow in a host that supports al

nane systemis shown bel ow

somewhat different.

aspects of the domain

Local Host | Foreign
[ TS + [ T + I E R +
| | user queries | | queries | | |
| User [-------------- >| [--------- | ->| Foreign
| Program | | Resol ver | | | Nane
| [ <---ommmem - | [ <-------- |--] Server |
| | user responses] | responses| | |
Fommmm e oo - + Hmmmmmmaaa + | F +
| A |
cache additions | | references
v | |
S SRR +
| Shared | |
| dat abase | |
[ TS + |
A |
e + refreshes | | references
/ /] | \Y |
tmmmmmmaas + | tmmmmmm e + | temmmmm +
| || | | responses| | |
| || | Name  [oooooo-- | ->| Foreign |
| Master |[-------------- >  Server | | | Resol ver
| files | | | < -ooe- |- |
| |/ | | queries | A4-------- +
tmmmmmmaas + tmmmmmm e +
A | mai ntenance | +-------- +
| oo | ->] |
| queri es | | Foreign
| | | Name |
R L R T |--] Server |
mai nt enance responses | +-------- +

The shared database hol ds domai n space data for the |l oca
The contents of the shared database will

and resol ver.

name server
typically be a

m xture of authoritative data maintained by the periodic refresh
operations of the nane server and cached data from previous resol ver

requests.

The structure of the domain data and the necessity for

synchroni zati on between nane servers and resolvers inply the genera

characteristics of this database
| ocal inplementor.
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Information flow can also be tailored so that a group of hosts act
together to optimze activities. Sonetines this is done to offload |ess
capabl e hosts so that they do not have to inplenent a full resolver
This can be appropriate for PCs or hosts which want to mnimnze the
anmount of new network code which is required. This schene can al so
all ow a group of hosts can share a small nunber of caches rather than
mai ntai ning a | arge nunber of separate caches, on the prenise that the
centralized caches will have a higher hit ratio. |In either case,
resolvers are replaced with stub resolvers which act as front ends to
resolvers located in a recursive server in one or nore nane servers
known to performthat service:

Local Hosts | Foreign
I + I
| | responses
| Stub SR + |
| Resol ver| | |
| |- o |
N T + recursive | | |
qgueri es | | |
Voo |
L + recursive L + | +-------- +
| | queries | | queries | | |
| Stub [-------------- > Recursive|l--------- | ->| Foreign
| Resol ver | | Server | | | Nane |
| [<---emmmeeee- | [ <---ve---- |--] Server |
R + responses | | responses| |
[ S + | [ S +
| Central | |
| cache | |
tmmmmmm e +

In any case, note that domain conponents are always replicated for
reliability whenever possible.

2.3. Conventions

The domai n system has several conventions dealing with | owlevel, but
fundamental , issues. Wiile the inplenentor is free to violate these
conventions WTHIN H'S OAN SYSTEM he nust observe these conventions in
ALL behavi or observed from ot her hosts.

2.3.1. Preferred nane syntax

The DNS specifications attenpt to be as general as possible in the rules

for constructing domain names. The idea is that the nane of any
exi sting object can be expressed as a donmain nane with mininal changes.
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However, when assigning a domain nane for an object, the prudent user
will select a nane which satisfies both the rules of the donmain system
and any existing rules for the object, whether these rules are published
or inplied by existing prograns.

For exanple, when naming a nmail domain, the user should satisfy both the
rules of this meno and those in RFC-822. Wen creating a new host nane,
the old rules for HOSTS. TXT should be followed. This avoids problens
when ol d software is converted to use domai n nanes

The following syntax will result in fewer problens with many

applications that use domain nanes (e.g., mail, TELNET).

<domai n> ::= <subdomain> | " "

<subdomai n> ::= <l abel > | <subdomain> "." <| abel >

<label > ::= <letter> [ [ <ldh-str>] <let-dig> ]

<l dh-str> ::= <let-dig-hyp> | <let-dig-hyp> <ldh-str>

<let-dig-hyp> ::= <let-dig>| "-"

<let-dig> ::= <letter> | <digit>

<letter> ::= any one of the 52 al phabetic characters A through Z in

upper case and a through z in | ower case

<digit> ::= any one of the ten digits O through 9

Note that while upper and | ower case letters are allowed in donmain
nanes, no significance is attached to the case. That is, two names with
the sane spelling but different case are to be treated as if identical
The | abels nust follow the rules for ARPANET host nanes. They nust
start with a letter, end with a letter or digit, and have as interior
characters only letters, digits, and hyphen. There are al so sone
restrictions on the length. Labels nust be 63 characters or |ess.

For exanple, the following strings identify hosts in the Internet:

A 1SI. EDU XX. LCS. M T. EDU SRI - NI C. ARPA

2.3.2. Data Transm ssion Order

The order of transmi ssion of the header and data described in this
docunent is resolved to the octet level. Wenever a diagram shows a
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group of octets, the order of transmi ssion of those octets is the nornal
order in which they are read in English. For exanple, in the follow ng
diagram the octets are transmitted in the order they are nunbered.

0 1
0123456789012345
I
| 1 | 2 |
T S S s T S SR S
| 3 | 4 |
S
| 5 | 6 |
S R e

Whenever an octet represents a nuneric quantity, the left nost bit in
the diagramis the high order or nost significant bit. That is, the bit
| abeled 0 is the nost significant bit. For exanmple, the foll ow ng

di agram represents the value 170 (decinal).

01234567
S e e Sup
[1T0101010
P A

Simlarly, whenever a nulti-octet field represents a nunmeric quantity
the left nost bit of the whole field is the nost significant bit. Wen
a multi-octet quantity is transnmitted the nost significant octet is
transmtted first.

2.3.3. Character Case

For all parts of the DNS that are part of the official protocol, al
conpari sons between character strings (e.g., labels, donmain nanes, etc.)
are done in a case-insensitive manner. At present, this rule is in
force throughout the domain system w thout exception. However, future
addi ti ons beyond current usage nay need to use the full binary octet
capabilities in nanes, so attenpts to store donain nanes in 7-bit ASCl
or use of special bytes to ternminate |labels, etc., should be avoided.

When data enters the domain system its original case should be
preserved whenever possible. In certain circunstances this cannot be
done. For exanple, if two RRs are stored in a database, one at x.y and
one at X. Y, they are actually stored at the sane place in the database,
and hence only one casing would be preserved. The basic rule is that
case can be discarded only when data is used to define structure in a
dat abase, and two nanes are identical when conpared in a case

i nsensitive nmanner.
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Loss of case sensitive data nust be mininized. Thus while data for Xx.y
and X. Y may both be stored under a single location x.y or XY, data for
a.x and B. X woul d never be stored under A x, A X, b.x, or b.X In
general, this preserves the case of the first |abel of a domain nane,
but forces standardi zation of interior node | abels.

Systens adnministrators who enter data into the domai n database shoul d
take care to represent the data they supply to the donain systemin a
case-consi stent manner if their systemis case-sensitive. The data
distribution systemin the domain systemw || ensure that consistent
representations are preserved.

2.3.4. Size limts
Various objects and paraneters in the DNS have size linmts. They are

listed below. Some could be easily changed, others are nore
f undanent al

| abel s 63 octets or |ess
names 255 octets or less
TTL positive values of a signed 32 bit nunber
UDP nessages 512 octets or |ess

3. DOVAI N NAME SPACE AND RR DEFI NI TI ONS
3.1. Nanme space definitions

Domai n nanes in nessages are expressed in terns of a sequence of | abels.
Each | abel is represented as a one octet length field foll owed by that
nunber of octets. Since every donmain nanme ends with the null | abel of
the root, a domain nane is ternmnated by a I ength byte of zero. The
hi gh order two bits of every length octet nmust be zero, and the
remaining six bits of the length field Iimt the |abel to 63 octets or

| ess.

To sinmplify inplenmentations, the total length of a donain nane (i.e.
| abel octets and | abel length octets) is restricted to 255 octets or
| ess.

Al t hough | abel s can contain any 8 bit values in octets that nmake up a
label, it is strongly recommended that |abels follow the preferred
syntax described el sewhere in this neno, which is conpatible with

exi sting host naming conventions. Nane servers and resol vers nust
conpare labels in a case-insensitive manner (i.e., A=a), assum ng ASCI
with zero parity. Non-al phabetic codes nust match exactly.
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3.2. RR definitions

3.2.1. Fornat

Al'l RRs have the sane top | evel format shown bel ow

1 1 1 1 1 1
0 12 3 456 7 8 90 1 2 3 45
R T e R O il T e S S e S i 2
| |
/ /
/ NAME /
| |
R e e i st T e T e S e S s
| TYPE
B T T S e s T i SNp S S S S
| CLASS |
R T e S o i it S e S S e
| TTL
| |
R T e R O il T e S S e S i 2
| RDLENGTH
R R T S PR i e R SR I S i S S S SR
/ RDATA /
/ /
R e e i st T e T e S e S s

wher e:

NAME an owner nane, i.e., the nane of the node to which this
resource record pertains.

TYPE two octets containing one of the RR TYPE codes.

CLASS two octets containing one of the RR CLASS codes.

TTL a 32 bit signed integer that specifies the tinme interva
that the resource record may be cached before the source
of the information should again be consulted. Zero
val ues are interpreted to nmean that the RR can only be
used for the transaction in progress, and should not be
cached. For exanple, SOA records are always distributed
with a zero TTL to prohibit caching. Zero values can
al so be used for extrenely volatile data.

RDLENGTH an unsigned 16 bit integer that specifies the length in

Mockapetri s
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RDATA a variable length string of octets that describes the
resource. The format of this information varies
according to the TYPE and CLASS of the resource record.

3.2.2. TYPE val ues

TYPE fields are used in resource records. Note that these types are a
subset of QIYPEs.

TYPE val ue and meani ng

A 1 a host address

NS 2 an authoritative nane server

VD 3 a mail destination ((bsolete - use MX
V- 4 a mail forwarder (Qbsolete - use MX)
CNAME 5 the canonical nanme for an alias

SQA 6 marks the start of a zone of authority
VB 7 a nmail box domai n nane ( EXPERI MENTAL)
MG 8 a mail group nmenmber (EXPERI MENTAL)

VR 9 a mail renane domai n nane ( EXPERI MENTAL)
NULL 10 a null RR (EXPERI MENTAL)

VIKS 11 a well known service description

PTR 12 a donmi n nanme pointer

H NFO 13 host information

M NFO 14 mail box or mail list information

MX 15 mai | exchange

TXT 16 text strings

3.2.3. QIYPE val ues
QTYPE fields appear in the question part of a query. QIYPES are a

superset of TYPEs, hence all TYPEs are valid QIYPEs. In addition, the
foll owi ng QTYPEs are defi ned:
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AXFR 252 A request for a transfer of an entire zone

MAI LB 253 A request for mail box-related records (MB, MG or MR
MAI LA 254 A request for mail agent RRs ((bsolete - see MX)

* 255 A request for all records

3.2.4. CLASS val ues

CLASS fields appear in resource records. The follow ng CLASS mmenoni cs
and val ues are defined:

I'N 1 the Internet

CS 2 the CSNET class (Obsolete - used only for exanples in
sonme obsol ete RFCs)

CH 3 the CHAGS cl ass

HS 4 Hesiod [ Dyer 87]

3.2.5. QCLASS val ues

QCLASS fields appear in the question section of a query. QCLASS val ues
are a superset of CLASS values; every CLASS is a valid QCLASS. In
addition to CLASS val ues, the foll owi ng QCLASSes are defi ned:

* 255 any cl ass
3.3. Standard RRs

The following RR definitions are expected to occur, at |east
potentially, in all classes. |In particular, NS, SOA CNAME, and PTR
will be used in all classes, and have the sane format in all classes.
Because their RDATA format is known, all domain nanes in the RDATA
section of these RRs nmay be conpressed.

<domai n-nanme> i s a dormai n nane represented as a series of |abels, and
term nated by a |l abel with zero length. <character-string>is a single
I ength octet followed by that nunber of characters. <character-string>
is treated as binary information, and can be up to 256 characters in
length (including the length octet).
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3.3.1. CNAME RDATA f or mat

T S L —IE Sy S SIS

/ CNAME /
/ /
R T e S o i it S e S S e
wher e:
CNAME A <domai n- name> whi ch specifies the canonical or primary

nane for the owner. The owner nane is an alias.
CNAME RRs cause no additional section processing, but nane servers nay
choose to restart the query at the canonical nanme in certain cases. See
the description of nane server logic in [ RFC-1034] for details.
3.3.2. H NFO RDATA for nat

I A

/ CPU /

R T e R O il T e S S e S i 2

/ os /

B e S S S S e S o T T SIS S S
wher e:
CPU A <character-string> which specifies the CPU type
03] A <character-string> which specifies the operating

systemtype
Standard val ues for CPU and OS can be found in [ RFC 1010].
H NFO records are used to acquire general information about a host. The
main use is for protocols such as FTP that can use special procedures
when tal ki ng between nachi nes or operating systens of the sane type.

3.3.3. MB RDATA format (EXPERI MENTAL)

T S e I T S T s

/ MADNANME /
{i---+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--{i-

wher e:

MADNANE A <domai n- name> whi ch specifies a host which has the

speci fi ed mail box.
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MB records cause additional section processing which | ooks up an A type
RRs correspondi ng to MADNAME.

3.3.4. NMD RDATA format (Cbsol ete)

T T S L g s

/ MADNAME /
{I---+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--{|-

wher e:

MADNANE A <domai n- nanme> whi ch specifies a host which has a nail

agent for the domain which should be able to deliver
mai | for the donain.

MD records cause additional section processing which | ooks up an A type
record correspondi ng to MADNAME.

MD is obsolete. See the definition of MX and [RFC-974] for details of
the new scheme. The reconmended policy for dealing with MD RRs found in
a master file is to reject them or to convert themto MX RRs with a
preference of O.

3.3.5. M- RDATA format (Cbsol ete)

T S L —IE Sy S SIS

/ MADNANE /
/ /
R T e S o i it S e S S e
wher e:
MADNANME A <domai n- name> whi ch specifies a host which has a mail

agent for the domain which will accept mail for
forwarding to the donain.

M- records cause additional section processing which | ooks up an A type
record corresponding to MADNAME.

M- is obsolete. See the definition of MX and [RFC-974] for details ofw
the new schene. The recommended policy for dealing with MD RRs found in
a master file is to reject them or to convert themto MK RRs with a
preference of 10.
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3.3.6. M5 RDATA format (EXPERI MENTAL)

T S L —IE Sy S SIS

/ MGVNANVE /
/ /
R T e S o i it S e S S e
wher e:
MGEVNANVE A <domai n- name> whi ch specifies a mailbox which is a

menber of the mail group specified by the domain nane.
MG records cause no additional section processing
3.3.7. M NFO RDATA fornmat (EXPERI MENTAL)

T S T S S S L S S

/ RMVAI LBX /
T S
/ EMAI LBX /
T e

wher e:

RMAI LBX A <domai n- nanme> whi ch specifies a mail box which is
responsible for the mailing list or mailbox. |[If this
domai n name nanes the root, the owner of the MNFORR is
responsible for itself. Note that many existing nmailing
lists use a mail box X-request for the RVAILBX field of
mailing list X, e.g., Msgroup-request for Msgroup. This
field provides a nore general nechani sm

EMAI LBX A <domai n- name> whi ch specifies a mail box which is to

receive error nessages related to the mailing list or
mai | box specified by the owner of the MNFO RR (sinmlar
to the ERRORS-TO field which has been proposed). |If

t hi s domai n nane names the root, errors should be
returned to the sender of the nessage.

M NFO records cause no additional section processing. Although these

records can be associated with a sinple nail box, they are usually used
with a mailing list.
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3.3.8. MR RDATA format (EXPERI MENTAL)

T S L —IE Sy S SIS

/ NEWNANVE /
/ /
R T e S o i it S e S S e
wher e:
NEWNANME A <domai n- name> whi ch specifies a mail box which is the

proper renane of the specified mail box.
MR records cause no additional section processing. The nmain use for MR
is as a forwarding entry for a user who has noved to a different
mai | box.
3.3.9. MX RDATA fornat

I A

| PREFERENCE |
I S E T o T e e S R T e Rk ok
/ EXCHANGE /
/ /
R T e S o i it S e S S e

wher e:

PREFERENCE A 16 bit integer which specifies the preference given to
this RR anong others at the sanme owner. Lower val ues
are preferred.

EXCHANGE A <domai n- nanme> whi ch specifies a host willing to act as

a mail exchange for the owner nane

MX records cause type A additional section processing for the host
specified by EXCHANGE. The use of MK RRs is explained in detail in
[ RFC-974] .

3.3.10. NULL RDATA format (EXPERI MENTAL)
B e S S S S e S o T T SIS S S
/ <anyt hi ng> /
/ /

e LT I r SIS

Anything at all may be in the RDATA field so long as it is 65535 octets
or |ess.
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NULL records cause no additional section processing. NULL RRs are not
allowed in master files. NULLs are used as placeholders in some
experinental extensions of the DNS

3.3.11. NS RDATA format

I A

/ NSDNAME /
ﬁ---+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--£-

wher e:

NSDNANVE A <domai n- name> whi ch specifies a host which should be

authoritative for the specified class and domai n.

NS records cause both the usual additional section processing to |ocate
a type Arecord, and, when used in a referral, a special search of the
zone in which they reside for glue infornation.

The NS RR states that the named host shoul d be expected to have a zone
starting at owner nane of the specified class. Note that the class may
not indicate the protocol fam |y which should be used to conmunicate
with the host, although it is typically a strong hint. For exanple,
hosts which are nane servers for either Internet (IN) or Hesiod (HS)
class information are nornally queried using IN class protocols.

3.3.12. PTR RDATA f or mat

T
/ PTRDNAME /
T S S LT Spe SR

wher e:

PTRDNAME A <domai n- nane> whi ch points to sone location in the
domai n nane space

PTR records cause no additional section processing. These RRs are used
in special domains to point to sone other location in the domain space.
These records are sinple data, and don't inply any special processing
simlar to that perforned by CNAME, which identifies aliases. See the
description of the I N-ADDR ARPA domai n for an exanple.
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3.3.13. SOA RDATA for mat

T S L —IE Sy S SIS

/
/

MNAME /
/

T T S L g s

/

RNAME /

e LT I r SIS

SERI AL |
|

T S T S S T o Supu S

REFRESH |
|

e LT n RIS

RETRY
|

T S T S S T o Supu S

EXPI RE |
|

e LT n RIS

M NI MUM |
|

T S T S S T o Supu S

wher e:

MNAME

RNAME

SERI AL

REFRESH

RETRY

EXPI RE

Mockapetri s

The <domai n- nanme> of the nanme server that was the
original or primary source of data for this zone.

A <domai n- nane> whi ch specifies the mail box of the
person responsi ble for this zone.

The unsigned 32 bit version nunber of the original copy
of the zone. Zone transfers preserve this value. This
val ue wraps and shoul d be conpared using sequence space
arithnetic.

A 32 bit tine interval before the zone should be
refreshed

A 32 bit tine interval that should el apse before a
failed refresh should be retri ed.

A 32 bit time value that specifies the upper linmt on

the tine interval that can el apse before the zone is no
| onger authoritative.
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M NI MUM The unsigned 32 bit nmininumTTL field that should be
exported with any RR fromthis zone.

SOA records cause no additional section processing
All times are in units of seconds.

Most of these fields are pertinent only for name server naintenance
operations. However, MNIMMMis used in all query operations that
retrieve RRs froma zone. Wenever a RRis sent in a response to a
query, the TTL field is set to the maximumof the TTL field fromthe RR
and the MNIMUM field in the appropriate SOA. Thus MNIMUM is a | ower
bound on the TTL field for all RRs in a zone. Note that this use of

M NI MUM shoul d occur when the RRs are copied into the response and not
when the zone is |oaded froma master file or via a zone transfer. The
reason for this provison is to allow future dynanmic update facilities to
change the SOA RR with known semanti cs.

3.3.14. TXT RDATA for nat
B I s S e T s T T S SR S
/ TXT- DATA /
B I ST S T T T S S
wher e:

TXT- DATA One or nore <character-string>s.

TXT RRs are used to hold descriptive text. The senmantics of the text
depends on the donain where it is found.

3.4. Internet specific RRs
3.4.1. A RDATA formt
I T e S S e e s S T eI S S
| ADDRESS
R T e R O il T e S S e S i 2
wher e:
ADDRESS A 32 bit Internet address.

Hosts that have nultiple Internet addresses will have nmultiple A
records.
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A records cause no additional section processing. The RDATA section of
an Aline in a master file is an Internet address expressed as four
deci mal nunbers separated by dots w thout any inbedded spaces (e.g.
"10.2.0.52" or "192.0.5.6").

3.4.2. VKS RDATA for mat

e LT I r SIS

| ADDRESS |
B T T S e s T i SNp S S S S
| PROTOCOL |
T S L |
I I
/ <BI T MAP> /
/ /
B T T S e s T i SNp S S S S

wher e:

ADDRESS An 32 bit Internet address

PROTOCOL An 8 bit I P protocol nunber

<BI T MAP> A variable length bit map. The bit map nust be a

multiple of 8 bits |ong.

The WKS record is used to describe the well known services supported by
a particular protocol on a particular internet address. The PROTOCOL
field specifies an I P protocol nunber, and the bit map has one bit per
port of the specified protocol. The first bit corresponds to port O,
the second to port 1, etc. |If the bit map does not include a bit for a
protocol of interest, that bit is assuned zero. The appropriate val ues
and menoni cs for ports and protocols are specified in [ RFC 1010].

For exanple, if PROTOCOL=TCP (6), the 26th bit corresponds to TCP port
25 (SMIP). If this bit is set, a SMIP server should be |istening on TCP
port 25; if zero, SMIP service is not supported on the specified

addr ess.

The purpose of WKS RRs is to provide availability information for
servers for TCP and UDP. |If a server supports both TCP and UDP, or has
multiple Internet addresses, then nultiple WS RRs are used.

VKS RRs cause no additional section processing.

In master files, both ports and protocols are expressed usi ng menoni cs
or deci mal numnbers.
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3.5. I N-ADDR. ARPA dormai n

The Internet uses a special domain to support gateway |ocation and
Internet address to host mapping. Oher classes may enploy a simlar
strategy in other domains. The intent of this domain is to provide a
guaranteed nethod to perform host address to host nane mapping, and to
facilitate queries to locate all gateways on a particular network in the
I nternet.

Note that both of these services are simlar to functions that could be
performed by inverse queries; the difference is that this part of the
domai n nane space is structured according to address, and hence can
guarantee that the appropriate data can be |ocated wi thout an exhaustive
search of the donain space

The domai n begi ns at | N-ADDR ARPA and has a substructure which foll ows
the Internet addressing structure.

Domai n nanes in the | NNADDR ARPA donmin are defined to have up to four

| abels in addition to the | N-ADDR ARPA suffix. Each |abel represents
one octet of an Internet address, and is expressed as a character string
for a decimal value in the range 0-255 (with | eading zeros omtted
except in the case of a zero octet which is represented by a single
zero).

Host addresses are represented by domain nanes that have all four |abels
specified. Thus data for Internet address 10.2.0.52 is |located at
domai n nane 52.0.2.10.1 N-ADDR ARPA. The reversal, though awkward to
read, allows zones to be del egated which are exactly one network of
address space. For exanple, 10.1 N ADDR ARPA can be a zone contai ni ng
data for the ARPANET, while 26.1 N ADDR ARPA can be a separate zone for

M LNET. Address nodes are used to hold pointers to prinmary host nanes
in the nornmal domain space.

Net wor k nunbers correspond to some non-terninal nodes at various depths
in the | NADDR. ARPA dommi n, since Internet network nunbers are either 1
2, or 3 octets. Network nodes are used to hold pointers to the prinary
host nanes of gateways attached to that network. Since a gateway is, by
definition, on nore than one network, it will typically have two or nore
net wor k nodes which point at it. Gateways will also have host |eve
pointers at their fully qualified addresses.

Both the gateway pointers at network nodes and the normal host pointers
at full address nodes use the PTR RR to point back to the prinmary domain
nanes of the correspondi ng hosts.

For exanple, the I N-ADDR. ARPA domain will contain information about the
| SI gateway between net 10 and 26, an MT gateway fromnet 10 to MT' s
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net 18, and hosts A ISI.EDU and MULTICS. M T. EDU. Assunming that ISl
gat eway has addresses 10.2.0.22 and 26.0.0.103, and a nane M LNET-

GWN I SI. EDU, and the M T gateway has addresses 10.0.0.77 and 18.10.0.4
and a nane GWLCS. M T. EDU, the domai n database woul d contai n:

10. I N- ADDR. ARPA.

10. I N- ADDR. ARPA.

18. | N- ADDR. ARPA.

26. | N- ADDR. ARPA.
22.0.2.10. | N- ADDR. ARPA.
103. 0. 0. 26. | N- ADDR. ARPA.
77.0.0.10. 1 N- ADDR. ARPA.
4.0.10. 18. I N- ADDR. ARPA.
103. 0. 3. 26. | N- ADDR. ARPA.
6. 0.0.10. | N- ADDR. ARPA.

PTR
PTR
PTR
PTR
PTR
PTR
PTR
PTR
PTR
PTR

M LNET- GW | SI . EDU

GW LCS. M T. EDU
GWLCS. M T. EDU

M LNET- GW | SI . EDU
M LNET- GW | SI . EDU
M LNET- GW | SI . EDU

GWLCS. M T. EDU
GW LCS. M T. EDU
A. 1Sl . EDU

MJLTI CS. M T. EDU

Thus a program whi ch wanted to | ocate gateways on net 10 would originate
a query of the form QTYPE=PTR, QCLASS=IN, QNAME=10.|N- ADDR ARPA. It
woul d receive two RRs in response:

10. | N- ADDR. ARPA.
10. | N- ADDR. ARPA.

PTR M LNET-GW | SI . EDU

PTR

GW LCS. M T. EDU

The program could then origi nate QTYPE=A, QCLASS=I N queries for M LNET-
to discover the Internet addresses of

GWISI.EDU. and GWLCS. M T. EDU
t hese gat eways

A resolver which wanted to find the host name corresponding to Internet
host address 10.0.0.6 would pursue a query of the form QI'YPE=PTR
QCLASS=I N, ONAME=6. 0. 0. 10. | N- ADDR. ARPA, and woul d recei ve:

6. 0.0.10. | N- ADDR. ARPA.

PTR

MULTI CS. M T. EDU

Several cautions apply to the use of these services:
domai n and the nornmal domain

- Since the I N-ADDR. ARPA speci al
for a particular host or gateway wl|

be in different zones,

the possibility exists that that the data nay be inconsistent.

- Gateways will often have two nanes in separate donmains, only
one of which can be primary.

- Systens that use the donain database to initialize their
routing tables nust start with enough gateway information to
guarantee that they can access the appropriate name server

- The gateway data only reflects the existence of a gateway in a

manner equivalent to the current HOSTS. TXT file.

It doesn’t

repl ace the dynanic availability information from GG or EGP

Mockapetri s
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3.6. Defining new types, classes, and speci al nanespaces

The previously defined types and cl asses are the ones in use as of the
date of this menmb. New definitions should be expected. This section
makes some reconmendations to designers considering additions to the
existing facilities. The nmailing |list NAMEDROPPERS@BRI - NI C. ARPA is the
forum where general discussion of design issues takes place.

In general, a new type is appropriate when new information is to be
added to the dat abase about an existing object, or we need new data
formats for sonme totally new object. Designers should attenpt to define
types and their RDATA formats that are generally applicable to al

cl asses, and which avoid duplication of information. New classes are
appropriate when the DNS is to be used for a new protocol, etc which
requi res new cl ass-specific data formats, or when a copy of the existing
nane space is desired, but a separate managenent domain is necessary.

New types and cl asses need mmenonics for nmaster files; the format of the
master files requires that the menonics for type and class be disjoint.

TYPE and CLASS val ues nust be a proper subset of QIYPEs and QCLASSes
respectively.

The present systemuses nultiple RRs to represent nultiple values of a
type rather than storing nmultiple values in the RDATA section of a
single RR. This is less efficient for nost applications, but does keep
RRs shorter. The nultiple RRs assunption is incorporated in sone
experinmental work on dynani c update nethods.

The present systemattenpts to mininize the duplication of data in the
dat abase in order to insure consistency. Thus, in order to find the
address of the host for a nmail exchange, you map the nmail donmain nane to
a host nanme, then the host nanme to addresses, rather than a direct
mappi ng to host address. This approach is preferred because it avoids
the opportunity for inconsistency.

In defining a new type of data, nultiple RR types should not be used to
create an ordering between entries or express different formats for

equi val ent bindings, instead this information should be carried in the
body of the RR and a single type used. This policy avoids problens wth
caching multiple types and defining QI'YPEs to match multiple types.

For exanple, the original formof nail exchange binding used two RR
types one to represent a "closer" exchange (MD) and one to represent a
"l ess close" exchange (MF). The difficulty is that the presence of one
RR type in a cache doesn’t convey any informati on about the other
because the query which acquired the cached information m ght have used
a QIYPE of MF, MD, or MAILA (which matched both). The redesi gned
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service used a single type (MX) with a "preference" value in the RDATA
section which can order different RRs. However, if any MX RRs are found
in the cache, then all should be there.

4. MESSAGES
4.1. Format
Al'l conmuni cations inside of the domain protocol are carried in a single

format called a nessage. The top level format of nessage is divided
into 5 sections (sonme of which are enpty in certain cases) shown bel ow

O +
| Header |

T +

| Question | the question for the name server

e e e e e e e e o +

| Answer | RRs answering the question
S +

| Aut hority | RRs pointing toward an authority
e +

| Addi ti onal | RRs holding additional information
e e e e e e e e o +

The header section is always present. The header includes fields that
specify which of the remaining sections are present, and al so specify

whet her the nessage is a query or a response, a standard query or sone
ot her opcode, etc.

The nanmes of the sections after the header are derived fromtheir use in
standard queries. The question section contains fields that describe a
gquestion to a name server. These fields are a query type (QIYPE), a
query class (QCLASS), and a query domain nane (QNAME). The last three
sections have the sanme format: a possibly enpty list of concatenated
resource records (RRs). The answer section contains RRs that answer the
question; the authority section contains RRs that point toward an
authoritative name server; the additional records section contains RRs
which relate to the query, but are not strictly answers for the

questi on.
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4.1.1. Header section formmt

The header contains the follow ng fields:

1 1 1 1 1 1

0 1 2 3 45 6 7 8 9 0 1 2 3 4 5

I A
|

| I D

R T e R O il T e S S e S i 2
| R Opcode | AA| TC| RD| RA| z | RCODE

B T T I S S e o
| QDCOUNT |
I T e S S e e s S T eI S S
| ANCOUNT |
R T e R O il T e S S e S i 2
| NSCOUNT

B T T I S S e o
| ARCOUNT |
I T e S S e e s S T eI S S

wher e:

ID A 16 bit identifier assigned by the programthat
generates any kind of query. This identifier is copied
the corresponding reply and can be used by the requester
to match up replies to outstandi ng queries.

xR A one bit field that specifies whether this nmessage is a
query (0), or a response (1).

OPCCODE A four bit field that specifies kind of query in this
nmessage. This value is set by the originator of a query
and copied into the response. The values are:

0 a standard query (QUERY)

1 an inverse query (Il QUERY)

2 a server status request (STATUS)
3-15 reserved for future use

AA Authoritative Answer - this bit is valid in responses
and specifies that the responding nanme server is an
authority for the domain nane in question section.

Note that the contents of the answer section may have
mul ti pl e owner nanes because of aliases. The AA bit
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corresponds to the nanme which natches the query nane, or
the first owner nanme in the answer section

TrunCation - specifies that this nmessage was truncated
due to length greater than that permtted on the
transm ssi on channel

Recursion Desired - this bit nay be set in a query and
is copied into the response. If RDis set, it directs
the nane server to pursue the query recursively.
Recursive query support is optional

Recursion Available - this be is set or cleared in a
response, and denotes whether recursive query support is
avai l abl e in the name server.

Reserved for future use. Mist be zero in all queries
and responses.

Response code - this 4 bit field is set as part of
responses. The val ues have the follow ng
i nterpretation:

0 No error condition

1 Format error - The name server was
unable to interpret the query.

2 Server failure - The name server was
unabl e to process this query due to a
problemw th the name server

3 Name Error - Meaningful only for
responses froman authoritative name
server, this code signifies that the
domai n nane referenced in the query does
not exi st.

4 Not | nplenmented - The nane server does
not support the requested kind of query.

5 Refused - The nane server refuses to
performthe specified operation for
policy reasons. For exanple, a nane
server may not wish to provide the
information to the particul ar requester,
or a nanme server may not w sh to perform
a particular operation (e.g., zone
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transfer) for particular data.

6- 15 Reserved for future use

QDCOUNT an unsigned 16 bit integer specifying the nunmber of
entries in the question section

ANCOUNT an unsigned 16 bit integer specifying the nunmber of
resource records in the answer section

NSCOUNT an unsigned 16 bit integer specifying the nunber of name
server resource records in the authority records
section.

ARCOUNT an unsigned 16 bit integer specifying the nunmber of

resource records in the additional records section
4.1.2. Question section fornat

The question section is used to carry the "question" in nost queries,
i.e., the paraneters that define what is being asked. The section
contai ns QDCOUNT (usually 1) entries, each of the follow ng format:

1 1 1 1 1 1
0 12 3 45 6 7 8 90 1 2 3 45
e LT I r SIS

/ QNAVE /
/ /
R T e S o i it S e S S e
| QTYPE |
R e e i st T e T e S e S s
I QCLASS |
B T T S e s T i SNp S S S S

wher e:

QNAMVE a donai n nanme represented as a sequence of |abels, where
each | abel consists of a length octet followed by that
nunber of octets. The domain nane term nates with the
zero length octet for the null |abel of the root. Note
that this field may be an odd nunber of octets; no
paddi ng i s used.

QTYPE a two octet code which specifies the type of the query.

The values for this field include all codes valid for a
TYPE field, together with some nore general codes which
can natch nore than one type of RR
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QCLASS a two octet code that specifies the class of the query.
For exanple, the QCLASS field is IN for the Internet.

4.1.3. Resource record format

The answer, authority, and additional sections all share the sane
format: a variable nunber of resource records, where the nunber of
records is specified in the corresponding count field in the header
Each resource record has the follow ng fornmat:
11 1 1 1 1
0 12 3 45 6 7 8 90 1 2 3 4 5
R T e S o i it S e S S e

/ /
/ NAME /
| |
B T T I S S e o
| TYPE
I T e S S e e s S T eI S S
I CLASS |
R T e R O il T e S S e S i 2
| TTL
| |
R T e S o i it S e S S e
| RDLENGTH
R i i i e S e e R
/ RDATA /
/ /
B T T I S S e o
wher e:
NANVE a domain name to which this resource record pertains
TYPE two octets containing one of the RR type codes. This
field specifies the neaning of the data in the RDATA
field.
CLASS two octets which specify the class of the data in the
RDATA fi el d.
TTL a 32 bit unsigned integer that specifies the tine

interval (in seconds) that the resource record nay be
cached before it should be discarded. Zero values are
interpreted to nean that the RR can only be used for the
transaction in progress, and should not be cached.
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RDLENGTH an unsigned 16 bit integer that specifies the length in
octets of the RDATA field.

RDATA a variable length string of octets that describes the
resource. The format of this information varies
according to the TYPE and CLASS of the resource record.
For exanple, the if the TYPE is A and the CLASS is IN
the RDATA field is a 4 octet ARPA Internet address.

4.1.4. Message conpression

In order to reduce the size of nessages, the donmain systemutilizes a
conpressi on schene which elinnates the repetition of domain nanes in a
message. In this schenme, an entire domain nanme or a list of |abels at
the end of a domain nanme is replaced with a pointer to a prior occurance
of the sanme nane.

The pointer takes the formof a two octet sequence:

R T e S T it S e e S e o ok
|1 1 OFFSET |
B e i T S e S e s T SIS S

The first two bits are ones. This allows a pointer to be distinguished
froma |label, since the |abel nust begin with two zero bits because

| abel s are restricted to 63 octets or less. (The 10 and 01 conbi nati ons
are reserved for future use.) The OFFSET field specifies an offset from
the start of the nmessage (i.e., the first octet of the IDfield in the
domai n header). A zero offset specifies the first byte of the ID field,
etc.

The conpression scheme allows a domain nane in a nessage to be
represented as either

- a sequence of labels ending in a zero octet

- a pointer

- a sequence of labels ending with a pointer
Poi nters can only be used for occurances of a domai n nane where the
format is not class specific. |If this were not the case, a name server
or resolver would be required to know the format of all RRs it handl ed.
As yet, there are no such cases, but they may occur in future RDATA
formats.

If a domain name is contained in a part of the nessage subject to a
length field (such as the RDATA section of an RR), and conpression is
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used, the length of the conpressed nane is used in the |length
calculation, rather than the length of the expanded nane.

Progranms are free to avoid using pointers in nessages they generate,
al t hough this will reduce datagram capacity, and may cause truncation
However all prograns are required to understand arrivi ng nessages that
contai n pointers.

For exanple, a datagram night need to use the domain nanes F.I|Sl.ARPA
FOO. F.1SI. ARPA, ARPA, and the root. Ignoring the other fields of the
message, these domain nanmes night be represented as:

I A

20 | 1 | F |
TS S T S SR &
22 | 3 | | |
S S S DA R S
24 | s | | |
TS T S S8
26 | 4 | A |
TS S T S SR &
28 | R | P |
S S S DA R S
30 | A | 0 |

I S

T S L —IE Sy S SIS

40 | 3 | F |
I

42 | (0] | (0]
T S S

44 | 1 1] 20 |

T S S L E —r Sy S SIS

I S T
64 | 1 1 26
ey S

T S T I S e e i Supe s
92 | 0 | |
I

The domain nane for F.I1SI.ARPA is shown at offset 20. The donmain nane
FOO. F.1SI. ARPA is shown at offset 40; this definition uses a pointer to
concatenate a label for FOOto the previously defined F.I1SI.ARPA. The
domai n nane ARPA is defined at offset 64 using a pointer to the ARPA
component of the nanme F.I1Sl.ARPA at 20; note that this pointer relies on
ARPA being the last label in the string at 20. The root domain nane is
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defined by a single octet of zeros at 92; the root donmain name has no
| abel s.

4.2. Transport

The DNS assunes that nessages will be transmtted as datagrans or in a
byte streamcarried by a virtual circuit. Wile virtual circuits can be
used for any DNS activity, datagranms are preferred for queries due to
their | ower overhead and better performance. Zone refresh activities
must use virtual circuits because of the need for reliable transfer.

The Internet supports nane server access using TCP [ RFC-793] on server
port 53 (decimal) as well as datagram access using UDP [ RFC-768] on UDP
port 53 (decinal).

4.2.1. UDP usage
Messages sent using UDP user server port 53 (decinmal).

Messages carried by UDP are restricted to 512 bytes (not counting the IP
or UDP headers). Longer nessages are truncated and the TC bit is set in
t he header.

UDP is not acceptable for zone transfers, but is the recomended nethod
for standard queries in the Internet. Queries sent using UDP nay be
| ost, and hence a retransmi ssion strategy is required. Queries or their
responses may be reordered by the network, or by processing in nane
servers, so resolvers should not depend on them being returned in order.

The optimal UDP retransm ssion policy will vary with perfornmance of the
Internet and the needs of the client, but the follow ng are recomended:

- The client should try other servers and server addresses
before repeating a query to a specific address of a server.

- The retransni ssion interval should be based on prior
statistics if possible. Too aggressive retransni ssion can
easily slow responses for the community at |arge. Depending
on how well connected the client is to its expected servers,
the m ninmumretransni ssion interval should be 2-5 seconds.

More suggestions on server selection and retransni ssion policy can be
found in the resolver section of this meno.

4.2.2. TCP usage

Messages sent over TCP connections use server port 53 (decimal). The
message is prefixed with a two byte length field which gives the nessage
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| ength, excluding the two byte length field. This length field allows
the I owlevel processing to assenble a conpl ete nessage before beginning
to parse it.

Several connection managenent policies are recomended:

- The server should not block other activities waiting for TCP
dat a.

- The server should support mnultiple connections.

- The server should assune that the client will initiate
connection closing, and should delay closing its end of the
connection until all outstanding client requests have been
satisfied.

- If the server needs to close a dormant connection to reclaim
resources, it should wait until the connection has been idle
for a period on the order of two minutes. |In particular, the
server should allow the SOA and AXFR request sequence (which
begins a refresh operation) to be made on a single connection
Since the server would be unable to answer queries anyway, a
unil ateral close or reset may be used instead of a gracefu
cl ose.

5. MASTER FI LES

Master files are text files that contain RRs in text form Since the
contents of a zone can be expressed in the formof a list of RRs a
master file is nost often used to define a zone, though it can be used
to list a cache’s contents. Hence, this section first discusses the
format of RRs in a naster file, and then the special considerations when
a naster file is used to create a zone in sone nane server

5.1. Format

The format of these files is a sequence of entries. Entries are
predom nantly line-oriented, though parentheses can be used to continue
alist of itens across a |ine boundary, and text literals can contain
CRLF within the text. Any conbination of tabs and spaces act as a
delimter between the separate itens that nmake up an entry. The end of
any line in the master file can end with a corment. The conment starts

with a ";" (senicolon).
The following entries are defined:

<bl ank>[ <coment >]
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$ORI A N <donmi n- name> [ <coment >]
$I NCLUDE <fil e- name> [ <domai n- nane>] [ <conmment >]
<domai n- name><rr > [ <conment >]
<bl ank><rr> [ <coment >]
Blank lines, with or without coments, are all owed anywhere in the file.

Two control entries are defined: $ORIG N and $I NCLUDE. $ORIA N is

foll owed by a domain nane, and resets the current origin for relative
domain names to the stated name. $INCLUDE inserts the named file into
the current file, and nmay optionally specify a domain name that sets the
relative domain name origin for the included file. $INCLUDE may al so
have a conment. Note that a $I NCLUDE entry never changes the relative
origin of the parent file, regardless of changes to the relative origin
made within the included file.

The last two forms represent RRs. |If an entry for an RR begins with a
bl ank, then the RRis assuned to be owned by the | ast stated owner. |f
an RR entry begins with a <domai n-nanme>, then the owner name is reset.

<rr> contents take one of the follow ng forns:
[ <TTL>] [<class>] <type> <RDATA>
[ <class>] [<TTL>] <type> <RDATA>

The RR begins with optional TTL and class fields, followed by a type and
RDATA field appropriate to the type and class. Cass and type use the
standard menonics, TTL is a decinal integer. Onmitted class and TTL

val ues are default to the last explicitly stated values. Since type and
cl ass menonics are disjoint, the parse is unique. (Note that this
order is different fromthe order used in exanples and the order used in
the actual RRs; the given order allows easier parsing and defaul ting.)

<domai n- nanme>s nmake up a large share of the data in the naster file.

The | abels in the domain nane are expressed as character strings and
separated by dots. Quoting conventions allow arbitrary characters to be
stored in domain names. Domain nanes that end in a dot are called

absol ute, and are taken as conplete. Domain nanes which do not end in a
dot are called relative; the actual domain name is the concatenation of
the relative part with an origin specified in a $ORIA N, $I NCLUDE, or as
an argunent to the master file loading routine. A relative nanme is an
error when no origin is avail able.
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<character-string> is expressed in one or two ways: as a conti guous set
of characters without interior spaces, or as a string beginning with a "
and ending with a " Inside a " delimted string any character can
occur, except for a " itself, which nust be quoted using \ (back slash).
Because these files are text files several special encodings are
necessary to allow arbitrary data to be loaded. In particular

of the root.
@ A free standing @is used to denote the current origin.

\ X where X is any character other than a digit (0-9), is
used to quote that character so that its special neaning
does not apply. For exanple, "\." can be used to place
a dot character in a |abel

\ DDD where each Dis a digit is the octet corresponding to
t he deci mal nunber described by DDD. The resulting
octet is assuned to be text and is not checked for
speci al neani ng.

() Parent heses are used to group data that crosses a line
boundary. |In effect, line term nations are not
recogni zed w t hin parentheses.

; Senmicolon is used to start a comment; the remai nder of
the Iine is ignored.

5.2. Use of master files to define zones

When a nmaster file is used to | oad a zone, the operation should be
suppressed if any errors are encountered in the naster file. The
rationale for this is that a single error can have w despread
consequences. For exanple, suppose that the RRs defining a del egation
have syntax errors; then the server will return authoritative nane
errors for all nanes in the subzone (except in the case where the
subzone is also present on the server).

Several other validity checks that should be perfornmed in addition to
insuring that the file is syntactically correct:

1. All RRs in the file should have the sane cl ass.
2. Exactly one SQA RR should be present at the top of the zone.

3. If delegations are present and glue information is required,
it should be present.

Mockapetri s [ Page 35]



RFC 1035

Domai n | npl ement ati on and Specification Novemnber

4. Information present outside of the authoritative nodes in the

zone shoul d be glue infornmation,

rather than the result of an

origin or sinmlar error.

5.3. Master file exanple

The following is an exanple file which mght be used to define the

| SI. EDU zone.and is |oaded with an origin of |SI.EDU
@ IN SOA VENERA Action\. domai ns (
20 ; SERI AL
7200 ; REFRESH
600 ; RETRY
3600000; EXPI RE
60) 7 M NI MUM
NS A. I SI. EDU
NS VENERA
NS VAXA
MX 10 VENERA
MX 20 VAXA
A A 26.3.0.103
VENERA A 10.1.0.52
A 128.9.0. 32
VAXA A 10. 2. 0. 27
A 128.9.0. 33

$I NCLUDE <SUBSYS>I Sl - MAI LBOXES. TXT

Wiere the file <SUBSYS>| SI - MAI LBOXES. TXT is

MOE VB
LARRY MB
CURLEY MB
STOOGES MG
MG
MG

A l1Sl.
A 1Sl.
A lSl.
MOE

LARRY
CURLEY

EDU.
EDU.
EDU.

1987

Note the use of the \ character in the SOA RR to specify the responsible
person nail box "Action.domai ns@. | SI . EDU'
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6. NAME SERVER | MPLEMENTATI ON
6.1. Architecture

The optimal structure for the nane server will depend on the host
operating system and whet her the nane server is integrated with resol ver
operations, either by supporting recursive service, or by sharing its
dat abase with a resolver. This section discusses inplementation

consi derations for a name server which shares a database with a

resol ver, but nost of these concerns are present in any nanme server.

6.1.1. Contro

A name server nust enploy nmultiple concurrent activities, whether they
are inplemented as separate tasks in the host’s OS or nultiplexing

i nside a single nane server program It is sinply not acceptable for a
nane server to block the service of UDP requests while it waits for TCP
data for refreshing or query activities. Simlarly, a name server
should not attenpt to provide recursive service w thout processing such
requests in parallel, though it nmay choose to serialize requests froma
single client, or to regard identical requests fromthe sane client as
duplicates. A nane server should not substantially delay requests while
it reloads a zone fromnmaster files or while it incorporates a newy
refreshed zone into its database.

6. 1. 2. Database

Wil e nane server inplenentations are free to use any internal data
structures they choose, the suggested structure consists of three major
parts:

- A "catal og" data structure which lists the zones available to
this server, and a "pointer" to the zone data structure. The
mai n purpose of this structure is to find the nearest ancestor
zone, if any, for arriving standard queries.

- Separate data structures for each of the zones held by the
name server.

- A data structure for cached data. (or perhaps separate caches
for different classes)

Al'l of these data structures can be inplenented an identical tree
structure format, with different data chained off the nodes in different
parts: in the catalog the data is pointers to zones, while in the zone
and cache data structures, the data will be RRs. In designing the tree
framework the designer should recognize that query processing will need
to traverse the tree using case-insensitive |abel conparisons; and that
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in real data, a few nodes have a very high branching factor (100-1000 or
nore), but the vast nmajority have a very |ow branching factor (0-1).

One way to solve the case problemis to store the labels for each node
in two pieces: a standardi zed-case representation of the | abel where all
ASClI| characters are in a single case, together with a bit nask that
denot es which characters are actually of a different case. The
branching factor diversity can be handl ed using a sinple linked list for
a node until the branching factor exceeds sonme threshold, and
transitioning to a hash structure after the threshold is exceeded. In
any case, hash structures used to store tree sections nust insure that
hash functions and procedures preserve the casing conventions of the
DNS.

The use of separate structures for the different parts of the database
is notivated by several factors:

- The catal og structure can be an al nbst static structure that
need change only when the system admi ni strator changes the
zones supported by the server. This structure can also be
used to store paraneters used to control refreshing
activities.

- The individual data structures for zones allow a zone to be
repl aced sinply by changing a pointer in the catal og. Zone
refresh operations can build a new structure and, when
conplete, splice it into the database via a sinple pointer
replacenent. It is very inportant that when a zone is
refreshed, queries should not use old and new data
si mul t aneousl y.

- Wth the proper search procedures, authoritative data in zones
wi Il always "hide", and hence take precedence over, cached
dat a.

- Errors in zone definitions that cause overl appi ng zones, etc.
may cause erroneous responses to queries, but problem
determination is sinplified, and the contents of one "bad"
zone can't corrupt another

- Since the cache is nost frequently updated, it is nost
vul nerable to corruption during systemrestarts. It can also
becone full of expired RRdata. In either case, it can easily
be discarded w t hout disturbing zone data.

A maj or aspect of database design is selecting a structure which allows

the nane server to deal with crashes of the nane server’s host. State
i nformati on which a nane server should save across system crashes
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i ncludes the catalog structure (including the state of refreshing for
each zone) and the zone data itself.

6.1.3. Tine

Both the TTL data for RRs and the timng data for refreshing activities
depends on 32 bit timers in units of seconds. |nside the database,
refresh tiners and TTLs for cached data conceptually "count down", while
data in the zone stays with constant TTLs.

A reconmended i npl enentation strategy is to store tinme in two ways: as
a relative increment and as an absolute tinme. One way to do this is to
use positive 32 bit nunbers for one type and negative nunbers for the
other. The RRs in zones use relative tinmes; the refresh timers and
cache data use absolute tinmes. Absolute nunbers are taken with respect
to some known origin and converted to relative values when placed in the
response to a query. \Wien an absolute TTL is negative after conversion
to relative, then the data is expired and shoul d be ignored.

6.2. Standard query processing

The major algorithmfor standard query processing is presented in
[ RFC-1034] .

When processing queries with QCLASS=*, or sone ot her QCLASS which
mat ches multiple classes, the response should never be authoritative
unl ess the server can guarantee that the response covers all classes.

When conposing a response, RRs which are to be inserted in the
addi tional section, but duplicate RRs in the answer or authority
sections, may be onmitted fromthe additional section

Wien a response is so long that truncation is required, the truncation
shoul d start at the end of the response and work forward in the
datagram Thus if there is any data for the authority section, the
answer section is guaranteed to be uni que.

The M NI MUM value in the SOA should be used to set a floor on the TTL of
data distributed froma zone. This floor function should be done when
the data is copied into a response. This will allow future dynamnic
update protocols to change the SCA M NIMUM field without anbi guous
semanti cs.

6.3. Zone refresh and rel oad processing
In spite of a server’s best efforts, it may be unable to | oad zone data

froma master file due to syntax errors, etc., or be unable to refresh a
zone within the its expiration paraneter. In this case, the nanme server
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shoul d answer queries as if it were not supposed to possess the zone.

If a master is sending a zone out via AXFR, and a new version is created
during the transfer, the naster should continue to send the old version
if possible. |In any case, it should never send part of one version and
part of another. |If conpletion is not possible, the master shoul d reset
the connection on which the zone transfer is taking place.

6.4. Inverse queries (Optional)

I nverse queries are an optional part of the DNS. Nane servers are not
required to support any formof inverse queries. |If a nane server
receives an inverse query that it does not support, it returns an error
response with the "Not |nplenented" error set in the header. Wile

i nverse query support is optional, all name servers nust be at |east
able to return the error response.

6.4.1. The contents of inverse queries and responses I nver se
queries reverse the mappi ngs perforned by standard query operations;
whil e a standard query nmaps a donain name to a resource, an inverse
guery maps a resource to a domain name. For exanple, a standard query
m ght bind a domain name to a host address; the corresponding inverse
query binds the host address to a domain nane.

I nverse queries take the formof a single RRin the answer section of
the nmessage, with an enpty question section. The owner nane of the
query RR and its TTL are not significant. The response carries
questions in the question section which identify all names possessing
the query RR WHI CH THE NAME SERVER KNOAS. Since no nane server knows
about all of the domain nane space, the response can never be assuned to
be conplete. Thus inverse queries are prinmarily useful for database
managenent and debuggi ng activities. Inverse queries are NOT an
accept abl e met hod of mappi ng host addresses to host nanes; use the IN
ADDR. ARPA domai n i nst ead.

Wher e possi bl e, nanme servers shoul d provide case-insensitive conparisons
for inverse queries. Thus an inverse query asking for an MX RR of
"Venera.isi.edu" should get the sanme response as a query for
"VENERA. | SI . EDU"; an inverse query for H NFO RR "I BM PC UNI X' should
produce the same result as an inverse query for "IBMpc unix". However,
this cannot be guaranteed because nane servers may possess RRs that
contain character strings but the name server does not know that the
data is character.

When a nane server processes an inverse query, it either returns:

1. zero, one, or nmultiple domain nanmes for the specified
resource as QNAMEs in the question section
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2. an error code indicating that the nanme server doesn’'t support
i nverse mappi ng of the specified resource type.

When the response to an inverse query contains one or nmore QNAMES, the
owner nane and TTL of the RR in the answer section which defines the
inverse query is nodified to exactly match an RR found at the first

QNAME.

RRs returned in the inverse queries cannot be cached using the sane
mechani smas is used for the replies to standard queries. One reason
for this is that a nane m ght have nmultiple RRs of the same type, and
only one woul d appear. For exanple, an inverse query for a single
address of a multiply homed host night create the inpression that only
one address exi sted.

6.4.2. Inverse query and response exanpl e The overall structure
of an inverse query for retrieving the domain nane that corresponds to
I nternet address 10.1.0.52 is shown bel ow

oo e e e e e e e e e e e e e e mee s +
Header | OPCCDE=I QUERY, | D=997 |
e +
Question | <enpty> |
oo s o e e e e e e e e e e e e oo oo - +
Answer | <anynane> A IN 10.1.0.52 |
oo e e e e e e e e e e e e e e mee s +

Aut hority | <enpty>
e +
Addi ti onal | <enpty> |
oo s o e e e e e e e e e e e e oo oo - +

This query asks for a question whose answer is the Internet style
address 10.1.0.52. Since the owner nane is not known, any domai n nane
can be used as a placeholder (and is ignored). A single octet of zero,
signifying the root, is usually used because it mnimzes the | ength of
the message. The TTL of the RRis not significant. The response to
this query m ght be:
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o e e i +
Header | OPCCODE=RESPONSE, | D=997
o e e e e +
Question | QTYPE=A, QCLASS=I N, QNAME=VENERA. | SI . EDU
o e e e e e e e e e e e e e e e e e e e e e +
Answer | VENERA.ISI.EDU A IN 10.1.0.52
o e e oo +
Aut hority | <enpty>
o e e e e +
Addi ti onal | <enpty> |
o e e e e e e e e e e e e e e e e e e e e e +

Note that the QIYPE in a response to an inverse query is the sane as the
TYPE field in the answer section of the inverse query. Responses to

i nverse queries may contain nmultiple questions when the inverse is not
unique. |If the question section in the response is not enpty, then the
RR in the answer section is nodified to correspond to be an exact copy
of an RR at the first QNAME

6.4.3. Inverse query processing

Nanme servers that support inverse queries can support these operations
t hrough exhaustive searches of their databases, but this becones

i mpractical as the size of the database increases. An alternative
approach is to invert the database according to the search key.

For name servers that support multiple zones and a | arge anmount of data,
t he recomended approach is separate inversions for each zone. Wen a
particul ar zone is changed during a refresh, only its inversions need to
be redone.

Support for transfer of this type of inversion nmay be included in future
versions of the domain system but is not supported in this version

6.5. Conpl etion queries and responses

The optional conpletion services described in RFC-882 and RFC-883 have
been del eted. Redesigned services may becone available in the future.
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7. RESOLVER | MPLEMENTATI ON

The top levels of the recomended resolver algorithmare discussed in

[ RFC-1034]. This section discusses inplenentation details assum ng the
dat abase structure suggested in the nane server inplenentation section
of this meno.

7.1. Transforming a user request into a query

The first step a resolver takes is to transformthe client’s request,
stated in a format suitable to the local OS, into a search specification
for RRs at a specific nane which match a specific QIYPE and QCLASS.
Wher e possible, the QIYPE and QCLASS should correspond to a single type
and a single class, because this nakes the use of cached data nuch
sinmpler. The reason for this is that the presence of data of one type
in a cache doesn’'t confirmthe exi stence or non-existence of data of
other types, hence the only way to be sure is to consult an
authoritative source. |If QCLASS=* is used, then authoritative answers
won’' t be avail abl e.

Since a resolver nust be able to nultiplex nultiple requests if it is to
performits function efficiently, each pending request is usually
represented in some block of state information. This state block wll
typically contain:

- Atinestanp indicating the time the request began.
The timestanp is used to decide whether RRs in the database
can be used or are out of date. This tinestanp uses the
absolute time format previously discussed for RR storage in
zones and caches. Note that when an RRs TTL indicates a
relative tinme, the RR nust be tinely, since it is part of a
zone. Wen the RR has an absolute tinme, it is part of a
cache, and the TTL of the RR is conpared agai nst the tinmestanp
for the start of the request.

Note that using the tinmestanp is superior to using a current
time, since it allows RRs with TTLs of zero to be entered in
the cache in the usual manner, but still used by the current
request, even after intervals of nany seconds due to system
| oad, query retransm ssion timeouts, etc.

- Sone sort of paraneters to limt the anmount of work which wll
be performed for this request.

The amount of work which a resolver will do in response to a
client request nmust be linited to guard against errors in the
dat abase, such as circul ar CNAVE references, and operationa
probl ens, such as network partition which prevents the
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resol ver from accessing the nane servers it needs. Wile
local limts on the nunmber of tines a resolver will retransmt
a particular query to a particular name server address are
essential, the resolver should have a gl obal per-request
counter to limt work on a single request. The counter should
be set to sone initial value and decrenented whenever the
resol ver perforns any action (retransmni ssion tineout,

retransm ssion, etc.) |If the counter passes zero, the request
is termnated with a tenporary error.

Note that if the resolver structure allows one request to
start others in parallel, such as when the need to access a
nane server for one request causes a parallel resolve for the
nane server’'s addresses, the spawned request should be started
with a lower counter. This prevents circular references in

t he database fromstarting a chain reaction of resolver
activity.

- The SLI ST data structure discussed in [ RFC-1034].

This structure keeps track of the state of a request if it
must wait for answers from foreign name servers

7.2. Sending the queries

As described in [ RFC-1034], the basic task of the resolver is to
formulate a query which will answer the client’s request and direct that
query to name servers which can provide the information. The resol ver
will usually only have very strong hints about which servers to ask, in
the formof NS RRs, and nmay have to revise the query, in response to
CNAMEs, or revise the set of nane servers the resolver is asking, in
response to del egati on responses which point the resolver to name
servers closer to the desired information. |In addition to the

i nformati on requested by the client, the resolver may have to call upon
its own services to determ ne the address of name servers it wi shes to
cont act .

In any case, the nodel used in this neno assunes that the resolver is
mul ti pl exi ng attention between nultiple requests, sone fromthe client,
and sone internally generated. Each request is represented by sone
state informati on, and the desired behavior is that the resol ver
transmit queries to nane servers in a way that nmaxim zes the probability
that the request is answered, nminimzes the tinme that the request takes,
and avoi ds excessive transmi ssions. The key algorithmuses the state
information of the request to select the next name server address to
query, and also conmputes a timeout which will cause the next action
shoul d a response not arrive. The next action will usually be a

transm ssion to sone ot her server, but nmay be a tenporary error to the
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client.

The resol ver always starts with a list of server names to query (SLIST).
This list will be all NS RRs which correspond to the nearest ancestor
zone that the resol ver knows about. To avoid startup problens, the
resol ver should have a set of default servers which it will ask should
it have no current NS RRs which are appropriate. The resolver then adds
to SLIST all of the known addresses for the name servers, and may start
parall el requests to acquire the addresses of the servers when the

resol ver has the nanme, but no addresses, for the nane servers.

To conplete initialization of SLIST, the resolver attaches whatever
history information it has to the each address in SLIST. This wll
usual Iy consi st of some sort of weighted averages for the response tine
of the address, and the batting average of the address (i.e., how often
the address responded at all to the request). Note that this

i nformati on shoul d be kept on a per address basis, rather than on a per
nane server basis, because the response tinme and batting average of a
particul ar server nmay vary considerably from address to address. Note
also that this information is actually specific to a resolver address /
server address pair, so a resolver with nultiple addresses may wish to
keep separate histories for each of its addresses. Part of this step
must deal w th addresses which have no such history; in this case an
expected round trip tine of 5-10 seconds should be the worst case, wth
| ower estimates for the same |ocal network, etc.

Not e that whenever a delegation is followed, the resolver algorithm
reinitializes SLIST

The information establishes a partial ranking of the avail able nane
server addresses. Each tine an address is chosen and the state shoul d
be altered to prevent its selection again until all other addresses have
been tried. The tineout for each transm ssion should be 50-100% greater
than the average predicted value to allow for variance in response.

Sonme fine points:

- The resolver may encounter a situation where no addresses are
avai l abl e for any of the nane servers nanmed in SLIST, and
where the servers in the list are precisely those which would
normal ly be used to | ook up their own addresses. This
situation typically occurs when the glue address RRs have a
smal ler TTL than the NS RRs marki ng del egation, or when the
resol ver caches the result of a NS search. The resolver
shoul d detect this condition and restart the search at the
next ancestor zone, or alternatively at the root.
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- If a resolver gets a server error or other bizarre response
froma nanme server, it should renove it from SLI ST, and nay
wi sh to schedul e an inmedi ate transmni ssion to the next
candi dat e server address.

7.3. Processing responses

The first step in processing arriving response datagrans is to parse the
response. This procedure shoul d incl ude:

- Check the header for reasonabl eness. Discard datagrans which
are queries when responses are expect ed.

- Parse the sections of the nmessage, and insure that all RRs are
correctly formatted.

- As an optional step, check the TTLs of arriving data | ooking
for RRs with excessively long TTLs. If a RR has an
excessively long TTL, say greater than 1 week, either discard
t he whol e response, or limt all TTLs in the response to 1
week.

The next step is to match the response to a current resolver request.
The recomended strategy is to do a prelinmnary nmatching using the ID
field in the donmain header, and then to verify that the question section
corresponds to the information currently desired. This requires that
the transm ssion algorithmdevote several bits of the domain IDfield to
a request identifier of some sort. This step has several fine points:

- Sone nane servers send their responses fromdifferent
addresses than the one used to receive the query. That is, a
resol ver cannot rely that a response will come fromthe sane
address which it sent the corresponding query to. This nane
server bug is typically encountered in UN X systens.

- If the resolver retransnits a particular request to a nane
server it should be able to use a response fromany of the
transm ssions. However, if it is using the response to sanple
the round trip tinme to access the nanme server, it nust be able
to determ ne which transm ssion natches the response (and keep
transm ssion tinmes for each outgoi ng nessage), or only
calculate round trip tinmes based on initial transm ssions.

- A nane server will occasionally not have a current copy of a
zone which it should have according to some NS RRs. The
resol ver should sinply renove the nane server fromthe current
SLI ST, and conti nue.
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7.4. Using the cache

In general, we expect a resolver to cache all data which it receives in
responses since it may be useful in answering future client requests.
However, there are several types of data which should not be cached:

- When several RRs of the sanme type are available for a
particul ar owner nane, the resolver should either cache them
all or none at all. Wen a response is truncated, and a
resol ver doesn’t know whether it has a conplete set, it should
not cache a possibly partial set of RRs.

- Cached data shoul d never be used in preference to
authoritative data, so if caching would cause this to happen
the data should not be cached.

- The results of an inverse query should not be cached.

- The results of standard queries where the QNAME contains "*"
| abels if the data might be used to construct wildcards. The
reason is that the cache does not necessarily contain existing
RRs or zone boundary information which is necessary to
restrict the application of the wildcard RRs.

- RR data in responses of dubious reliability. Wen a resolver
recei ves unsolicited responses or RR data other than that
requested, it should discard it w thout caching it. The basic
inplication is that all sanity checks on a packet should be
performed before any of it is cached.

In a simlar vein, when a resolver has a set of RRs for sone nane in a
response, and wants to cache the RRs, it should check its cache for

al ready existing RRs. Depending on the circunstances, either the data
in the response or the cache is preferred, but the two should never be
conmbined. |If the data in the response is fromauthoritative data in the
answer section, it is always preferred.

8. MAIL SUPPORT

The domai n system defines a standard for mapping nail boxes into domain
nanes, and two nethods for using the mailbox information to derive mai
routing information. The first nethod is called mail exchange bi ndi ng
and the other nethod is mail box binding. The nail box encodi ng standard
and mail exchange binding are part of the DNS official protocol, and are
the recommended nethod for mail routing in the Internet. Mail box
binding is an experinental feature which is still under devel opnent and
subj ect to change
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The mai |l box encodi ng standard assunes a nail box nane of the form

"<l ocal - part >@nai | -domai n>". While the syntax allowed in each of these
sections varies substantially between the various mail internets, the
preferred syntax for the ARPA Internet is given in [ RFC 822].

The DNS encodes the <local -part> as a single | abel, and encodes the
<mai | - donmai n> as a donmain name. The single |abel fromthe <local-part>
is prefaced to the domain nane from <nail-donain> to formthe donain
nane corresponding to the mail box. Thus the mail box HOSTMASTERGERI -

NI C. ARPA is mapped into the domai n nane HOSTMASTER. SRI - NI C. ARPA.  |If the
<l ocal -part> contains dots or other special characters, its
representation in a master file will require the use of backsl ash
quoting to ensure that the domain nanme is properly encoded. For

exanpl e, the mail box Action.donmains@ Sl . EDU woul d be represented as
Action\. dommai ns. | SI . EDU

8.1. Mail exchange binding

Mai | exchange bi nding uses the <nail -domai n> part of a nail box
specification to determ ne where mail should be sent. The <l ocal-part>
is not even consulted. [RFC-974] specifies this nethod in detail, and
shoul d be consulted before attenpting to use mail exchange support.

One of the advantages of this nethod is that it decouples nmai
destination naming fromthe hosts used to support mail service, at the
cost of another layer of indirection in the | ookup function. However,
the addition |ayer should elinminate the need for conplicated "%, "!"
etc encodings in <local-part>.

The essence of the nmethod is that the <nmmil-domain> is used as a donain
nane to | ocate type MX RRs which list hosts willing to accept nail for
<mai | - domai n>, together w th preference val ues which rank the hosts
according to an order specified by the adninistrators for <nmail-domai n>.

In this neno, the <mail-domain> |ISI.EDU is used in exanples, together
with the hosts VENERA. | SI. EDU and VAXA. | SI.EDU as mail exchanges for
ISI.EDU. If a mailer had a nmessage for Mockapetris@Sl.EDU, it would
route it by looking up MK RRs for |ISI.EDU. The MX RRs at | Sl.EDU name
VENERA. | SI . EDU and VAXA. | SI . EDU, and type A queries can find the host
addr esses.

8.2. Mail box binding (Experinental)

In mail box binding, the mailer uses the entire mail destination
specification to construct a domain nane. The encoded domai n nane for
the mailbox is used as the QNAME field in a QTYPE=MAI LB query.

Several outcones are possible for this query:
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1. The query can return a nane error indicating that the nail box
does not exist as a donai n nane.

In the long term this would indicate that the specified
mai | box doesn’t exist. However, until the use of mail box
binding is universal, this error condition should be
interpreted to nean that the organi zation identified by the
gl obal part does not support mail box binding. The
appropriate procedure is to revert to exchange binding at
this point.

2. The query can return a Mail Renane (MR) RR

The MR RR carries new mail box specification in its RDATA
field. The mailer should replace the old nailbox with the
new one and retry the operation

3. The query can return a MB RR

The MB RR carries a domain nane for a host in its RDATA
field. The mailer should deliver the message to that host
vi a what ever protocol is applicable, e.g., b, SMIP

4. The query can return one or nore Mail Group (M3 RRs.

This condition neans that the nail box was actually a nmailing
list or mail group, rather than a single mail box. Each M5 RR
has a RDATA field that identifies a nailbox that is a nenber
of the group. The mailer should deliver a copy of the
nmessage to each nenber.

5. The query can return a MB RR as well as one or nmore MG RRs.

This condition nmeans the the mail box was actually a mailing
list. The mailer can either deliver the nessage to the host
specified by the MB RR, which will in turn do the delivery to
all menbers, or the nmailer can use the MG RRs to do the
expansion itself.

In any of these cases, the response may include a Mail Information
(MNFO RR  This RRis usually associated with a mail group, but is
legal with a MB. The MNFO RR identifies two mail boxes. One of these
identifies a responsible person for the original nailbox nane. This
mai | box shoul d be used for requests to be added to a nmail group, etc.
The second mail box nane in the MNFO RR identifies a nail box that should
receive error nessages for mail failures. This is particularly
appropriate for mailing lists when errors in nmenber nanes shoul d be
reported to a person other than the one who sends a nessage to the |ist.
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New fields nmay be added to this RRin the future.
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