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Abstract

Rel i abl e group comunication is required in distributed applications,
such as distributed file systems (HDFS, G-S and Ceph), where such
group comuni cation is defined by the sender and the group nenbers
are small (e.g. three). However, existing standards for reliable
mul ti cast transport are receiver-initiated and suffer from
inefficiency in either host-side protocols or nulticast routing.

This draft proposes a sender-initiated, efficient, congestion-aware
and robust reliable multicast solution in Software-Defined Networks
(SDN), called MCTCP (Multi Cast TCP). The main idea behind MCTCP is
to manage the nmulticast groups in a centralized manner, and
reactively schedule nulticast flows to active and lowutilized |inks,
and it is inplenmented by extending TCP as the host-side protocol and
managi ng nul ti cast groups in SDN-controller.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 31, 2016.
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1. I nt roducti on

Traditional reliable nmulticast schenmes are mainly designed for very
| arge multicast groups, such as PGV [ RFC3208], NORM [ RFC5740]. They
are not suitable for the sender-defined small group nulticast
scenarios mainly for the foll ow ng reasons.
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1. Traditional reliable nmulticast schenes are receiver-initiated
appl i cation-|ayer protocols (based on UDP), which suffer from
hi gh software overhead on end hosts and m smatch to the sender-
initiated node.

2. Traditional IP nulticast routing algorithns, such as Pl M SM
[ RFC4601], are not designed to build optimal routing trees. They
are not aware of |ink congestion, and thus apt to cause
significant performance degradation in burst and unpredictable
traffic environnent.

3. Traditional nulticast group managenent protocols, such as | GW
[ RFC3376] , ML.D [ RFC2710], are not aware of link failures. Any
failure in nmulticast spanning trees can suspend transm ssion and
| ead to significant performance | oss or business interruption.

The energence of SDN ( Software-Defined Networking), brings new ideas
for solving routing efficiency issues of reliable nulticast in data
centers. A centralized control plane called SDN-controller provides
gl obal visibility of the network, rather than |ocalized switch |eve
visibility in traditional IP networks. Therefore, multicast routing
al gorithnms can | everage topology information and link utilization to
build optimal (near-optinmal) routing trees, and be robust agai nst
link congestion and failures.

This meno proposes an SDN-based sender-initiated, efficient,
congestion-aware and robust reliable multicast schene, called MCTCP,
whi ch nmainly designed for small groups. The main idea behind MCTCP
is to manage the nulticast groups in a centralized nmanner, and
reactively schedule nulticast flows to active and lowutilized |inks.
Therefore, the nulticast routing can be efficient and robust. To
elimnate the high overhead on end hosts and achieve reliability,
MCTCP extends TCP as the host-side protocol, which is a transport-

| ayer protocol.

2.  Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
Sof tware Defined Networking (SDN): defined in RFC 7426 [ RFC7426]

Sender: A sender is a node which can start up a nulticast
communi cation and send data to several other nodes.
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Receiver: A receiver can only wait for connection froma sender and
receive data. It does not need to subscribe a nmulticast group in
advance, but just keep listening for connection.

Mul ti cast Session: A multicast session contains a sender and several
receivers.

MST: Ml ticast Spanning Tree.

HSP: Host Side Protocol

MaM Ml ticast G oup Manager.
3. Mdtivation

MCTCP i s designed for the sender-defined small group scenarios, which
are very common in distributed systens |ike distributed file systens.
MCTCP can nmeke full use of the advantage of the SDN technol ogy, and
provide a framework for other intelligent or user-defined functions.

Conpared to traditional reliable multicast schenes, MCTCP has the
fol | ow ng advant ages:

1. Easier programm ng in upper-level applications. MCTCP provides
common socket APlIs, so that a progranmer can use MCTCP easily.

2. More efficient. MCTCP can process the packets nore efficient in
host - si de protocol (Transport-Layer), and can forward the packets
via nore efficient nulticast spanning trees.

3. More robust. MCTCP can be aware of link failures, so the | oss
caused by a link failure decreases greatly.

4. More secure. MCTCP is inherent secure as the sender keeps the
information of all receivers. WMreover, the centralized
adm ssion control in MM hel ps achi eve security.

5. Require no assistance fromnetwrk devices. Different fromthe
net wor k- equi pnment schene Xcast [RFC5058], which supports a very
| arge nunmber of small nulticast sessions by explicitly encoding
the list of destinations in the data packets, MCTCP can depl oy on
common SDN- enabl ed network devices and need no assi stance from
net wor k devi ces.
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4. An Exanple Application

The HDFS data replication process is a typical one-to-nmany data
transm ssion, during which the client gets the Iist of DNs (Data
Nodes) froma NN (Nanme Node), and then delivers the data chunks to
them We assune the replication factor is three.

(a) Pipeline-based data replication

Packet s(Muil ti cast)

oo + -- - - +---+ - - +---+ - - +---+

| | <-- e TR TR

(b) Multicast-based data replication
[I'lustration of Pipeline-based and Milticast-based data replication.
Figure 1

As shown in Figure 1(a), the original HDFS enpl oys a pipeline-based
replication nmethod. The data transm ssion unit is a packet, which is
usual ly 64KB. For each packet, the client first transfers it to DNO;
then the DNO stores and passes it to DN1; finally the DN1 stores and
transfers it to DN2. After the DN2 receives the packet, it returns
an acknow edgnent to DN1; then the DNL returns an acknow edgnent to
DNO; finally the DNO returns an acknow edgnent to the Cient.
Therefore, the whole process can be regarded as a six-stage pipeline.
Let O HDFS denote the original HDFS. O HDFS has 2*n stages when
configured as n replicas, resulting in long delay in packet

transm ssion. In addition, O HDFS delivers data in unicast, which
W Il generate a |arge nunber of duplicated packets into the network
and reduce the overall transm ssion perfornmance.
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Let M HDFS denote the nulticast-based HDFS, which using MCTCP for
data replication. As shown in Figure 1(b), the client divides the
data into packets, and then delivers themto three data nodes DNO,
DN1, DN2 in rmulticast. For each packet, the client transfers it to
DNO, DN1, DN2 sinmul taneously using MCTCP, and then all the data nodes
return acknow edgenents to the client directly. Therefore, MHDFS s
data replication procedure can be regarded as a two-stage pipeline.
Conpared with O HDFS, M HDFS has | ess stages (two stages to siXx
stages), thus resulting in | ower |latency. Meanwhile, M HDFS delivers
data in nmulticast, so redundant packets in network are reduced
greatly.

5. MCTCP Architecture

MCTCP consi sts of two nodul es, the HSP (Host-Side Protocol) and the
MEM (Mul ticast Group Manager). The HSP is an extension of TCP,

| everagi ng the three-way handshake connection nechani sm cunul ative
acknowl edge nechani sm data retransm ssion nechani sm and congesti on
control nmechanismto achieve reliable nmultipoint data delivery. The
MGV | ocated in SDN-controller, is responsible for calcul ating,

adj usting and nmaintaining the MSTs for each nmulticast session. It
keeps nonitoring the network status (e.g. |ink congestion and |ink
failures) and creates maxi mal possibility to avoid network congestion
and to be robust against |ink failures.
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The architecture of MCTCP.
Figure 2

The sender establishes connection with nultiple receivers explicitly
before data transm ssion. First, the sender requests to the MaM for
calculating the MST. Second, the MaM cal cul ates and installs the
MST. Third, the sender starts three-way handshake with receivers,
and begins data transm ssion after that. Fourth, the MGM adjusts the
MST once |ink congestion or failure detected. Fifth, the sender
notifies the MaGM after data transm ssion finishes.

5.1. Host Side Protocol
5.1.1. Session Establishnent
The sender requests to MaM for cal cul ati ng MST when establishing a

new session. Since the receivers do not obtain the nmulticast address
i n advance, the first handshake nust be realized by using unicast
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The multicast address is placed in the SYN packet. After
the receivers get the specific nmulticast

oin the group (just put the nulticast address into the
interested list, but not send | GW nessages), so that they can
receive the nulticast nessages.

I
Data | Packets |

Sender MGM Recei vers
I +-| -+ I I I
[ -------- > ] I I I
| | | I I I
| <------- || | I I I
I +- |- I I I
I I SYN I I I
EEEEEEEEEEE EEEEREEEEE > 1
[EREREEEEEEE [EREREEEEEEE |--->
|- R |- ]--->]
| | SYN+ACK | | |
| <---------- |----------- I I I
| <---------- | === | ----| I
| <---------- | === | ----]----]
I I I I I
I I ACK I I I
| ---->*----- |---------- >| I I
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| <---------- | ----------- | ----| I
| <---------- |----------- |----]----]
I I I I I
(a) Qut-band schene
Sender MGM Recei vers
I +- | -+ I I I
|-------- > | | SYN I I I
I | [ *]-------- >| I I
I | [*]--------- | --->| I
I | 1*[--------- [ ----|--->|
I +- |-+ I I I
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5.1.2. Data Transm ssion
Wien a session is established, data transm ssion begins.

Packet Acknow edgenent. The sender nmaintains a sliding wndow and
processes the acknowl edgenent fromreceivers. The send w ndow
advancement is decided by the slowest receiver. As MCTCP is mainly
designed for small group scenarios, the ACK-inplosion problemin
traditional |arge nmenber reliable nulticast is negligible.

Packet Retransm ssion. The sender does nulticast retransm ssion when
the timer expires or a packet loss is detected. Since the efficient
and robust multicast forwarding achi eved by MGV can greatly reduce

t he packet |oss, the enmergence of retransmission in MCTCP will be

| argel y decreased.

Congestion Control. A |large anount of congestion control algorithns
can be used in MCTCP, such as TFMCC [ RFC4654], pgntc [ PGVICC] .

Node failure. A receiver is considered as failed if the sender does
not receive any acknow edgenent fromit within a threshold tinme. The
failed receiver, which nmay encounter crash or network failure, should
be cl eaned out fromthe nulticast session in order to ensure the
transm ssion of the rest receivers. Therefore, the upper-Ievel
appl i cations should be responsible for fault recovery.

5.1.3. Session d ose

After data transm ssion is conpleted, the sender closes the nulticast
session initiatively, and then notifies the MGV

5.1.4. Packet Format
There are two kinds of packets in MCTCP, the control packets and the
data packets. The Control Packets are used to maintain the session
states. The Data Packets are the regul ar packets.

5.1.4.1. Control Packet
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0 1 2 3

01234567890123456789012345678901
o e - S o e e e e e e e e e e e m - +
| Op=Establi sh| Nunber | RESERVED |
S S o e m e e e e e e e e e e e +
| Mul ticast Address |
o ot o e o e o e o e e e e e e e o e e e e e e e e e e e e e e e e memieooo oo +
| Recei ver Addressl |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e o - +
| - |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ea—o +
| Recei ver AddressN |
o ot o e o e o e o e e e e e e e o e e e e e e e e e e e e e e e e memieooo oo +

(a) Establish Session Packet

0 1 2 3

01234567890123456789012345678901
S o m e e e e e ee oo +
| Op=C ose | RESERVED |
S o mm o e e e eaaoaaoooo +
| Mul ti cast Address |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +

(b) C ose Session Packet

Control packet
Figure 4

There are at |l east two control packets:

0 SessionEstablish packet: If a sender wants to start a nulticast
session, it MJST assign a nulticast address and a set of
receivers, then send themto the MaM for MST cal cul ation. As
shown in Figure 4, the packet MJUST contain the nulticast address,
t he recei ver nunber and the address of each receivers.

o SessionC ose packet: When a multicast session is closed, the
sender MJST tell the MaM

5.1.4. 2. Dat a Packet
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0 1 2 3
01234567890123456789012345678901
Fom e e oo Fom e Fom e Fom e e a oo ok +
| Type | Lengt h | Sub_type | |
S S S + +
| | nfo |
S S S g +

Options Field in MCTCP Data Packets
Figure 5

MCTCP is a new transport-layer protocol. To sinplify the conplexity
of inplenentation and ensure conpatibility of the protocol, the
packet format of MCTCP is the sanme as TCP, and the related features
for MCTCP are inplenented in TCP options. The options field of MCTCP
are depicted in Figure 5 where the "type’ is the option type, nanely
defined by TCPOPT _MCTCP, the 'sub_type is the sub-options of MCTCP,

| NCLUDI NG OPTI ON_MCTCP_XI D, OPTI ON_MCTCP_MCADDR, OPTI ON_MCTCP_SENDER
etc. The 'info is the contents for correspondi ng sub-types.

o OPTION MCTCP_XID, used to identify a unique group, with length of
7 bytes, 4 bytes for XID. The XID is generated by the sender,
delivered to receivers during connection establishnent for
identifying the nulticast session, defined as the shared initial
sequence nunber of all receivers as well.

o OPTION MCTCP_MCADDR, used to deliver the current nulticast
address, wth length of 8 bytes, 1 byte for receiver |ID and 4
bytes for nulticast address. This option is used in the SYN
packet for delivering the multicast address to receivers, and in
al |l packets which the receivers send to the sender for identifying
whi ch group the packets belong to. The receiver ID identifies
whi ch receiver the packet cones from and is set NULL in the SYN
packet .

o OPTION MCTCP_SENDER, used to identify whether the packet is sent
out by the sender, with the length of 3 bytes. In the sender, the
five-tuples <multicast address, source port, destination address,
destination port, protocol> is used to identify a session instead
of <source address, source port, destination address, destination
port, protocol> - Therefore it is different fromthe receivers in
processing a receiving packet in the sender. The host has to know
whet her a packet is comng froma sender or a receiver before
processing it.
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5.1.5. Programm ng APIs

The HSP uses the conmon socket APIs for programm ng. Wen
programm ng using MCTCP, the receivers call the listen() system cal
for listening, just the sane as TCP. At the sender, the user can
specify a multicast address for the nmulticast session, otherw se a
random nul ti cast address will be allocated automatically by the HSP
Then the sender should call setsockopt() function to specify the
address list of the receivers before connect(), as shown bel ow.

#defi ne PEER NUM 3
struct sockaddr nt{
uint1l6_t sin_port;
struct in addr_sin addr;
}
struct sockaddr_nt nt_addr[ PEER_NUM ;
set sockopt (fd, | PPROTO MCTCP, MCTCP_ADDR, nt_addr, sizeof(nt_addr));

5.2. Milticast G oup Manager

MCTCP uses a logically centralized approach to manage mnul ti cast
groups. The MGV Ilocated in SDN controller, nmanages the multicast
sessions and MSTs. By keeping the global view of the network

t opol ogy and nonitoring the link status in real-tinme, the MaM can
adj ust the MSTs in case of |ink congestion or failures.
Specifically, the MaM consists of three sub-nodul es, the session
manager, the link nonitor and the routing nanager, as shown in
Figure 2.

5.2.1. Session Manager

The session manager is responsible for maintaining the states of al
groups. Wen establishing or closing a nmulticast session, the sender
inforns the session nanager. Hence, the session nanager can keep
track of all the active nmulticast sessions. |If a nulticast session
is closed, the MST will not be cleared imedi ately, but just be

mar ked inactive. Therefore, a session with the sane sender and
receivers can reuse the MST. The session nmanager periodically cleans
up the inactive MSTs.

5.2.2. Li nk Moni tor

Li nk Monitor is responsible for nmonitoring network |ink status, and
estimating the weight of each Iink periodically. This can be

achi eved easily by sFlow, NetFlow or "port-status” interface in
OpenFl ow [ OpenFl ow] protocol
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5.2.3. Routing Manager

The routing nmanager is responsible for cal culating and adjusting
MSTs. \When establishing a new nulticast session, the routing manager
cal cul ates the m ni num cost MST based on the current |ink
utilization. Wen a link overloads or failure occurs, the adjustnent
for all MSTs over the link will be triggered. The routing manager is
divided into two parts, the routing cal culation and the routing

adj ustnment. The MST shoul d be cal cul ated qui ckly during session
establishnment. In the case of Iink congestion, the MST should be
adjusted in the best-effort way. Wen a link fails, all the rel evant
MST shoul d be qui ckly updated.

0 Routing calculation. The nenbers of a group are assigned by the
sender, and no dynamcally join/leave is allowed in MCTCP once the
session begins. So a lot of static nulticast routing al gorithm
can be used, the m ninmumcost path heuristic algorithm (MPH)[ MPH],
for exanple. The MPH algorithminputs a set of sender/receiver
nodes and all-pairs shortest paths which are cal cul ated by Fl oyd-
Warshal | al gorithm and outputs a mnimum cost MST

0 Routing adjustrment. Wen the link nonitor detects |ink
overloading, i.e. the link weight is larger than a preset
threshold, the routing adjustnment will be triggered. In routing
adj ustnment, the relevant MSTs shoul d be recal cul at ed.
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| HL | | H2 | | HL | | H2 | | HL | | H2 |
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| | | | | |
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| | —====> | | —====> X |

Vv | Vv Vv | Vv
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(a) (b) (¢c)

An exanple for MST adjustnment. A multicast group Gl:Hl-->{H2, H3, H5}
in (a). Then H4 starts sending data to H6 with TCP in (b). A link
down between S1 and S3 happens in (c).

Figure 6

For exanpl e, consider a sinple network topol ogy which consists of
four switches, as shown in Figure 6.

At time TO, there is one group GL: H1->{H2, H3, H5}, and the current MST
is MSTL: {S1->S2, S1->S3, S3->S4}.

At time T1, H4 start to send data to H6, causing plenty of TCP
traffic on link S3->S4, resulting in confliction with group Gl at
link S3->S4. Once the link nonitor detects the congestion, the
routi ng manager will start to adjust the MST of GL. So the new MST
will be MST2: {Sl1->S2, S1->S3, S2->S4}.

At time T2, link S1->S3 fails. Then the routing manager wi |l adjust
the MST of GL to MST3: {S1->S2, S2->5$4, S4->S3}.

6. Security Considerations

MCTCP is nore secure than traditional reliable nulticast schenes,
mainly for the follow ng two reasons.
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8.

8.

First, MCTCP is a sender-defined schene, all the receivers are
specified by the sender. Therefore, eavesdroppers can not join or
| eave a nmulticast session freely. It is hard to steal data froma
mul ti cast session.

Second, all the nulticast sessions are under control of the MGM so
it is easy to enable adm ssion control and policy enforcenment. For
exanpl e, the MaM can enabl e aut hentication for each senders and
receivers, so that a malicious sender is hard to start up a nulticast
session. Sone forns of denial-of-service attack which wants to

enl arge by using nulticast can be prevent.
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