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Abstract

Thi s docunment specifies protocol independent multicast- Next
generation or sinply called Pl MNG PIMNG uses the underlying

uni cast routing information, but unlike PIMSM it doesn’t necessarily
need to build unidirectional shared trees rooted at a Rendezvous
Poi nt (RP) per group, due to the fact that the processes through

whi ch a source registers wwth the Rendezvous Point and a host finds
the source of the nmulticast destination groups it needs are done in a
whol e new way and hence, the source of nulticast group (G is

di scovered faster. So at sone points PIMNG wrks faster than its
predecessor. Al so the new Domai n concept, unique to PIMNG along the
RPF check method used in PI M NG specifications provides many features
al ong a robust and flexible control and adm ni strati on over nulticast
net wor ks.
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1

| nt roducti on

Thi s docunent specifies a protocol for efficiently routing nulticast
groups that may span wi de-area (and inter-domain) internets. This
protocol is called protocol independent nulticast-Next Generation or
sinply put PIM NG The nane is chosen duo to the fact that this new
protocol has sonme behaviors simlar to PPMSM in parts related to
using the underlying unicast routing information base to find the
best path to reach a source and not being limted to any specific
routing protocol.

But as the overall process of Milticast source discovery is a whole
new story it is called PIMNG or the next generation of PIMSM7].

Pl M NG provi des many new features and concepts related to nmulticast
routi ng which together open new doors and possibilities such as
removing the need for Shared path trees to form being able to easily
consider transit nulticast domains, use as nuch as 254*255 RPs within
a single nmulticast domain and using redundant Tree Roots per
bidirectional tree and eventually redundant Bidirectional Trees per
Bidirectional Goup. Also it provides the possibility of considering
transit nulticast domains easily. In addition to the above this
protocol is a lot nore secure than current inplenentations because of
its unique nmulticast domain concept introduced for the first tine.

Ter m nol ogy

In this docunment, the key words "MJST", "MJST NOT", "REQU RED',
"SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT", "RECOMVENDED',

"MAY", "ONLY" and "OPTIONAL" are to be interpreted as described in RFC
2119 [1] and indicate requirenment |evels for conpliant PIMNG

i npl enment ati ons.

Commands used in this docunent, MJST NOT be interpreted as the solid
commands, and are only used as an exanple to sinplify the explanation
of the processes used by Pl M NG
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2.1. Definitions
The follow ng terns have special significance for Pl M NG
Candi dat e Rendezvous Point (C RP):

C-RP is a router that has been configured to take the role of a

mul ticast information station in a PIM NG domain. Unlike PIMSM
specifications in RFC4601 [7], it is not used as the root of the non-
source-specific distribution tree for a nmulticast group. Any

mul ticast source will informthe RP about its existence by sending a
regi ster nessage (S,G to the RP, and RP will save the unicast
address of the source for further use in an special table. And any
host | ooking for the source of any desired nulticast group wll send
a request of (*,G or (S,G to the RP to receive the unicast address
of the desired nmulticast source.

Candi date MAPPER ( C- MAPPER) :

C-MAPPER is a router in charge of introducing the existing conponents
of a PIMNG nulticast domain to all PIM NG population within a
mul ti cast domain and also is responsible for the exchange of A-

Mul ticast Mappi ng Tabl e between different PI M NG nulti cast donmai ns.

It acts like a BSR[9] in parts related to introducing the CRPs to
all PIMNG routers. The difference between a C- MAPPER and a BSR is
that the C MAPPER doesn’t do the group to RP mapping. It will only

i ntroduce the existing conponents such as CRP (s),

Cient:

Client is arouter that either wants to register a source, or is

| ooking for a source. To be nore specific any none C-RP or C MAPPER
router can be called a client. And each CGRP and C MAPPER can act as
a client too, which is not recomended.

Tree Root (TR):

A PI M NG AWARE router that after being configured, MJST be introduced
to the nmulticast domain to becone the root of each (S, G tree. Any
client in need of receiving nmulticast traffic froma source will send
its join/prune nmessages towards the existing TRin the domain, or if
no TR is considered in the domain, directly to the existing TRs in

t he core-domai n.
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EDGE-d i ent :

It is a PPMNGclient within a PIMNG nmulticast domain that can act
as a boundary between downstreamclients and upstreamclients, to
[imt the propagation of nulticast introduction nessages sent by C
MAPPER (s) or G- RP (s). an EDGE-CLI ENT can be placed at the edge of
mul ti-access network' (s), which are part of one unified PIMNG

mul ti cast domai n.

Pl M EDGE- ROUTER ( PER) :

It is a PIMNG aware router that connects 2 or nore separate Pl M NG
mul ti cast domai ns and Sub- Domai ns by using the underlying | GP

prot ocol used inside the network or a routing protocol capable of
transferring nmulticast traffic |ike MBGP.

PRI VATE- Pl M EDGE- ROUTER ( PPER) :

It is PPMNG PER that is placed at the edge of a private PI M NG
mul ti cast domain. A PPER is also in charge of NAT operations in the
domain. As soon as the PPER is configured it MJUST introduce itself to
the cl osest C-MAPPER in the domain.

BORDER- Pl M ROUTER ( BPR) :

It is a PER or PPER which is placed between a PIM NG nmulticast Domai n
and a PIMSM nmul ti cast domain, and has one or nore internal
interfaces connected to the PIMNG nmulti cast donmain and one or nore
interfaces connected to the PIMSM nul ticast domain. In case of using
PER as the BPR, the PER MJUST introduce itself to the closest C-
MAPPER.

Second candi dat e Rendezvous Point (SC- RP):

SC-RP is a router configured or elected to act as the backup CGRP if
needed. And if C-RP goes offline will imediately take its pl ace.

Second Candi dat e MAPPER ( SC- MAPPER) :

SC- MAPPER is a router configured or chosen to act as the backup C
MAPPER i f needed. And if C MAPPER goes offline will imediately take
its place

Internal interface (11):

Al interfaces of a PIMNG router are internal interfaces by default,
and are assuned to be connected to either internal domain froma PIM

Sam Expires May 24, 2016 [ Page 11]



| nternet-Draft Pl M NG Novenber 2015

NG PER/ PPER or PI M NG BPR point of view or a nulti-access-network
froma PI M NG CLI ENT point of view

External interface (El):

It is an interface configured as an external interface. External
interface is assuned to be connected to an external domain froma

Pl M NG PER poi nt of view or connected to the domain a Pl M NG CLI ENT
is a nenber of and thus, multicast introductions received on an
external interface won't be forwarded to internal interfaces. Al so a
Pl M NG BPR can have an external interface which is by default the
interface connected to a PIM SM donai n.

Pl M NG DOVAI N

A domain is actually a public or private PI M NG nulticast network
including its owmn set of CMAPPERs, C-RPs and clients isolated from
ot her domains. Cients and C-RPs inside one domain do not react to C
MAPPER i ntroduction nessages that m ght be received from ot her

Domai ns. The only points of connection between 2 different domains
are the CGMAPPERs and if used Pl M EDGE- ROUTERs. Each DOMAI N can be
connected to either one or nore PIM NG DOVAIN and if needed Pl M SM
domai ns or a single Pl M NG CORE- DOVAI N

Pl M NG CORE- DOVAI N:

A special domain inplenmentation of PIMNG which if applied gives a
hi erarchi cal desi gn approach, al ongside a good and sound nul ti cast
traffic flow control to the admnnistrators of different CORE- DOVAI Ns.
A CORE- DOVAI N can be connected to one or nore CORE-DOMAI Ns and one or
nmore Pl M NG DOVAI Ns. PI M NG DOMAI Ns MUST BE connected to the outside
world or World Wde Web through a CORE-DOVAIN if they need to
advertise their nulticast sources globally.

Mul ticast mapping table (MV):

After a router is configured as a CRP, a table called nulticast-
mappi ng table is created on it. This table will then hold the

i nformati on needed to be used by clients to find a source. After a C
RP receives a register nessage froma source it will put an entry for
that source in this table which indicates the unicast address of the
source plus the nulticast destination group it is representing in the
format (S, G al ongside the unicast address of the client which is
sending the register nessage. It is done to bring conpatibility with
t he needs of SSM
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Abbreviated mul ti cast mapping table (A-nmulticast mapping table)
(AMM) :

| s an abbreviated formof Milticast mappi ng table which only hol ds
the information regardi ng each source which exists in the domain and
t he uni cast address of that source. This table is created on C
MAPPERs and C-RPs and is used in rel ated processes.

Pl M domai n topol ogy table (PDTT):

This table is used to store the information needed to find C RP/RPs,
C- MAPPER, TRs and ot her conponents that may exist in a Pl M NG

mul ticast Domain. It holds the unicast address of such conponents

al ongsi de ot her information needed.

Core topol ogy table (CITT):

It is created on C-MAPPERS inside the core-domain. It only holds the
address of any existing TR (s) inside the core donmain. And is the
only PIM NG topol ogy table that CAN be exchanged between the PI M NG
CORE- DOVAI N and any existing Pl M NG DOVAI N connected to the core
domain. Also this table is the ONLY PI M NG topol ogy table that CAN be
exchanged between peer C-MAPPERs in different PI M NG DOMAINs so that
all PIM NG DOVAINs will know about the TR (s) inside the core domain.
This table MIUST NOT be exchanged between PI M NG CORE- DOVAI Ns.

Peer mappi ng tabl e:

It is created on C-RPs and C- MAPPERs as soon as a C-RP or G MAPPER
becones peer with new C-RP or C MAPPER

Internal nulticast source table (IMST):

This table is created on PPER (s) and in case of private network' (s)
within a unified PIMNG nulticast domain connected to other parts of
t he Network using NAT, on EDGE-CLI ENTS, and hel ps the PPER or EDCE-
CLI ENT to act on behalf of a host in search of a source by putting an
entry inside the table to keep track of the behavior of the domain.

It holds the address of the requesting client and the nulticast group
request ed.

Client request table (CRT):
This table is created on CGRP (s) and holds the uni cast address of
clients to which the C-RP sends a NULL-ACK in response to the clients

request to find the source for nulticast group(Galong the nulticast
group (GQwhich the client needs to find the generating source.
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Bi di recti onal G oups Table (BGI):

This table is created on CGMAPPERs and C-RPs and hold the information
of active or to be active Bidirectional nulticast groups.

Bidirectional Translator TR (TTR):

A TR part of all available TR groups which is used to conmuni cate
with TRs in other nulticast domains with regards to exchangi ng the
informati on of active Bidirectional nulticast groups.

3. | P Address consi derations

Pl M NG processes need to use 3 new nulticast destination addresses
fromlInternetwork Control Block [2]. These addresses are going to be
used in PIM NG processes and are needed to be assigned. For the
sinplicity of explanations in this docunent, nulticast address
239.0.1.188, 239.0.1.189 and 239.0.1.190 fromthe Scoped Milticast
Ranges are used as advised by | ANA. But PI M NG needs the use of
addresses fromthe "internetwork control block” and the use of the 3
addresses fromthe scoped nmulticast range is only for the sake of
sinplicity in the process of explanation.

Also it MJST BE noted that any | P addresses, whether nulticast or

uni cast, used in this docunment fromthis point forward ARE ONLY used
as an exanple to sinplify the explanation process. For exanple
addresses 228.8.8.8 and 229.9.9.9 are used only to sinplify the

expl anati on process.
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4. PI M NG processes

Pl M NG

November 2015

Pl M NG processes are related tightly to the new packet formats

defined for it.
to be expl ai ned or shown.
. 1. New packet Header

The new packet' (s) fornmat
can support the needs of PI M NG
The new packet header format

0 1

i s designed and defined in the way,

specification for

So in each section related packet formats are going

SO it

PIMNGis as foll ows:
2 3

01234567890123456789012345678901
i i o i i e S s b e S N S

| PI M Ver | Reser ved

Type |

Checksum |

i S e e S S e H S S R T E e

Figure 1 the new packet

Pl M ver is 3

As the new packet format wll
new type field definitions nust
as follows:

5 bit TYPE field to support

Message type

0- Hello

1- Register

2- Keep alive to RP

3- Join/prune

4- Request For Source
5- Ack to Cient/source

6- Assert

7- Host request to C MAPPER
8- RP introduction

9- RP introduction

10- C- MAPPER i ntroductionl
11- C MAPPER i ntroduction2

Expires May 24, 2016

Header

be used in different situations, the
be explained. The new definitions are

up to 32 different functions:

desti nati on

Multicast to All-PIMrouters
Uni cast to RP and EDGE- CLI ENT
Uni cast from source to RP

Mul ticast to ALL-PI M ROUTERs
Uni cast to RP

Uni cast from RP or
To source
Multicast to ALL-PIMrouters

Uni cast to C- MAPPER

Mul ticast to ALL-RPs

Uni cast to C- MAPPER

Mul ticast to ALL-PI M NG routers
Mul ticast to ALL- MAPPERs

EDGE-d i ent
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12- Request-for-C MAPPER Uni cast to SC- MAPPER

13- C MAPPER ack Unicast to Cient

14- Edge Uni cast to C- MAPPER

15- BPR Uni cast to C MAPPER

16- TR Uni cast to C- MAPPER and
Peer-TR

17- NASN Uni cast from CRP to C MAPPER

And Mul ticast from C MAPPER to
ALL-PI M NG routers

The above definitions wll be explained, as we proceed through out
di fferent sections of PIM NG specifications.

4.2. Source Discovery

In the original PIMSMspecifications of the communi cation between a
SOURCE and RP we see that the source sends Register nessages to the
RP and the RP will only accept the Register nessage, if any host or
hosts asked for that particular multicast group. Otherw se the RP
wll send a register-stop nessage back to the source and the source
starts a register-suppression tiner of 60 seconds. And 5 seconds
before the suppression tiner expires the source sends a register-
message with its null-register bit set. Nowif the RP doesn’t know
any hosts asking for that specific group it will send another

regi ster-stop. The process goes on until a host asks the RP about

t hat group

Now what happens if right after the suppression tinmer starts by the
source a host cones up and asks for that specific source? As it is
explained in the original PIM SM specifications, the host will have
to send its join nessages to the RP until the RP hears again fromthe
source and this tinme, due to the fact that there is a host asking for
the group the RP won't send a register stop and will forward the
packet down the RPT .This process didn't seemso efficient, so sone
changes has been nmade to the way a SOURCE communi cates with the RP

al ongsi de the new packet definitions
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4.2.1. Source register process wwth RP

In PIM NG the process to initially deliver the multicast traffi
host asking for it, is sonehow different fromthat of PIMSM |
initially starts by:

ctoa
t

1- Source introducing itself to a router called RP(rendezvous
poi nt)

2- RP keeps and enters the information related to the source in to
a table for further use.

3- Host asks the RP about the source of an specific group
4- Host sends a join request to the source directly

For the sake of sinplicity let's consider that all the routers know
the address of C-RP. The source of the nmulticast traffic starts its
process by introducing itself to the CRP, by sending Unicast-
Encapsul ated regi ster nessages to it. The source does the

i ntroduction process conpletely different fromthe original Pl MSM
specifications. In PIMSM source introduces itself by sending a
packet containing the nulticast data to be sent. But the introduction
process in PIM NG is done through sending a regi ster-request packet
containing only the address of the source along the nulticast group
address the source represents (0). The C-RP receives the nessage and
by looking inits type field, it knows that it is a Source register
request nmessage sent froma source. Fromhere the GRP will act
differently fromwhat is defined in the PIM SM specifications.

0 1 2 3
01234567890123456789012345678901
B I il ai ST I I i o ST S S i o I Y
| PI M Ver| Type | Reser ved | Checksum |
B I il ai ST I I i o ST S S i o I Y
| B| RESERVED |
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| DOMAI N |
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| Sour ce uni cast address |
B I il ai ST I I i o ST S S i o I Y
| Mul ticast destination group 1(GQ |
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| Source Host (server) address |
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S

Sam Expires May 24, 2016 [ Page 17]



| nternet-Draft Pl M NG Novenber 2015

I I

!I--+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+

| Mul ticast destination group n (Q |

B T s o ST e et s e T SR S o T I S i T S

| Source Host (server) address |

T S T e I S e I S it SMe S S
Figure 2 source register request packet

o Type: register

0 Source Unicast Address: Holds the unicast address of the Pl M
NG CLI ENT sending the regi ster nessage to the C RP.

0 Source HOST Address: holds the unicast address of the, server
or host in the connected LAN which is the actual generator of
the multicast dat a.

The C-RP | ooks in to the source unicast address and the Milti cast
group destination address fields and puts an entry into its nulticast
mappi ng table. The multicast mapping table consists of the nulticast
group represented by a source and that source's unicast address,
along 2 tiners. 0 shows the nmulticast nmapping table(MMI) created by
CRP(9):

o m o m o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mmmema—o - +
| Source addr(S)| Dest group (G| Source HOST| keep alive |expiry time |
o m o m o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e memama—o - +
I I I I I I
o m o m o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e emam—o- +
I | | I I I
e +

Figure 3 nulticast mapping table

0 Source keep alive tinmer : the tinme in which RP should receive
keep alive fromthe source

0 Source expiry tinme : tinme in which , if no keep-alive received
the entry will be del eted
Each CGRP will create another table besides the nulticast-mapping

tabl e call ed A-MULTI CAST MAPPI NG TABLE (AWMMI) which will be expl ai ned
| ater. Each new nulticast destination address it enters in its MV
will be put in the AVMMI too.
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I nside the register-nessage, each source sends a keep-alive tiner
val ue defaulting to 30sec to the CG-RP, which later wll be used by
the CGRP in the process.

Then the C-RP sends a unicast acknow edge- message(0) back to the
source, using the unicast address of the source .after receiving the
acknow edge the source proceeds with sending periodic keep-alive
messages to GRP, to tell the CGRP that it is alive and so the CGRP
wont delete the entry related to the source fromits nmulticast-

mappi ng table. For each keep-alive CGRP receives it will send an
acknow edgenent. |If the C-RP doesn’t hear the Tirst keep alive, it
will start to count down the expiry timer for the source which is by
default 3*keep-alive tiner .if the CRP doesn’t hear from the source
in the expiry tinme duration it will delete the entry for that source.

0 1 2 3
01234567890123456789012345678901
T S i s S S S it i S S S S S S

| PIM Ver| Type | Reserved | Checksum |
T i i S e i s i i
| DOMAI N |

i I e i o e o S S S e e i ot R S S R R S S S R e
| RP' s uni cast address |
i I e i o e o S S S e e i ot R S S R R S S S R e
| Mul ticast Destination Goup 1 |
i I e i o e o S S S e e i ot R S S R R S S S R e
|+- R e I e s e st T TR S e S o e T S S e s S e it e |+
| Mul ti cast Destination Goup n |
i I e i o e o S S S e e i ot R S S R R S S S R e
Figure 4 C-RP acknow edge nessage

o Type : RP acknow edge to source
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1- Multicast traffic
51 (10.1.1.10 , 228.8.8.8)

' et

| received a new register

request. So | will write this

10.1.1.0/24 : Send;; S Multicast dest group Type new m-cast add_ress in my
: 2- ‘;0 1”3;’;’ {10.1.1.10 , 228.8.8.8 ) Reg multicast mapping table.

werreressnnadie 10.1.10.3

R
- & e
51 10.1.2.0/24 10.1.3.0/24 -C.O

-§
Se:f;drruegi:asl Multicast dest group Type
10.1.4.0/24 % 10.1.10.3 (103119, 228.6.8.5) ACK 10.1.5.0/24

s0
@5(} 10.1.6.0/24 51%

10.1.7.0/24

Figure 5 source comrunication with the RP

Now | et's start by explaining the process related to the
communi cation of the source and RP as shown in O:

1- The server behind Rl (called S1), starts sending nulticast to

228.8.8.8 and Rl receives those nulticasts on its connected LAN
i nterface.

2- RLwll try to contact the CRP and introduce itself and the
mul ti cast group it represents, by sending the Unicast-Encapsul ated
regi ster-request nessage to the address of the C-RP. C-RP receives
a PI M packet and | ooks at the TYPE-FI ELD.
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3- After looking at the TYPE FIELD C-RP finds out that it is a
regi ster-request which is sent froma source. So the CGRP | ooks in
to the source unicast address and the Multicast group destination
address fields and wites the unicast address of the source
al ongside the nulticast group address it represents al ongside the
keep-alive timer and the expiry timer as a newentry in its MMVI.

4- RP sends acknow edge back to the SOURCE

5- After receiving the acknowl edge the source starts its keep-alive
timer ,and will send periodic keep-alive nessages as long as it
wants to send traffic for the nmulticast group address it
represents. These keep-alive nessages can be sinply a register
nessage.

So this was the process related to the comruni cati on between a source
and the G-RP. In the next section the process related to the

communi cati on between a host and a source, or how a host sends join
request for a nulticast group address to the source will be
expl ai ned.

4.2.2. Communi cation between client and the source

The process through which, a host finds the source and comruni cates
wWth it in order to receive the multicast traffic, is in parts
different fromthat of the original PIMSM specifications. So let's
have a flash back at the process of the original Pl MSM

1. Host sends a join nessage of (*, G to the RP, and joins the RPT
for the (*, G§.

2. RP sends the join request to the source with (S, G, indicating
that a host is asking for the traffic or the RP sinply forwards the
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mul ti cast packets received fromthe source down RPT towards the
host .

3. Source sends the nmulticast packet to the RP ,and RP forwards it to
t he host

4. After receiving the first couple of packets , the host sends a
join request directly to the source

5. So the host |eaves the RPT and switches to SPT for (S, G

6. Host sends a prune to the upstreamrouter, so the RP will stop
forwarding that traffic.

This process works fine, but not as efficient and as fast as

possi ble. Waiting for the first couple of packets or even first
packet to be received and then switch to SPT for the (S, G and after
that sending a prune to the upstream router ,doesn’t seem so
efficient. What happens when a host sends a join for a particular
group (*, G or (S, G right after the RP sent a register-stop to the
source? The process seens to waste sone val uable tine.

So PI M NG uses a new process to reach the source, alongside new
nmessages. W are going to consider that the host/hosts know about the
C-RP for now.

Let's start by assum ng that a HOST behind R4(0), asks for 228.8.8.8
traffic using 1GWV2-3 .the request arrives at R4, and now it is up
to R4 to find the source and send Join nessage to the source. But in
order to find the source R4 knows that it will have to ask C-RP as
the information station of the Miulticast domain about the address of
t he source.

So R4 sends a unicast-encapsul ated PI M NG request nessage to the C

RP. R4 sets the TYPE-FIELD to " Request For Source" and puts its own
uni cast | P address in the "SOURCE UNI CAST ADDRESS" field and puts the
mul ti cast group address 228.8.8.8 in the format of (* , 228.8.8.8) in
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the " Multicast group destination address " field, And sends the
packet to the destination address of CRP

0 1 2 3
01234567890123456789012345678901

B T T ol e e i sl i i i S e e S S S e ol e i i o

| PI M Ver| Type | Reser ved | Checksum

B i s s i S S T g T

| B reserved

B T i i i g S I il 2 i I S S S

| DOMAI N

B i i T I S SR TR T R e - +-

| Cient's uni

+

t

+

T

+

1

T
s St i S e S

H
+
1
+
1

+ B I S S i S
ast address(R4)
+- +-

H
+
1
+
1

T ol ST S I S S S
| Mul ti cast desti
B T i S I
| source of mul
B T i S I
!n-- T i e h T ol S S S S Y S S S S N S S S S
| Mul ti cast destination group N (Q

B i s s i S S il (I S S S
| source of nulticast group N(*)

T i R s s i S e I ih T S S S

Figure 6 Request for source packet

R e o

H
+
1
+
1

H
+
1
+
1

p 1
+
i cast group 1(*

+

4

+

(G

+

(
+- +-

I
+- + +- +
cas res
R o +-
nation grou )

R e o R el o N
ticas rou )
B e T i i e e e S T T

H
+
1
+
1

H
+
1
+
1

H
+
1
+
1

H
+
1
+
1

o Type: Request For Source

There m ght be a case that there are two source HOSTs sending traffic
for the 228.8.8.8 group and the host behind R4 , asks through 1GW to
receive the traffic generated by a specific source (i.e.10.1.1.10)
.then the format of the request packet it sends will be as shown in
O.this is different fromSSM nulticast. As it is considered that the
CLI ENT/ HOST knows the address of the server or host originating the
traffic destined for group (G, but not the address of CLIENT who is
responsi ble for forwarding the traffic on behalf of the server and
acting as the DR
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0 1 2 3

01234567890123456789012345678901
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| PIM Ver| Type | Reserved | Checksum |
R i i i S S S e e it I I S R R TR S S e S i i I S e e aaih te NI S
| B reserved |
R e i i S S e i i e S e S i i e S S R S S e i s
| DOMAI N |
R e i i S S e i s o e S S S o i ot St S R R SR S
| Cient's unicast address(R4) |
R i i i S S e i S S e S S S e R i it ot e R R SR S
| Mul ticast destination groupl(Q |
R e i i S e e i o S e S S e e e R S e e it NI S
| Source Host of Goup 1(Q (S |
R i i S S e it o S e S S e e e R S e i adh it RN SR S

|

I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Mul ticast destination group n(GQ |

B i i S T e T s sl e e e st oIt TP S o

| Source Host of Goup n(QG (S |

B i i i e S T e T i S S il e ot TAE S o
Figure 7 Request for Source packet format

o Type: Request For Source

C-RP receives the packet, and checks the type-field.the type-field
indicates that it is a host request to find the unicast address of a
source. So C-RP checks the Multicast group destination address field
and finds out that the host is either:

1- Looki ng for the unicast address of a source representing
228.8.8.8 nulticast traffic (*, Q.

2- Looking for the unicast address of a specific source representing
228.8.8.8 nulticast traffic (*, S, §. Different from Pl M SSM

Then the CG-RP looks in to its MMI or AMMI if the network is consisted
of separate PI M NG domains, and acts in two different ways:

1- GRP finds an entry in its MMI which indicates that the source
exi sts:
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In this case, instead of forwarding the traffic towards the source
and join the SPT for (S,QG, CRP sends back the address of the source
directly toward R4 using R4's unicast address found in the "source
uni cast address " field wth a packet shown in O :

0 1 2 3
01234567890123456789012345678901
B T i i I I i s i S S o T i S i it S
PIM Ver| Type | Reserved | Checksum |
B e i T T i S I il T i S S S S S S S g

DOMAI N |

B e L I T S s S S S e L i N S S S

RP' s uni cast address(R4) |
T I R e e el i e e e S e S S S i o s T SIE TR

GDPT |
B e L I T s S S S e L N S S S

Requested l\/UItl cast Group 1 (G) |

Source of group 1(G) (S) |
T e R e e i i e e S T S e i o s sl sl i T

DOVAI N-set for Goup 1 |
T I R e e el i e e S e S S S e i o ok T SIE TR T

= e e e e e e e e e e e e e e e be e e e e e e e e e e e e e e e+

Requested Multicast Goup n (Q |
T e R i e e e i e e e S e S S S i s o sl sTE TR T

Source of group n(Q, (S) |
T e R e e el i e e S S S e i o o sl sl eI e

DOVAI N-set for Goup n |
T e R e e T i e e e S e S S S e i o o sl SIE TR T

Figure 8 C-RP Acknow edge packet format
o Type: RP acknow edge to host

o DOVAINSET: is part of the AMMI and its use will be explai ned
later. It shows the donmain in which a source is registered. And
al so the path towards the source, so that a client can decide on
generating the join/prune nmessage better.

o GDPT Filed: Holds the global Delay prevention timer set on CRP

and is used to automatically synchronize this timer on all the
clients receiving a Null-ACK from C RP.

C-RP sets the type field to "RP acknow edge to host"” and puts its own
uni cast | P address in the source unicast address field and fills out
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the "Mul ticast group destination address” field in the format of (S,
0.

One other thing that the C-RP sends back to the client is the Donain
set, which shows the domain in which the source is resided and al so
the path through which the join/prune nessage can reach the source.
In case that the source resides in a separate domain and to be nore
specific the PIMNG network is consisted of different and separate
domains, clients will use the domain set to deci de whether a

j oi n/ prune nessage MJUST path a core domain first or MJUST NOT which
the related concepts will be explained |ater. A Domain-Set with the
Nul | value in it indicates that a source is resided within a Miulti -
Access Network which the rel ated processes will be discussed in the
appropriate sections.

2- C-RP doesn’t find an entry iIn its multicast- nappi ng tabl e:

In this case CGRP answers to the host, with a packet which indicates
that the source doesn’t exist now and the host must try again later.
0 shows the packet sent by RP to the host:

0 1 2 3
01234567890123456789012345678901
i i o i i e S s b e S N S

| PIM Ver| Type | Reserved | Checksum |
R i i i S S S e e it I I S R R TR S S e S i i I S e e aaih te NI S
| DOMAI N |

R e i i S S e i s o e S S S o i ot St S R R SR S
RP's uni cast address(R4) |
R e i i S S e i i S e S S S i i e S e e il ol S
GDPT |
R e i i S S e i S S e S S S i ot St R R R SR S
Requested Multicast group 1 (Q |
R i i i S e i S S e S S S e S S s e e it RIE SR S
Source of group 1(*) |
R e i i S S e i i S e S e o il T I S S R R S
I
I

© e e e e e be e e e e e e e e e e e e e e e e e e e e e e e e e+
Requested Multicast group n (Q |

e i i S S e i i e e e S ek ok I IR RIS R S R i S R e S
Source of group n (%) |

i i I S S i e ik EIE SR S S e e e R S S S  adh el SR S S
C-RP answer to the host in case that source doesn’t exist

+

!

ot T+
[

=

‘°+

©+
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o] Type: RP acknow edge

R4 receives a unicast-encapsul ated PI M NG packet, and | ooks into the
TYPE- FI ELD. The type field indicates that it is the CRP answer to

t he host request for finding the unicast address of a source. So R4
wi |l check the source unicast address field and nakes sure it was
sent fromthe C-RP and then | ooks into the Multicast group
destination address field.

RA will act in 2 different ways, depending which one of the 2 above
conditions is neat:

1- If the entry inside the " Source of group field" is in the format
of (*, G), then R4 understands that the source doesn’t exists for
now and it has to try again later .the time of resending the
request wll be equal to the HELLO tinme or 30 seconds.

2- If the entry inside the "Source of group field" is in the fornmat
of (S, G then R4 will take S, and |l ooks into its unicast routing
table to find the best way for reaching to S which is in our
exanpl e the unicast address of RL. After finding the best path to
R1, R4 sends a join/prune nessage to the upstream nei ghbor in the
best path towards the source so the join/prune nessages goes hop-
by-hop until it reaches the desired destination. And dependi ng on
whet her a TR exists in the domain or not and whet her any core-
domain is considered in the PIM NG overall network, client wll

o Join the (S,Qtree in case there are no residing TRs inside the
domai n

o Join the (S, G RPT) which is assuned by PI M NG speci fications
the shortest path tree rooted at TR in case a TR exists in the
domain. Joining the (S, G RPT) tree inside each single domain is
strongly advised due to the fact that it will reduce the
unnecessary joi n/ prune nessages being sent towards a source in
case that new clients conme up | ater which need to receive the
sanme traffic.

o Join the (S, G RPT) which is considered by PI M NG
specifications the shortest path tree towards a source rooted
at core-domain-TR for this tree to be formed 2 conditions
MJST exi st
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1. Core-domain MJUST do exist, and any existing TR inside
t he core-domain MJUST be known to the PI M NG popul ati on

2. A source MJST be reachabl e by passing through the core-
domai n. Which the decision is up to the client
generating the join/prune nmessage, by checking the
DOVAI N- SET associated with a source.

This process MJST be done if the above conditions are neat,
duo to the fact that, if a PI M NG Core-domain exists there
will be one or nore PIM NG DOVAINs connected to it and if one
or nore new clients in other domains conme up |ater which are
in need of receiving the sane traffic, it will be waste of
time and network resources to send the new join/prune nessages
towards the source. Related concepts will be explained |ater.

R4 MUST save the state for the join nmessage being sent. By saving the
incomng interface for (*, G or (S, G TR) if it is a SSMjoin, and

the outgoing interface for the (S, G or (S, G TR).and use this for

RPF check | ater when receiving packets destined for (G . The rel ated

processes are done the way described in RFC4601 [7].

The packet that is being sent by R4 to RL as a join/prune nessage is
shown in O al ong the new encoded source address fornat
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0 1 2 3
01234567890123456789012345678901
B T i i S S I i T S S S
| PIM Ver| Type | Reserved [ Checksum |
B T i i S S I i T S S S
| Upst ream Nei ghbor Address (Encoded- Uni cast fornmat) |
B T i i S S I i T S S S
| Reserved | Num groups [ Hol dti ne |
B T i i S S I i T S S S
| Mul ti cast G oup Address 1 (Encoded- G oup format) |
B T i i S S I i T S S S
| Nurmber of Joi ned Sources [ Number of Pruned Sources |
B T i i S S I i T S S S
| Joi ned Source Address 1 (Encoded-Source fornmat) |
B e e i i i R e e b i SN N
| Tree Root address |
B e i i i i S N R
| Core Domain Tree Root Address |
B e i i i i S N R
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-I+
| Joi ned Source Address n (Encoded- Source fornmat) |
B e i i i R e e s i e S
| Tree Root address |
B e i i i i S N R
| Core Domain Tree Root Address |
B e i i i i S N R
| Pruned Source Address 1 (Encoded- Source fornat) |
B e i i i R e e s i e S
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-I+
| Pruned Source Address n (Encoded- Source fornat) |
B e e i i i R e e R i s i e S
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-I+
| Mul ti cast Group Address m (Encoded- Group fornat) |
B e e i i i R i i i i S N N
| Nunber of Joi ned Sources [ Nunmber of Pruned Sources |
B e i i i R e e bk T i e S
| Joi ned Source Address 1 (Encoded- Source format) [
B T i i S S I i T S S S
I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
| Joi ned Source Address n (Encoded- Source format) [
B T i i S S I i T S S S
| Pruned Source Address 1 (Encoded-Source fornat) [
B T i i S S I i T S S S
I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
| Pruned Source Address n (Encoded- Source fornat) [
B T i i S S I i T S S S

Figure 10 Joi n/ prune nmessage format

Type : join/prune
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Tree-Root address: if any TR exists in the Domain, this field
hol ds the address of the TR to towards which the nessage MJST be
forwarded first, before being forwarded towards the source. The
concepts will be discussed | ater.

Core Domain Tree-RRoot Address: holds the unicast address of the
TR resided in the core donmain, and is used only in topol ogi es that
contain Core-domain inplenentations, and incase the source is not
an internal source and MUST be reached by passing a core domain.
The rel ated concepts will be discussed |ater.

0 1 2 3
01234567890123456789012345678901
S S e s i I
| Addr Family | Encodi ng Type | Rsrvd | S|C R Mask Len |
B T aT T ST e e S S S il a T ot T aTui S SN SR o S e SO S S S S e 3
| Sour ce Address

i i S T i i
Figure 11 Encoded Source Address For mat

S-BIT: only for conpatibility with PI M VL.

R-BIT: Tree Root bit is set by the client who is sending the
join/prune nessage for the first time for a source in a topol ogy
with one or nore TR (s) to jointhe (S, G TR) tree. a value of 1
is set by the creator of the join/prune nessage to tell upstream
routers that the packet MJST be forwarded first towards the
existing TR in the domain which the address of it can be found in
the appropriate field .and a value of 0 can be set by the TR after
receiving the join/prune nessage and before forwarding it towards
the source. A value of O dictates to upstreamrouters that the
join/prune had reached an existing TR In the domain and from now on
MUST be forwarded towards either the source, if the source is an
internal source or there are no core donmin inplenentations, or the
TR inside the core domain if the source is an external source that
can be reached by core domain. This bit can al so be set by a PER or
by a PER'BPR in case a join/prune nessage is received from anot her
Pl M NG donain or a PIM SM domai n and nust be forwarded towards any
existing TRin the domain to either reach a source inside the
domain or towards a source in other donains.

C-BIT: Core-Domain-BIT can be set by either the client originating
a join/prune nessage or the TR inside the core donmain. If a client
is originating a join/prune nessage for a source which is not an
internal source and can be reached by passing through an existing
core domain, it will set this bit to 1. A value of 1 neans that the

Expires May 24, 2016 [ Page 30]



| nternet-Draft Pl M NG Novenber 2015

packet MJST be forwarded towards the TR inside the core domain
first with the unicast address that can be found in the appropriate
field. And a value of 0 can be set by the TR inside the core
domai n, which dictates to upstreamrouters that the join/prune
message MUST be forwarded hop-by-hop towards the source from now
on. This bit can also be set by a BPRin case it receives a

j oi n/ prune nessage froma PIM SM nei ghbor router. The rel ated
processes and concepts will be discussed |ater.

Source (R1l) receives the join/prune nessage. And joins the shortest
path tree for (G and starts sending the nmulticast data destined for
(G down the shortest path tree towards the receiver.

In order to receive packets fromRl, R4 wll have to send periodic
keep-alive or join nmessages every 30 seconds to RL. Rl receives the

join-request and will know that R4 still needs the traffic. If Rl
(source) doesn’t receive 2 keep-alive nessages fromthe host (R4) it
wi || assunme that the host doesn’t exist anymore and will

automatically stop forwarding nulticast traffic to the host (R4).

If R4 no |longer needs to receive the traffic fromRL, it will inform
R1 by sending a prune nessage to the upstream Pl M NG router
forwarding the traffic .this is done due to the fact that there m ght
be other hosts connected to the upstreamrouters in need of receiving
the traffic.

4.2.3. Source specific nmulticast

Source specific nmulticast (SSM [6] can be inplenented under the
foll ow ng rul es:

0 PIMNGT routers MIUST NOT send the unicast-encapsul at ed Request
for Source nessage for SSM addresses.

0 PIMNG routers MIUST NOT send a regi ster nessage for any packet
that is destined to an SSM addr ess.

o If any TR exists in a PIM NG domain, a PIMNG router MJST join
the (S, G RPT) rooted at the TR which is considered the
shortest path tree towards a source by PIM NG specifications.

0 ONLY incase that in a PIMNG nulticast Domain TR is inplenented
and the TR and CG-RP are the sane conponents, a Cient is allowed
to create the join/prune nessage for the SSM address and send it
towards the existing CRP, which is also the TR
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3-

RP receives the request
from R4, Looks into its
multicast-mapping table.
Rp finds the unicast
10.1.1.0/24 address of the source

6 generating 228.8.8.8
R1 receives the join
request . puts its S1 10.1.10.3
interface to forward R1 <0 0 1
and sends the : . B st C-RP
multicast data to . 10.1.2.0/24 10.1.3.0/24 -
R4.as long as R4 A : A
4 4 4 Type: lam RP Source for (G) is R1 .
needs to receive : RP ack 10.1.10.3 :
1014024 | : o 10.1.5,0/24
5 Type: R-bit:0 Need to receive :
join C-BIT:0 traffic destined to : -
228.8.8.8 : :
v _lst PP PUPU—— : 50
E%ED 10.1.6.0/24 51%
T2 Type: request for source lam R4 Need source for | i
10. 15" ’ unicast-encapsulated 228.8.88
v :
E 1-
IGMP join for

== |228.8.8.8

Fi gure 12 Communi cati on between Host and Source
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4.2.4. Source Discovery Delay Prevention

One of the inportant factors in a nulticast donmain is the tine
t hrough which a client discovers or finds the source of a nulticast

group (Q.

Up to this point the processes through which a source registers with
C-RP and finally a client discovers the (S) for (G by sending a
request for source nessage to the C-RP have been expl ai ned.

Thr oughout the expl anations we saw that if a source is registered
,Since the information regarding the source is saved in an speci al
table called MMI' as soon as a client sends a request for source to C
RP the CGRP will be able to send back the unicast address of (S) for
(G in an acknow edge nessage to the client.

Now what happens if a client sends its request for source nessage to
find the (S) for (G to the CGRP and the source (S) for (G is not
regi stered yet?

As it has been explained by PI M NG specifications, in such a case the
CRP will send a NULL-ACK for the requested (G back to the client
which is in the formof (*, G and the client will have to start a 30
second timer after receiving the NULL-ACK from CRP and send
periodi cal request for source nmessages until the source becones
active and the CG-RP responds with an acknow edge containing (S) for
(9.

Now what will happen if the (S) for (G becones active right after
the C-RP sends the NULL-ACK to the client?

As explained the client will have to try again in 30 seconds and send
its periodical request again to the CG-RP. In this case and
considering that the (S) for (G becones active 1 second after the C
RP responds to client with a NULL-ACK, the worst case scenario w |
be that an unwanted 30 second delay will occur until the client sends
its request again and finds the (S) for (Q.

To elimnate this delay in source discovery, PIMNGIintroduces a
mechani sm or process through which the GRP will:

0O Save the state of the clients to which it sends a NULL-ACK for
the requested (GQ.

0 As soon as the (S) for (G becones active and registers the C

RP will informthe clients who had been responded with a NULL-
ACK for that specific source (S).
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Through the above the CGRP will be able to informthe client as soon
as the source becones active and the client will be able to find (S)
for (G as fast as possible.

To do so PIM NG specifications introduces its Source Discovery Del ay
Prevention nethod which is divided in to 2 nodes:

o Default-Mde.
0 Adm n- Mode.
4.2.4.1. Delay prevention in Default-Mde

This node is activated by default as soon as a PI M NG Anare Router is
configured to becone a CG-RP and is suitable for all types of
mul ti cast network topologies formsmall sized networks to |large sized
networks. But it is strongly advised by PI M NG specifications to use
this node in small sized networks in which the nunber of clients are
| ow.

Bell ow rul es and specifications apply to Default-Mde:
o It is done automatically by existing C RPs.

o It is suitable for small sized network topol ogi es but
applicable to nediumand | arge sized networks too.

o0 Inthis node GRP will save the state of clients to which a
NULL-ACK is sent in a special table called dient Request Table
(CRT). And by state PIM NG neans the unicast address of the
client alongside the nmulticast group (G which the client needs
to find the associated source(S) for it and finally a tiner
whi ch defaults to 33sec (30+3).

0 GCRP MIST only put an entry in CRT for the clients to which it
sends a NULL- ACK.

o For each (G that the CGRP sends a NULL-ACK an entry MJST be
put in CRT.

o The tinmer which defaults to 33sec(30sec for the default
periodical client request + 3sec) is a countdown tiner and
resets to 33sec ONLY when both of the bellow conditions are
true:

1- The source is not active and registered within 33seconds.
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2- GCRPreceives clients periodical Request For source within
33sec which shows that the client is still interested in
finding (S) for (G.

An entry is deleted from CRT when any of the bellow conditions
is true:

1- The source for (G becones active within the tine period of
25 seconds or since the tinmer in CRT is a countdown tiner 33
to 8 seconds which results in CRP sending an Acknow edge
containing (S) for (G to the client.

2- The source becones active in the tinme period between 8 to 0
seconds and C-RP receives the periodical Request for Source
formthe client and responds to client's request by an
Acknow edge of (S, Q.

3- The source is not activated within the 33sec tine interval
and C-RP doesn’t receive the periodical Request of client for
that specific (G in 33sec which indicates that the client is
not interested anynore in finding (S) for (Q.

4- The source is activated and registered in the tine interval
between 8 to 0 seconds but the C-RP doesn’t receive the
periodi cal Request for Source fromthe Cient which shows
that there client is not interested anynore in finding (S
for (Q.

As long as there is an entry in CRT, for each new source (9S)

t hat beconmes active CRP MJST check the contents of CRT and
check the (G represented by newy activated source(S) agai nst
the entries inside CRT and if there is a match then dependi ng on
the tinme that is showm by the tinmer CGRP MUST act in one of the
bel | ow ways:

1- If the tinmer shows a tinme between 33 to 8 seconds, the CRP
MJST i nmedi ately send its unicast-encapsul ated Acknow edge
containing (S) for (G to the client and after the tinmer goes
of f and becones equal to O delete that entry fromthe CRT.

2- If the timer shows a tinme between 8 to 0 seconds, the C-RP
MJUST NOT send an Acknow edge back to the client and MJST wait
to receive the client's periodical Request for Source and
then send an Acknow edge in response to the Cient's Request
and delete the entry from CRT. Note that each 30 seconds the
client who has received a NULL-ACK will send peri odi cal
Request to C-RP and since when the tinmer shows 8sec we wl |
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have 3 seconds to the next periodical Request it will help to
reduce CGRP's work to wait for the next periodical Request,
also in case that the client is not interested anynore in
finding the (S) for (G then at this point it will be a waste
of C-RP resources to send an Acknow edge after the tinmer
passes the 8sec.

o For Default-Mde to work without problemthe tiners on al
routers MJUST be the sanme. Thus the C-RP sends the value of the
Timer set on it in the Null-ACK packet in the GDPT field so that
t he synchroni zation is done automatically.

o If the default tinmer is changed by an admnistrator, the tine
range in which the GRP is to send a notification MIST be
between the higher limt and the 8 seconds. so if for instance
the tine is set to 60 then CRP MJUST only send notifications
bet ween 60 to 8 seconds.

The above being expl ained and since the involved processes will keep
the CGRP a little busier it is suggested to use this nbode in
topologies with a | ow nunber of clients although this node works
perfectly under any topology. Also it nust be noted and consi dered
that due to the unique Domain concept(4.6.1.1. ) introduced by Pl M NG
whi ch all ows inplenenting the Sub-Donmai n concept(section 4.6.5) it is
possible to divide any large nulticast domain to a nunber of smaller
domai ns which then nakes it possible to easily use the Default-Mde
under any network topol ogy.

4.2.4.2. Delay prevention in Adm n- Mbde
This node is a suitable choice for |arge network topol ogi es with nmany
clients which will reduce the work overhead of CGRP' (s). and is
suggested to be used in scenarios in which CMAPPER (s) are
consi dered and al so the Sub-Domai n concept is not considered.
Bel | ow rul es and specifications apply to Adm n- Mode:

o The Adm n-Mbde as the nane inplies needs to be activated on all
existing CRPs by an adm ni strator.

o For each dient's Request for Source to find the (S) for (Q
that the CG-RP sends a NULL-ACK of (*, G an entry MJST be put in
CRT.

o The entry in CRT is as explained in Default-Mde.
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As long as there is an entry in CRT, for each new source (9S)

t hat beconmes active CRP MJST check the contents of CRT and
check the (G represented by newy activated source(S) agai nst
the entries inside CRT and if there is a nmatch then dependi ng on
the tinme that is showm by the tinmer CRP MUST act in one of the
bel | ow ways:

1-

If the tinmer shows a tinme between 33 to 8 seconds and
Dynam ¢ RP di scovery type 1(4.4.2.2. ) is in use, the CGRP
which is also acting as the C MAPPER MUST send a Milti cast
Notification called New Activated- Source-Notificati on(NASN)
to the entire popul ation of PI M NG AWARE routers using the
destination address 239.0.1.190 which is used by this draft
for the sinplicity in explaining the processes as the address
used by G MAPPER (s) when sending nulticast introductions or
notification within the nulticast domain. This notification
contains either only all the (G for which there is an entry
in CRT or both the (G and the unicast address of the source
(S) representing (G . both nethods can be used al t hough the
later is faster approach but |ess secure because it is not a
good approach to let all the clients know about the unicast
address of all the sources that are active in the domain.

If the tinmer shows a tinme between 33 to 8 seconds and
Dynam ¢ RP di scovery type 2(4.4.2.3. ) is in use, then the C
RP MJST send a uni cast-encapsul at ed New Acti vat ed- Sour ce-
Notification to the cl osest Active CMAPPER the way it sends
its introductions. This notification contains either only al
the (G for which there is an entry in CRT or both the (G
and the uni cast address of the source (S) representing (G.
bot h net hods can be used al though the later is faster
approach but | ess secure because it is not a good approach to
let all the clients know about the unicast address of all the
sources that are active in the domain. After C MAPPER
receives the CG-RP notification it wll send out a nulticast
notification to the entire popul ation of PIM NG AWARE routers
wi thin the domain using the destination address 239.0. 1. 190.

If the tinmer shows a tinme between 8 to 0 seconds, the CRP
MJUST NOT send the notification to the C MAPPER and MJST wait
to receive the client's periodical Request for Source and
then send an Acknow edge in response to the Cient's Request
and delete the entry from CRT. Note that each 30 seconds the
client who has received a NULL-ACK will send peri odi cal
Request to C-RP and since when the tinmer shows 8sec we w ||
have 3 seconds to the next periodical Request it will help to
reduce CRP's work to wait for the next periodical Request,
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also in case that the client is not interested anynore in
finding the (S) for (G then at this point it will be a waste
of C-RP resources to send an Acknow edge after the tinmer
passes the 8sec.

4- |In all the above conditions, after the C-RP receives the
client's request for source representing (G for each (G
there is an entry in CRT, the CRP MJUST delete the entry for
that (G fromthe CRT after the tinmer goes off and is equal
to O.

o Al the clients receive the notification and those that have
received a NULL-ACK for (G wll send their queries to CRP
again only if there is an entry for (G they had received a
NULL- ACK for. Since considering that if the clients send their
queries imedi ately RP m ght get too busy, then each client MJST
activate a 3 second tinmer and after the timer goes off wll send
its query. O if the notification contains the unicast address
of the source too then clients will be able to join the SPT for
(S, G immediately. it is possible to make nodifications so that
this special notification is only readable by clients that have
recei ved a NULL- ACK

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| dient unicast addr| Requested Goup (G |Tinmer |
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m oo +
I | I |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +

Figure 13 dient Request Table (CRT)
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1 2 3
01234567890123456789012345678901
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S e I R R S e e S il R S S e e i S S S e e R i
DOMA |

+
[

+

+

R i I R R S S T R R R e e i lh I S S e e
| C- MAPPER s dr ess |
R i I R R S S T R R R e e i i S S S e e
| Activate (
R i I R R S S T R R R e - +-
+

+

G1) I
et S S S

e I e i ok ok S T S e e i st e R T e e S e il te o

Activated G oup N (GN) |

e I e i o s S T S e ki i o e e e e S e i s
Figure 14 New Acti vat ed- Source-Notification nessage format
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o0 Type: NASN (New Acti vat ed- Source-Notification)

4.3. Communi cati on between PI M NG routers

It is inmportant, that connected Pl M NG nei ghbor routers nmaintain a
steady state of connection. 1In order to do this PIMNG routers w ||
send periodic HELLO nessages or sinply call ed Keep-Alive nessages to
t heir nei ghbors.

This HELLO nessages will be sent to the address 224.0.0.13, all PIM
routers.

What is changed is not the process of sending, rather the contents of

the hell o nessage. A new hello packet is defined and conpared to the
original PIMSMspecifications, O.

Original PIMSM HELLO packet

0 1 2 3
01234567890123456789012345678901
R e i i e e e i i S S T S e i o ol sl e e
PI M Ver| Type Reserved | Checksum |
+- - - - - - T T R i b s T Sl e e e S T e o

+- - - +-
Opti onType | Opti onLengt h |
+- + T e i T S S S S

Opt i onVal ue

- + -

e e be e e e e e e e e e e e e e e e e be e e e e e e e e e e e+

Opti onType | Opt i onLengt h |

B e e i o e i S e I sl ot i I S S S SR S S e
Opt i onVal ue |

+
I
+
I
+
|
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e
|
I
I
+
I
+
|
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e+
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PI M NG hel | o packet

o

1 2 3
90123456789012345678901
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()]
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oom:!

|
Reser ved |
|

+— —— +
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B i S T T i T i o S i S S
DOMAI N |
el I e i ok ok S T S e e i st e RIE T e e S e il et
Pl M Donai n t opol ogy tabl e |
e I e N i ok o S T g S e T i T e e s o s ol sl o R
JO NED GROUPS TABLE |
el I e i ok ks S T S e e i st oIE e T e e S e it i
Opt i onVal ue

T T S il T s

T S S i s S i i S S S S
Opti onType | Opti onLengt h
T T S i S S S e S e e St S S S o
Opt i onVal ue

- +— +——— +—— +— +— +— +————_+— +

- +— +—  +—

e i T i S S e i S i NI SR SR S S

Figure 15 original PIM SM hello packet conpared with the new hello

packet format

Type: HELLO

New fields are added to the new packet which in |ater sections their
usage w Il be covered:

1- RMBIT: can be set to 1 by the sending neighbor to informthe

Sam

ot her nei ghbors about the existence of the C MAPPER i ncase dynam c
nmet hods are being used. A value of 0 indicates that the neighbor
doesn’t know about any RP or C- MAPPER

EDG-BIT: if set indicates to all downstream CLIENTS that a PIM

EDGE-Client exists in the network to limt the propagation of
mul ti cast introductions sent by CGMAPPERs and C-RPs. And to
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regi ster a nulticast source the clients MIUST send the register
nmessage directly to the EDGE- CLI ENT which is responsible of NAT
operations. The EDGE-CLI ENT can be considered as the DR of a Miulti -
Access Network which is part of one PIM NG Milticast Domain.
Downstreamrouters need to look into Pl M DOVAI N TOPOLOGY TABLE to
find the address of EDGE-CLIENT, if the EDGE-BIT is set.

3- ZTC-BIT: if set indicates that there has been a change in the
mul ti cast groups the CLIENT has joined the SPT for. a PI M NG CLI ENT
will set this bit in case there has been a change in its JO NED
GROUP TBALE and will send the table in the hell o nessage.

4- Domain field: a 32 bit field used to announce the Domain a Pl M NG
ROUTER is resided in to the neighbors. Only Pl M NG ROUTERsS w t h
mat chi ng Domai ns can becone nei ghbor.

5- PIM Domain topology table: this table as described before in the
definition section, holds the information related to the CGRP (s),
C- MAPPER (s) and ot her conponents. What is included in this table
is actually the unicast addresses of each of the conponents
ment i oned.

6- JO NED GROUPS TABLE: holds the list of all the nmulticast groups a
Pl M NG- CLI ENT has joined the SPT for and is receiving the rel ated
traffic, inthe format of (S, G or (S, S, G which the first S
i ndi cates the uni cast address of the PI M NG CLIENT which is sending
the traffic to the domain and the second S indicates the address of
t he host or server inside the LAN behind the client. this table
will help clients in the process of sending join nessages to the
source of a nulticast group in case their neighbors are already
receiving that traffic :

o the client in need of receiving nulticast traffic for
(*,Qor(S, G first looks inside this table to see if the
nei ghbor PI M NG CLI ENTS has al ready joi ned the group and
receiving the traffic ,before asking the CGRP for the unicast
address of the source.

olf there is an entry in this table for the nulticast group it

needs it will send a join/prune nessage to the nei ghbor for
t hat group
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olf there is no entry for the nmulticast group it needs in this
table, it will then ask the CRP

OA CLINET will send the table only incase that there has been a
change in its internal JO NED GROUP TABLE , like joining the
SPT for a new group or | eaving/pruning froma group .in such
cases client nmust informthe neighbors by setting the ZTC-BI T
inits hello nessage.

T +
| Source unicast addr| Role | priority | Donmai n| TR G oup]|
ot m e m e o o e e e e e e e e e e e e e e e e e e e e e e e e maeoo - +
| | | | | |
ot o e e o o e e e e e e e e e e e e e e e e e e e e e e e e oo +
| | | | | |
ot m e m e m o e e e e e e e e e e e e e e e e e e e e e e e e oo - +

Figure 16 PI M domai n topol ogy table (PDTT)

Sour ce uni cast address field: holds the uni cast address, rel ated

with either one of C MAPPER, C-RP, SC- MAPPER, BPR or EDGE- CLI ENT

Rol e: indicates that the address entry inside the source unicast

address field belongs to what conponent of the PI M NG domain

1

2.

3.

C- MAPPER(C-M and SC- MAPPER(SC-Mw th binary codes 1 and 2
C-RP and SC-RP with binary codes 3 and 4

A ROLE of EDGE with binary code 9, can be seen in designs, that
to reduce the propagation of multicast introduction nessages, a
Client is chosen to act as the EDGE-CLIENT and will not pass any
mul ti cast introductions received on external interfaces to
internal interfaces. In such a design the EDGE-CLIENT IS
responsi bl e of introducing only the existing TR (S) to its
downstream clients by sending the Pl M DOVAIN TOPOLOGY TABLE to
downst ream nei ghbors. An EDGE- CLI ENT MUST BE ONLY used in parts
of a PIM NG nulticast network where no CGMAPPER, C-RP or TR
exi sts. And the downstreamrouters MJST BE only clients. Also in
such networks a nulticast source can use private |IP addresses,
and such a source MJST send register nmessages to the existing
EDGE- CLI ENT' (s). Rel ated concepts will be explained in the
appropriate section' (9S).
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4. A role of PPER (PRI VATE- Pl M EDGE- ROUTER) with binary code 8 can
be seen when a private PIM NG domain is connected to anot her
domai n t hrough the use of PI M EDGE- ROUTERs whi ch are responsible
for the process of NETWORK ADDRESS TRANSLATI ON ( NAT) .

5. Arole of BPRwith binary code 10 can be seen in designs where
a PIMNG nmulticast domain is connected to a PIM SM nul ti cast
domain. The information related to BPRis locally significant to
C- MAPPER and won't be sent to all PIM NG routers.

6. A role of STC- MAPPER ( STANDBY-C- MAPPER) with binary code 5 can
be seen in network designs with PEER-C- MAPPERs inside the sane
Domain. In the case of existing Peer CMAPPERs, C-RPs w || use
the cl osest C-MAPPER to propagate the information associ ated
W th existing sources inside the domain.

7. Arole of TRwith binary code 6 can be seen in case any TR
i npl enentati ons are considered inside the domain. Please do note
that a CGMAPPER or C-RP can take the role of TR too or the TR
can be a separate and uni que Pl M NG AWARE- ROUTER i nsi de the
domai n.

8. Arole of CGTR (core-TR) with binary code 7 can be seen in PIM
NG DOVAI Ns. It indicates the existence of a core-domain and the
uni cast address of any existing TR inside the core domain for
further use by clients inside each domain.

Priority: this field holds the priority related to an EDGE- CLI ENT
and is used only in hello packets sent to private networks by an
edge-client. Related concepts will be discussed |ater.

DOVAIN: in case separate PIMNG nmulticast donains are going to be
connected to each other through the use of an EDCGE router, the
Donmain to which a Pl M EDGE- ROUTER is connected will be inforned
inside this field. This field is usable by C MAPPERs inside each
domain and thus won't be sent to ALL-PI M NG CLI ENTS by C MAPPER
when sending introductions to 239.0. 1. 190.

TR Group: this field indicates the TR group each TR bel ongs too

and is set to O by default. It is ONLY set by C MAPPER or the
Active C-MAPPER and is used in Bidirectional PIMNG processes.
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When a PIM NG CLI ENT receives a join nessage fromits neighbor for a
mul ti cast group, that it is joined to and is receiving the traffic
for, it will then forward the traffic on the interface that the

nei ghbor is connected to and towards that nei ghbor.

The definitions given by the original PIMSM[7] are applicable to the
ot her fields.

4.4. RP discovery

RP di scovery in general, points to the processes involved in, how a
Client finds the CGRP in the first place to send a request to and
reach the destination it wants.

In PIM NG RP discovery is done in 3 different conditions or better to
say network topol ogi es. Choosing the best solution depends on the
specifications of the network and will be deci ded by network

adm ni strators.

Bellow the 3 different RP discovery solutions are briefly defined,
and will be explained |ater:

1- Static RP discovery :

The uni cast address of CRP is statically given to each Pl M NG
router through special comrmands.

2- Dynam c RP discovery type 1

Type 1 is used in networks not so big to need redundant RPs. and
al so used in order to make the process of RP discovery easier and
nore scal able. This type uses its own set of commands for the sake
of sinplicity in explaining the processes .in this type of RP-

DI SCOVERY a router is given the role of both C MAPPER and C- RP

3- Dynam c RP discovery type 2 :

Type 2 is used in large networks with many routers, which will need
to have C-RP redundancy. Also this type is suitable for the future
needs of World Wde Wb (internet). This type uses its own set of
commands for the sake of sinplicity in explaining the processes. In
this type CMAPPER and C-RP (s) are different routers.
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In the follow ng sections the above three RP di scovery nethods w |
be di scussed.

Al so pl ease note that any command line witten in this docunent from
this point forward is just to provide a good sense of understandi ng,
and to provide sinplicity in explaining the processes involved and
shall not be taken as the solid conmand Iine to be used. Also to nake
t he expl anation process and the understandi ng easier sonme of the
processes and specifications are explained through scenarios and
exanpl es.

4.4.1. Static RP discovery

As the nane indicates, the unicast address of the CRP which is the
| P address of a | oop back interface created on RP, is set on each PIM
router so the PIMrouters will be able to communicate with RP

The process is as foll ows:

1- A |l oopback interface, typically | oopbackO is created on RP and an
| P address is assigned to it.

2- The candidate RP router will knowthat it is the RP and wll have
to use its | oopback O by initiating the command :

<# | P PIMNG SET-RP SOURC-LO "x" | NTERFACE X, | NTERFACE Y, | NTERFACE
Z. >

by initiating this command on the router, the router understands that
it isthe RPand it will have to use its |oopback O unicast address
to conmmuni cate, or better to say it will use its | oopback O in the "
source unicast address field " and also if it sees its | oopback O

uni cast | P address as the destination of a PIMNG packet it will have
to answer to that packet. And also it will have to bring its
interface "X, Y, Z" in to the PIM gane.

3- On all the other PIMrouters the bellow command is initiated :

<# | P PIM NG CLI ENT RP-ADDRESS "X. Y.Z W | NTERFACE " X", | NTERFACE
VIS

This command tells the router that it is a client of the RP with
address of "X. Y.Z W .and to find any source or to be able to send
mul ticast traffic to any host looking for that traffic, it wll have
to contact the RP through the processes explained before. And also it
will have to bring its interface "X, Y' in to the PI M gane.
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Since the C- MAPPER plays a significant role when it cones to
connecting different PIM NG nmulticast domai ns and for exchanging the
information related to existing nulticast sources in each domain the
C-RP takes the role of a CGMAPPER too in the static node. But no C
MAPPER i ntroduction nessages will be generated by the CGRP within the
mul ti cast domain and the additional role of CGMAPPER is only used
when exchanging information related to existing nulticast sources

w th ot her domai ns.

A PI M NG speci fication advises that a nmechani sm be i npl enent ed

t hrough whi ch any exi sting conmponents such as PPER (s) and BPR (S)
MUST | earn about the C- MAPPER or better to say the existing CRP
t hrough static configuration of the C RP unicast address.

In case any TR exists within the multicast domain or the domain is
connected to a PIM NG core domain, PIMNG strongly advises that the
uni cast address of existing TR (S) be introduced to each Cient

t hrough static configuration since there will be no C MAPPER
introduction in the static RP discovery node.

At the end PI M NG specifications strongly advises to inplenent the
static RP discovery nmethod in design plans where the nmulticast domain
is of small size and the domain is not connected to other donains.
And if the multicast domain whether big or small is supposed to be
connected to another domain it is strongly advised by Pl M NG
specifications to use one of the Dynam c RP discovery nethods
described in the foll ow ng sections.

Al t hough in the final sections of PIMNG specifications a new concept
will be explained which is related to connection of a Miulti-Access
networ k which can al so be considered a small sized nulticast donain
to anot her domain or a service provider mnmulticast domain wthout the

need for existing of any CMAPPER, C-RP or TR in that Milti-Access
network which is unique to Pl M NG

4.4.2. Dynam c RP discovery

As stated before PI M NG uses 2 types of dynam ¢ RP di scovery nethods
dependi ng on the needs and the size of the network:

1- Dynam c discovery type 1

2- Dynam c discovery type 2
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4.4.2.1. Multicast |IP addresses used

Bef ore expl ai ning the processes involved in Pl MNG DYNAM C- RP-

DI SCOVERY- TYPELl, there are sonme nulticast destination group addresses
t hat nust be defined which are used in both DYNAM C- RP- DI SCOVERY

met hods:

1- Milticast group address 239.0.1.190 :

This address is reserved to be used by C MAPPER at the tinme of
introducing itself to other PIMNG routers. PIMGN routers/clients
will listen to this nulticast group address to find the C MAPPER
and the existing GRPS. So a new PIMNG CMAPPER wi Il send its
introduction to this destination address.

2- Milticast group address 239.0.1.189: this address is required to
be used as the reserved range for the communication of RPs in order
to hold an el ection between RPs incase backup RPs are needed. Al so
this address is used to find peers automatically in case redundant
C-RP is needed in the network.

3- Multicast group address 239.0.1.188 : this address is required to
be used as the reserved range for the communication of MAPPERs in
order to hold an election between MAPPERs incase backup MAPPERs are
needed. The usage of this range will be covered |ater.

Now t hat the addresses are defined, it is time to explain the process
t hrough which the PI M NG dynam ¢ RP di scovery is done and
i npl enent ed.

4.4.2.2. Dynamc RP discovery TYPE-1

There m ght be sone network designs in which, the presence of only
one dedicated router as the RP is adequate but for adm nistration
pur poses, adm nistrators prefer to use an autonmati c nechani sm so
that every PIMrouter will know the RP. An exanple of such networks
can be an enterprise or a conpany which uses nulticast applications
such as voi ce and video conference often and not always. |n other
words the network doesn’t need to have multiple redundant RPs and
also they don’t use multicast applications all the tine, but for the
sake of easy adm nistration and mai ntenance adm nistrators prefer to
use the automatic nechani sm

In such a network a router will be used as the designated RP or
candidate RP (CG-RP), and will introduce itself to other PIM
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routers/clients as both C MAPPER and C-RP .and as soon as all the
clients understand about the presence of the CMAPPER and C-RP the
rest of the process is as before.

The process is as foll ows:

1-

2-

3-

Sam

A router is chosen as the CRP. Then |like the specifications of
the static RP a | oopback interface is configured on it. The
| oopback is better to be the | oopback O interface.

The commands :

<#1 P Pl M NG DYNAM C- RP1 SOURCE- LO " X" | NTERFACE [ TYPE] "X" ,
| NTERFACE [ TYPE] "Y"> and

<#IP PIM NG DOVAIN [ X] > are initiated on the RP

Above commands tells the router that it is both C MAPPER and C RP
in the network and the Dynam c di scovery nethod used is typel and
it should use its interface | oopback "X' as the C MAPPER and C-RP
uni cast address in introductions. And it should bring its interface
"X, y,.." into the PIM Ng gane.

So router sees that it is the CGRP and the discovery protocol used
is Dynam ¢ and the discovery nethod is typel, and knows that:

o It isthe only RPin the network and also it nust introduce
itself as the C MAPPER

o It is resided in domain X

o It should Send nulticast introduction nmessages to nulticast
address 239.0.1.190, out its interface "x, y" and any other
interfaces configured to be in the PI M NG gane.

o It should put the interfaces defined in the conmmand in to
forwarding for the nulticast address destinations 239.0.1.188
and 239.0.1.189.

o It should Send periodic CMAPPER-introducti on nessages every 60
seconds.

o If by any neans it is reloaded as soon as it conmes back up, it
shoul d send a nulticast introduction to 239.0.1. 190 ASAP.

All the other none-RP PIM NG routers are configured as the clients
of C- MAPPER/ RP.
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4- on PI M NG none-RP routers(clients) commands

<#| P_PI M NG DYNAM G- RP CLI ENT | NTERFACE [ TYPE] "X', | NTERFACE
[TYPE] "Y">

<#I P PIM NG DOVAIN [ X] > are initiated.

above commands tells the router that it is in a PIMNG netwrk and
the protocol by which it can find the RP is Dynam c RP di scovery
.also it understands that it should bring its interface "x ,y" and
any other interfaces dictated, in Pl M NG gane.

After entering the above commands in a none-RP or a client
router' (s) the router knows that:

0 it isin PIMNG domin X

o It should use dynamic nethods to find the RP .so it will wait
to receive a C MAPPER introduction nessage.

o] it should listen to nulticast address 239.0.1.190 to hear the
C- MAPPER- i ntroducti on nessage to | earn about the C RP/ RPs

o it should bring the interfaces nentioned in the command in PI M
NG gane

o It should put the interfaces nmentioned in the command in
forward for the address 239.0.1.190 so others will hear the C
MAPPER i ntroducti on nessage. Also it should put those interfaces
into forwarding state for group addresses 239.0.1.189 and
239.0.1.188.

o] IT it doesn’t receive the address of the C-MAPPER in the first
hel | o- acknowl edge received fromthe neighbor, it should wait to
hear fromthe C MAPPER

Now t hat the overall process is covered, in the next section the way
RP and clients communi cate will be explained and the new packet
formats will be shown.

4.4.2.2.1. RP introduction process

As soon as the router designated as the CG-RP and C MAPPER, is
configured and knows that it is the only RP in the network, it wll
start the process of introducing itself as the C- MAPPER to the
network by sendi ng the C MAPPER-| NTRODUCTI ON massage to the nul ticast
destination address 239.0.1.190 (0).
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Type: C MAPPER- | NTRODUCTI ON

RMWBIT field : if set to 1 in a CMPPER introduction nessage sent
to 239.0.1.190 , tells to all PIMNG CLIENTS that only 1 RP exists
in the domain .so the address of the C-MAPPER is the unicast
address of CGRP . If this bit is not set to 1 then indicates to all
PI M NG CLI ENTS that in order to find existing CRPs they should
read the contents of PDTT.

A-BIT field: is set to O in this type. Its usage wll be discussed
| ater.

GROUP and PRIORITY fields: 8 bhit fields, and are set to all zeros
when sending introduction to 239.0.1.190 .and clients won't read
the contents of these fields.

ZTCN-BIT field : if a CMPPER needs to inform ALL- Pl M NG CLI ENTS
about a change it will set this bit, also if a C MAPPER needs to
informa change in the domain to SC- MAPPER or PEER C- MAPPERs , it
Will set this bit .use will be discussed |ater.

B-BIT: Bidirectional Bit. If set to 1 in such introduction nessage
i ndi cates that the domain uses the manual node(4.7.2.1. ) and for
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any nmulticast group found in Bidirectional G oups Table sources and
receivers MJUST i medi ately join the SPT rooted at cl osest TR

o DOVAIN indicates the domain in which a C MAPPER resides. It can
be used as either a security factor or as an scoping nechani sm so
that clients and C-RPs inside one donain wont react to the
i ntroducti ons sent froma C MAPPER i n anot her donmi n.

o PIM Domain topology table (PDIT): when the RMBIT is set the G
MAPPER won't send this table in its introductions sent to
239.0.1.190, unless a TR is considered in the domai n.

The Type field is set to C MAPPER-|I NTRODUCTI ON1 so the clients
receiving the packet will know that it is an introduction nessage
sent fromthe C- MAPPER and will |ook directly into the "SOURCE

UNI CAST ADDRESS" field. The address field contains the unicast
address of the interface | oopback "X' of the C MAPPER and the next
field contains the address of the SC-MAPPER if any exi sts.

After sending the first introduction nessage , C MAPPER/ RP sets a
timer of 60 seconds and starts counting down to O ,and resends the

i ntroduction nmessage so all the PIMNG routers will know that the C
MAPPER still exists.

4.4.2.2.2. Back up CRP considerations

If any backup GRP is needed to be considered in such networks
expl ai ned above for the sake of high availability a nmechanismfor the
negoti ati on between the RPs and el ection of the candidate RP(C-RP) is
needed.

The process is as foll ows:

1- The addition of <GROUP [0-255]> to the command tells the router
its group nunber and the PEER RP GROUP[ X] tells the router that
there is another RP which it nust becone peer with but since the
group nunber of the peer is the sane as its own val ue an
el ection is needed to elect the C-RP and SC-RP. The values in
front of the GROUP neans that all the RPs belong to one unified
group. The usage of the GROUP will later be nore clarified. and
the <PRIORITY [ VALUE BETWEEN 0- 255] > at the end of the command
will define each CRP's priority in the election process :

<#1 P Pl M NG DYNAM C- RP1 SOURCE- LO " X" | NTERFACE [ TYPE] "X" ,
| NTERFACE [ TYPE] "Y">
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<#1 P Pl M NG GROUP [X] PRI ORI TY[ VALUE] >
<#! P Pl M NG PEER RP GROUP[ X] ADDRESS>

2- If the address of the peer is not used, RPs will send nulticast
i ntroduction nessages to the reserved address 239.0.1.189, so
the other RP/RPS wll find each other.

3- An election based on the highest priority configured on each C
RP , or highest CRP unicast address will be held between the C
RPs

4- The candidate RP wll take the responsibility of both C MAPPER
and C-RP as expl ai ned above

5- RPs will send unicast keep-alive nessages to each other every
30 second.

6- The candidate RP, CG-RP, will send a copy of its nulticast-
mappi ng table only incase that any changes occur in the donmain.
And C-RP periodical introduction nessages to SC-RP wont contain
any MULTI CAST MAPPI NG t abl e.

7- In case any changes occur CRP will set the Z-BIT inside its
I ntroducti on nessage to SC-RP which indicates that a change has
occurr ed.

8- If nore than 2 RPs are considered in a network design, an
el ecti on between none candidate RPS will be held to choose the
second best choice (SC-RP) to be the RP if the candidate RP is
dead.

9- The candidate C-RP which has the role of C MAPPER too, wll
send the uni cast address of the second best candi date as SC-
MAPPER in its introduction nessage sent to all PIMNG routers
every 60 second for further use by PIMNG clients.

10- PIMNGclients will wite the address of the C MAPPER, SC-
MAPPER and C-RP in a special table called PIM Donmai n Topol ogy
Tabl e (PDTT) for further use.

11- |If SC MAPPER/RP doesn’t receive any INTRODUCTION/KEEPALIVE-
MESSAGE fromthe C MAPPER/ RP in 2*| NTRODUCTI ON KEEPALI VE- NESSAGE
plus 5 seconds tinmer (2*30+5) it will imediately take the place
of the CRP and send a nulticast introduction to 239.0. 1. 190.
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12- If the SC-MAPPER/ RP recei ves a REQUEST- FOR- C- MAPPER nessage
froma client asking about the existence of the CGMAPPER in 70
seconds it wll react in 2 ways :

o It will imediately query the C MAPPER/ RP by sendi ng an
i ntroduction nmessage and if it receives a KEEP-ALI VE nessage
fromthe G MAPPER/ RP which nmeans the CG-MAPPER/RP is still
alive then it assunes that the client which is | ooking for
C-MAPPER/RP is having problens .so it will return the
address of the current C- MAPPER/ RP back to the host in a
uni cast C MAPPER- | NTRODUCTI ON (Figure 17)
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e I e i ok s S T S i i s S e e e T i =
Fi gure 18 SC- MAPPER/ RP answers to a host REQUEST-
FOR- C- MAPPER nessage

T T S
|
|
|

0 Type: C MAPPER acknow edge

o |If SC MAPPER/RP hasn’t received KEEP_ALIVE messages for the
past 2*30 seconds , then it should not receive such a
message, as by now SC- MAPPER/ RP nmust had taken the pl ace of
C- MAPPER/ RP and sent out a C- MAPPER introduction to
introduce itself. (Figure 18).
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Figure 19 SC- MAPPER/ RP nul ticast introductions to

all Pl M NG CLI ENTS

Type: C- MAPPER | NTRODUCTI ON1

If clients see the address of the SC-MAPPER in the C MAPPER unci ast
address field they will assunme that the current CMAPPER i s dead and
wi |l update their tables with the new one.

13- |If the previous C MAPPER/ RP gets back again then another
el ection wll be held between RPS and the C-RP will introduce
Itself.

14- Al PIMNGr routers will put their interfaces inside the gane
of PIMNG into forwarding for the group address 239.0.1.189 and
239.0.1.188 and won't listen to these packets. Only will forward

t hem
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Figure 20 PI M NG network with backup RP (SC- RP)

RP i ntroduction packet formats are shown bel ow
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Figure 21 RP introduction nessage fornmat
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Type: RP introduction

P-BIT field (PEER): is used when a C-RP wants to becone peer with
another CGRP. CRP sets this bit to 1 and sends an introduction to
239.0.1.189. By seeing this bit set only CGRPs configured to becone
peer with another C-RP froma different Goup will react to the
message contents. OQthers will only forward.

Z-BIT field (ZONE TOPOLOGY CHANGE NOTIFICATION): this bit is set
to 1 in case a CGRP needs to informthe SC- MAPPER C- MAPPER or
peering G RP about any changes occurred. when this bit is set ,the
C-RP will then sends out one of the tables shown in Figure-34
depending on the fact that to whomthis introduction is being sent
and in what type of domain it is resided.

Goup field: 8 bit field containing the group that the CGCRP is a
menber of. Helps the CGRPs to see if the packet is sent froma CRP
they are configured to beconme peer with or in cases that backup C
RP is needed. This field is set to all ZERGCs when sending to a C
MAPPER.

Priority field: is only used when finding and conmunicating wth
SC-RP. O herwi se set to all ZERGs.

Mesh-priority: will be used in the process of electing the active
C-RP in a MESH G oup.

R-BIT: if set to 1 by a CRP, indicates to the CMAPPER that the
RP has the role of TR too.

SC-RP uni cast address: will be sent only when introducing to PEER-
C-RPs or C-MAPPER and not to a back up RP.

DOMAI N i ndicates the donmain the CRP is a nenber of. helps the G
RP to differ between the packets received from C RPs inside other
domain in an special design of multiple PIMNG nulticast domains.

Mul ticast MAPPING table (MMIN): it is sent only when introducing to
SC-RP.and is sent in case any changes occur.

A-Mul ticast MAPPING table (AMMI): this table is sent by a GRP to
C-MAPPER in case it realizes that the domain it is resided inis
connected to another domain, or there are multiple C MAPPERs
resided in the domain. When the C-RP receives a C- MAPPER
introduction with the A-BIT set, it starts to send this table to
the CGMAPPER. Also this table is sent by CRP to PEER-C-RPs if any
PEER- C- RP exi st s.
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o Hold tinme: is used only when introducing to C MAPPER and i ndi cates
t he amount of time C-MAPPER will expect to hear C- RP keep-alive
message.

0 1 2 3

e i i S S et SR RIS R i S e e e i

engt h | Checksun1 |
+-+
+

-+ e e i S S S e e R i
ast NAPPING tabl e |
-+-+-+ R i i i S S it it eI (RIS S S
A—NUItlca t mapping table |
e i S S i i i S e e S ek ot R IR R R S S o e R e S
Fi gure 22 G MAPPER/ RP uni cast HELLQO KEEP- ALI VE
nessage to back up RPs

I\/Ultl

o Type: RP introduction
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4.4.2.2.3. PIMNG clients processes in Dynam c-RP

PIM NG router/client processes are related to the process of
forwardi ng special nulticast traffics by default out of the
interfaces which are in the ganme of PIM NG and the processes of
finding RP and maintain connectivity with RP and PI M NG nei ghbors.

The processes are as foll ows:

1- Each PIM NG router using DYNAM C-RP-DI SCOVERY wi || put its
interfaces inside the game of PIMNG in to forward for the
mul ti cast address groups 239.0.1.189, 239.0.1.190 and 239.0. 1. 188.

2- PIMNGclients need to read the content of RMbit inside C MAPPER
i ntroduction nmessages to interpret the topology of the network. If
this bit is set to 1, it nmeans that only one CGRP exists in the
network and the unicast address of the C MAPPER inside the
i ntroduction nmessage is the real address of the CGRP. If this bit
is not set then clients will assune that there are possibly nore
than 1 CGRP in the network and in order to find the unicast address
of GRP or CGRPs they will have to read the contents of PIM domain
topol ogy table, and update their local PDIT with the information
provided in this table by C MAPPER

3- Each PIM NG router maintains connectivity wwth its nei ghbor Pl M NG
router through the process of sending periodic HELLO KEEP- ALI VE
messages to its nei ghbor every 30 seconds.

4- |1f no HELLO nessage is received fromthe nei ghbor router in
2*HELLO tine, the entry for that neighbor is erased.

5- If a PIMNG router doesn’t hear from the C- MAPPER in 70
seconds(periodic C MAPPER introduction+10sec) it wll act as
foll ows :

oIt will send a uni cast REQUEST- FOR- C- MAPPER nessage to the address
of the SC-MAPPER if any SC- MAPPER does exist in the network and
waits for the response fromthe SC- MAPPER/ RP as described in the
previ ous section (4.4.2.2.2. ) .Figure 22 shows the format of the
packet .

0 1 2 3

01234567890123456789012345678901
T S R e s o S e S s i SN S SR
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| PI M Ver| Type | Reserved | Checksum |
B i i s e S T e ek i sl oI R S e S e e e i St S e &
| DOMAI N |
B T i kS T S T e s R e s sl e ot oIt S &
| Clients unicast address |
R e i i S S e i S S e S S S i ot St R R R SR S
| C- MAPPER s uni cast address |
R i i i S S e i S S e S S R el ot St S S R SR S

Fi gure 23 request- for-C MAPPER packet sent to the

SC- MAPPER

o Type: REQUEST- FOR- C- MAPPER

o The Cient (i.e. R4) puts its own address in the client unicast
address field and the unicast address of the SC-MAPPER/ RP in the
C- MAPPER uni cast address field.

o If no SCMAPPER/ RP exists then it wll query the neighboring PIM
NG routers by sending a HELLO packet with the RMBIT set to O,
i ndi cating that i1t doesn”’t know any C- MAPPER.

o ITf i1t doesn’t receive the C- MAPPER s uni cast address fromthe
nei ghbor in the first hello inside the Pi mdomai n-topol ogy-table
or if the C MAPPER address received fromthe nei ghbor PI M NG
router is the sane as its own current entry for the C MAPPER t hen
it should wait to hear fromthe C MAPPER

4.4.2.2.3.1. New PIMNG router/client

In this section, actions taken by a new PIM NG router added to the
net wor k usi ng DYNAM C- DI SCOVERY wi t hout any know edge about the C-RP
i s expl ai ned:

1- Puts its interfaces defined by the related conmands in to
forwarding for the multicast address groups 239.0.1.189/40/ 188

2- Sends HELLO nessage to all PIMrouters address of 224.0.0.13 out
of the interfaces in the gane of PIMNG to introduce itself to the
nei ghbor PI M NG routers.

3- If inthe first received HELLO nessage fromthe neighbor it sees

the uni cast address of the CGMAPPER it will use it and updates its
PMIT.
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4- |1f no C MAPPER address is seen in the HELLO packet received from
t he upstream nei ghbor, it will wait to hear an introduction from
the C-MAPPER or receive it inside the next hello nessages sent from
t he nei ghbor.

5- If in the Hello nessage received the EDCE-BIT is set, it assunes
that it is inside a private network, and it may have to act
differently in order to register a source with the CRP. The
rel ated concepts will be discussed later in a separate section.

10.1.1.0/24
SC- RP 10.1.10.3
= 10.1.2.0/24 10.1.3.0/24
E] s0
10.1.4.0/24 10.1.5.0/24

2 [ T  hell [ RM-BIT : 1 Destination
| 1ypesello how C-MAPPER)| :224.0.0.13

PIM domain topelogy table
JOINED-GROUPS TAELE

B > H_Ew g
- E <y > 51%
1 |Type: hello uiiﬂf':r{ﬂw Destination
Sami 10.1.7.0/24 ; : C-MAPPER) :224.0.0.13
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Figure 24 New client added
4.4.2.3. Dynam c RP discovery type 2

In previous sections the processes related to the dynamc RP

di scovery type 1 in which there are no needs for redundant RPs and
net wor ks seens to be of small to nmedium size has been descri bed. Now
| et us consider |arger networks. In |larger networks (i.e. internet or
enterprises) wwth many nulticast actions and sessions in process, the
high availability of the RPs and al so | oad bal ance between RPs

t hrough usi ng redundant RPs becones an inportant factor.

In fact hosts in different parts of a |large network nust be able to
find the desired source as fast as possible, if the source exists. So
as described by the original PIM SM specifications, the network w |
need redundant RPs al ongside a new feature call ed MAPPI NG AGENT or

si nply Pl M NG C- MAPPER.

C-MAPPER is in charge of introducing CRPs to all PIMNG routers. And
the process is in parts like the original PIMSM RFC 4601[ 7], and in
parts different. Bellow the steps involved in the process of PIMNG
is briefly described and later will be explained in details:

1- C MAPPER introduces itself to all PIMNG routers, so that everyone
knows about its address.

2- CRP (s) introduce thenselves to the G MAPPER, by sendi ng uni cast
RP introductions to the CMAPPER s address. So they wait to receive
a C MAPPER i ntroducti on.

3- If any TR exists in the multicast domain, it MJST introduce itself
to the cl osest C MAPPER

4- C- MAPPER wi Il send di scovery nmessages or introduction nessages to
PIM NG routers to informthem about the exi stence of the RPs so
sources can use the RP address to i ntroduce thenselves to the
near est RP.
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5- dients or sinply put all none PIM NG C MAPPER, RP and TR routers
will use the CGMAPPER to find RP' (s) or TR (s).

6- C

ients or sinply put ALL none PI M NG C- MAPPER, RP and TR routers
wll either only-forward specific nulticast address groups or
isten to them.
O will be used as the basic topology to explain the process rel ated
to an enterprise network with one nulticast domain.

il

10.1.1.0/24
|

MAPPER 10.1.10.3

1
Ri1
. . c-RP
S o T R—— éi_ enoue A
| |
0.1.4.024 | ho.1.5.0/24
"|
|
[
| :
S ooz # T 77 '.""';E’.ﬂ-
—.—t- C-RF
10.1.7,0/24 GROUP B
[l

Figure 25 network design with one nmulticast domain

In the follow ng sections processes related to different conponents
of a PIM NG domain will be explained.
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4.4.2.3.1. Cient related concepts

The processes related to a client are as described in section
4.4.2.2.3.

Clients will choose the closest C-RP or C-MAPPER according to their
uni cast routing information. And if there is a tie, they will choose
based on the highest CGRP or C-MAPPER | P address that can be found
inside the PMIT information received with the C MAPPER i ntroduction
nmessage.

4.4.2.3.2. G MAPPER concepts

C-MAPPER is in charge of discovering CRP (s) and introducing themto
t he popul ation of PIMNG routers through sendi ng | NRODUCTI ON- MESSACES
to the destination address 239.0.1.190. Sendi ng these periodic

i ntroductions causes any existing CGRP (s) or TR (s) and PI M NG
clients to |l earn the unicast address of the C MAPPER and SC- MAPPER i n
case any BACKUP MAPPER is considered in the network.

In the introduction nmessage C- MAPPER will send its own uni cast
address al ongsi de the unicast address of the C-RP/RPs inside the
PMTT.

The introduction nessages are sent under these circunstances:
1. Periodically as keep-alive nmessages so all the popul ati on knows
about the existence of the CMAPPPER, and new routers can |earn

about the C MAPPER and the CG-RP/RPs. sent to 239.0.1.190

2. Whenever it receives an introduction froma new CRP. Sent to
239.0.1.190

3. Whenever it receives an introduction froma CRP indicating a

change in the group addresses the C-RP represents. Sent to
239.0.1.190
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4. \Whenever it receives a request froma client, The C MAPPER w
send a uni cast introduction or acknow edgnent in this case to
the address of the client.

5. If other MAPPERs exist in the network as backup C- MAPPERs t he
MAPPERs wi || send introduction nessages to the address group
239.0.1.188 to find each other and hold elections to elect the
C- MAPPER and SC- MAPPER (backup MAPPER) or to becone PEERs.

Message format sent to 239.0.1.190( ALL- PI M NG CLI ENTS)

Sam

0 1 2 3
01 34567890123456789012345678901
R i e e S S R i e S e e S S e i i Rl S S e e S L
| PIM Ver| Type | Reserved | Checksum
R T o o e o ks s soTe SRTE TR T S S S S TR TR R
| DOMAI N
R i e i S S i el S S e S S et S R S S e L
IR | | 1 Z] |
IMAf GROUP |PRI ORI TY|T|B| RESERVED
| || I | < |
|1 | N
R i i e S S S i e S e S S it it S R R S S e e S i
| HOLD TI ME | RESERVED
R e I R i S i S i el S S e S S et s R S S e e S
| C- MAPPER s uni cast address
R i e i S S i el S S e S S et S R S S e L
| SC- MAPPER' S uni cast Addr ess
R i e i S S i el S S e S S et S R S S e L
| PI M donmai n topol ogy table
R i e e S S i e S e S i e i i o S N R R R
o Type: MAPPER introductionl
o0 Goup: is not used and will be set to all 0O's.
o Priority: is not used and will be set to all 0's.
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Message format sent to 239.0. 1. 188(ALL-PI M NG MAPPERs) and PEER- MAPPERS

0 1 2 3
01234567890123456789012345678901

Core topol ogy table |
e I e i ok s S T g T I i it Tt S e e e S S i s
Figure 26 C MAPPER introduction nmessage formats

e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| PI M Ver| Type | Reserved | Checksum |
R i i i S S S e e it I I S R R TR S S e S i i I S e e aaih te NI S
| DOMAI N |
R e i i S S e i s o e S S S o i ot St S R R SR S
IR | P | | Z| | |
IMAIEfl GROUP |PRI ORI T Y T MESH PRI ORI TY | RSRVD |
| | |El I | C I I
| | IR | I N | |
R i i i S S e it S o e S S S i i i s st it RN SRR S
| HOLD TI ME | RESERVED |
R e i i S S e i i S e S S S o R el ot St S S R SR S
| C- MAPPER s uni cast address |
R i i i S S e i S S e S S R el ot St S S R SR S
| SC- MAPPER' S uni cast Address |
R i i i S S e i S S e S S R el ot St S S R SR S
| Pl M donai n t opol ogy tabl e |
R i i i S S e i S S S S S e i T I S S R R
| A- MULTI CAST MAPPI NG TABLE |
R e i i S S i S S e S S R o el et St S R R SR S
I

+

o PEER-BIT field: if set indicates that the introduction nessage
is nmeant for a PEER C- MAPPER and not for SC-MAPPERS and will be
di scussed | ater.

o ABIT: won't be set in this nessage type.

o Hold tine: will be set to all 0's, when sending the
introduction to 239.0.1.188. when sending to found peers this
field holds the hold tine tinmer that nust be used for the peer.

C-MAPPER wi || set the type field to MAPPER introduction 1 or 2
dependi ng on the destination group it is sending the nessage to. And
will put its own unicast address in the C MAPPER uni cast address
field. And also wll use the SC- MAPPER uni cast address field to

i ntroduce the SC-MAPPER if any exists.

After introducing itself it will introduce any existing CRP (s) or
TR (s) in the domain, by sending PMIT.
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As this periodical introductions sent by C MAPPER are used by all
PIMNG routers to confirmthe existence of the CMAPPER and al so w ||
be considered by all PIMNG none-RP routers (clients) as CRP' (s) or
any existing TR KEEP- ALI VE nessage , the C-MAPPER sends peri odi cal
uni cast introductions every 30 seconds to the CRP/RPs and w ||
expect to hear from CRP/RPs every 30 seconds by receiving a unicat
RP-i ntroducti on.

C-MAPPER wi || set the A-BIT (4.4.2.3.2.1. ) as soon as it becones
PEER wi th anot her C-MAPPER with either different domain value or the
same domai n val ue and different group.

4.4.2.3.2.1. Value of the A-BIT

This bit is set by the CMPPER as soon as it becones PEER with
another C-MAPPER. It indicates to the C-RPs that:

o They are in a network with nore than 1 C MAPPER whi ch becane
peers or in a network with different and separate Milti cast
domai ns, with each domain connected to the other one through
peer C- MAPPERs.

0 CRP/RPs will have to send A- MULTI CAST- MAPPI NG TABLE to the C
MAPPER.

4.4.2.3.2.2. C MAPPER preparation

The process begins by choosing a router to act as the C MAPPER in
the PIM NG network. For the sake of sinplicity of understandi ng and
expl aining the processes , first the processes related to a single C
MAPPER i s explained and | ater processes related to redundant C
MAPPERs wi || be explained(4.5. ).

In a single multicast domain (0) with one G MAPPER, the process
starts by choosing one router to act as C MAPPER .when it is chosen
the rest is as foll ows:
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Sam

o

commands :

<#| P
<#| P
<#| P
<#| P
<#| P
Are i

Pl M NG DYNAM C- RP2>

Pl M NG DOVAI N [ X] >

Pl M NG MAPPER>

Pl M NG SOURCE- LO' X" >

PI M NG | NTERFACE " X", | NTERFACE" Y" >

nitiated on the router. This conmand tells the router that:

It is in PIM NG DOVAIN X that uses DYNAM C- RP- DI SCOVERY
TYPE2

It is the CGMAPPER in the network

It should bring its interfaces "x, y" and any ot her
interfaces configured as a PPMNG interface in to the PIM NG
gane.

As no other commands are entered, it is the only MAPPER and
it isinasingle nulticast domain. So it MJST NOT set the A-
BI T when sending introduction nessages out of its interfaces
in the gane of PI M NG

It should send its introduction to nulticast destination
address of 239.0.1.190 as the G MAPPER, so all PIMNG routers
and especially GRP/RPs will learn its address.

As a PIMNG router it should maintain connectivity with its
nei ghboring PI M NG routers through sendi ng HELLO nessages out
of the interfaces defined by the command.

As a PIM NG C MAPPER it should send introduction/keep-alive
messages every 60 seconds to 239.0.1.190, so every router in
the PI M NG network knows about its existence and the new ones
will learn its address and the C-RP/RPs address. This
periodic introduction/keep-alive nmessages will also act as
t he introduction/keep-alive on behalf of the C RP/RPs.

As soon as it receives a CGRP introduction, the C MAPPER
wi Il check the DOMAIN value to see if it matches its own
value and if it does the CGMAPPER w Il put an entry inits
PMIT al ongsi de the nmulticast groups and the associ ated
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uni cast addresses it may receives fromeach C-RP inside the
AWM.

9- The CG-MAPPER wi Il maintain connectivity wiwth each C RP by
sendi ng periodic unicast introduction nessages to the address
of each CG-RP. And will expect to receive an introduction from
each CGRP in return.

10- If 1t doesn’t receive an introduction from each C-RP for
60+10sec it will delete the entry for the RP and announces
the loss in its next introduction.

11- In case any SC-RP exists , if C MAPPER doesn't receive a

keep alive fromthe CGRP for (60sec+10=70sec) , it wll
automatically send an intro to the address of Sc- MAPPER. and
after receiving the first intro fromSc-MAPPER it will inform

all PIMNG clients in an introduction nessage.

2-
| received an introduction from
C-MAPPER.
I am C-RP and should introduce now to
C-MAPPER
S1 And send any multicast groups |
— represent too
— 3 |Destination : R2 Type : C-RP
1= Dastination |  Type: NS0 unicast-encapsulated intro
initial 239.0.1.1%0 | C-MAPPER A-BIT:0 1 P
10.1.1.0/24 intro C-RP address : R3 sr,:;RP addrass
Address :R2 ' ek i
= 1
-MAPPER 1
R1 %
e LT CL LT e o5 %51 ................................ L.p Gnco?; .
: 10.1.2.0/24 10.1.3.0/24 1 o CR
: s e o e e e e > ¢ sO =
- TR U . S - VP,
0 = 1 4-  |Destination Type : RM: D
: : : 239.0.1.190 | C-MAPPER | A-BIT:0 . .
10.1.4.0/24 i intro H 10.1.50/24
H 1 Address :R2 | PIM DOMAIN TOPOLOGY H .
- : TABLE
1
]
]
1
frrsssnnnnsiannn s ’ i g
1 R6 s0
- &2 &=
i 0160240 # 10.1.7.0/24 s1w :
':' """""""""" i C-RP ‘ ...................................... :
R ————— — GROUPE
2-
| received an introduction from
C-MAPPER.
I am C-RP and should introduce now to
C-MAPPLCR
And send any multicast groups |
represent too 68]
C-MAFPER multicast intro ============ 3 Destination : R2 Type : C-RP
Unicast-encapsulated intro
C-RP unicast-encapsulated o mmm=- SC-RP
intro to RP C-RP address - RA address : if
any exists
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Figure 27 multicast domain with one C MAPPER
4.4.2.3.3. CRP concepts

As expl ained before, the role of a CRP in general is like an
information registry station. Any client that needs to register a
source w Il conmmunicate with the CRP and any client in need to find
a source for a nmulticast group (G wll have to ask the C-RP. These
parts had been covered in the first sections and we are not going to
tal k about the rel ated processes again.

What had been expl ained earlier about the C-RP, was mainly related to
its processes in a domain with a small or nediumsize that the
presence of only one CRP and if needed, a backup CGRP (SC-RP) could
support the needs of the network. But in |larger networks beside the
high availability factor, redundancy becones vital.

In this case there may be the need for presence of nore than 1 CRP

all working together to bring both high availability and redundancy
to the network.

4.4.2.3.3.1. CGRP redundancy
In a single domain (0) with redundant CGRPs, the main task is for the
C-RPS to find each other and al so introduce thenselves to all PIMNG
clients.
S1

E

10.1.1.0/24

H:;ﬂl MAPPER 10.1.10.3
e - " C-RP
‘ g - 10.1.3.0/24 - GROUP A
10.1.4.0/24 ho.1.5.0/24
Sani ' [ Page 69]
% 0T cozite B ET T 2T E— “";E"-H

______ . C-RP
10.1.7.0/24 GROUF B
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Figure 28 network designs with one nulticast
domai n

After a PPIMNG router is configured to becone a CGRP and is told that
Dynam c- Di scovery type 2 is in use. It needs to introduce itself to

al |

PIMNG clients. To do so a PIM NG CRP needs to wait to | earn

about the existence of a CMAPPER in the domain. As explained in the
previous sections this is done when a C-RP recei ves a C MAPPER

i ntroduction sent to 239.0.1.190, containing the unicast address of
the CGMAPPER Then it will introduce itself as the CGRP to the G
MAPPER by sending a unicast CRP introduction nessage to the address
of G MAPPER Format of this introduction and rel ated definitions can
be seen bel |l ow.

Sam

0 1 2 3
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engt h | Checksun1 |
+

s N
s T i S S S
|

T S S S S T e S i e T i =

Mul ti cast MAP ING tabl e |
T i e T w i T S S e S L i SEp S B

T

T
+—U-+’*+

+

+

Expires May 24, 2016 [ Page 70]



| nternet-Draft Pl M NG Novenber 2015

[eNeoNeoNe)

[eeoNe)

| A-Mul ticast mapping table |
B i i ke S T e T S T R i i ik I SEIE TR R R S S
Figure 29 C-RP introduction nessage fornmat

Type : RP introduction dynam c

Priority : set to O

Goup : set to O

Hold tinme: Hold tine is the anmount of tinme a receiver nust keep
t he nei ghbor reachable, in seconds. |If the Hold tinme is set to

"Oxffff', the receiver of this nessage never tines out the

nei ghbor. This may be used with dial-on-demand |inks, to avoid

keeping the link up with periodic Hell o nessages.

P-BIT : set to O

PEER-LI ST : won't be sent

Mul ticast Mapping Table : won't be sent to C MAPPER and only to
Sc- RP

A- Multicast Mapping Table : will be sent to C MAPPER , SC-RP and
peer C-RPs

4.4.2.3.3.2. C-RP processes

The processes involved are as foll ows:

Sam

1- A router is chosen to becone CRP and also told that it is in a
network that a C MAPPER exists as a separate conponent by
initiating a set of conmands :
<#1 P Pl M NG DYNAM C- RP2>
<#|l P PI M NG DOVAI N [ X] >
<#l P Pl M NG RP>
<#|l P Pl M NG SOURCE- LO' X" >
<#|l P Pl M NG | NTERFACE " X", | NTERFACE"Y" >

2- The above set of commands tells the router that it is a RPin
PI M NG domain(X). And it should use its LOOP-BACK "X" interface
as the RP source address when introducing itself. Also it has
to bring the interfaces "X, Y" inside the PIM NG gane and put
theminto forward for 239.0.1.190, 239.0.1.189 and 239.0.1.188.

3- Because the RP discovery nethod used is of type2, a PIM NG RP
waits until it hears the C MAPPER i ntroduction.
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4- After receiving G MPPER introduction nessage first it checks
the Domain field inside the introduction nessage to see if the
domai n value nmatches its own donain value it puts the source
address of the CGMAPPER into its | ocal PIMdomain topol ogy
tabl e.

5- The C-RP (s) MUST check the A-BIT, to understand how should it
contact with the C MAPPER

6- RP sends a unicast introduction to the unicast address of C-
MAPPER and waits to receive a unicast introduction fromGC-
MAPPER which is interpreted as an acknow edgnent fromthe C
VAPPER.

7- After the acknow edgnent fromthe C-MAPPER is received, RP
starts to sending periodical unicast introductions as keep
alive every 60 seconds to CMAPPER i n response to C MAPPER
peri odi cal unicast introductions.

8- If any SC-RP exists, the CGRP will also send the address of SC-
RP for further use by C MAPPER

9- |If any changes occur in the domain, like the registration or
del etion of a nulticast group source (G the RP will only
update its own tables since the A-BIT is set to 0.

4.4.2.3.3.3. Redundant C-RPs

Now t hat the processes and concepts related to each C-RP are
explained it is time to bring redundancy to the network and nake C
RPs redundant.

Consi dering the design shown in 0, we have 2 C-RPs in our network
,one belongs to GROUP-A and the other CGROUP-B.and each one of the C
RPs are configured up to this point to act as a CRP and introduce
itself to the CGMAPPER Also it should be noted that both C RPs MJST
be inside the sane DOVAI N

In order to bring redundancy in to the network, each G RP nust be
told to beconme peer with a CGRP in another group, so they wll be
able to exchange their entire AMMI. This way we w ||l cover both needs
of the network which are high availability (backup C RP) and
redundancy at the sanme tine. But it MJST be noted that a C RP cannot
and MJUST NOT becone peer with a CG-RP in anot her donmain.

The processes involved are as foll ows:
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Each CG-RP nust be told that it belongs to a GROUP, and al so
that it is peer wwth a CGRP from another Goup. This is done by
initiating a set of conmands on each RP .consider the foll ow ng
set of commands are initiated on both C RPs (0)

<#1 P Pl M NG GROUP [ A] >
<#| P Pl M NG PEER RP GROUP [ B] | PEER ADDRESS>

After the above commands are initiated on C RP-CROUP-A (G RP-A
for sinplicity) it starts a series of processes.

First of all it puts an entry for the new peer in a table
cal |l ed PEER-LI ST.

Sends out a nulticast C-RP introduction nmessage to all PIMNG
C-RPs wth the destination address of 239.0.1.189.

In the introduction nmessage, CRP-A sets the P-BIT to 1 which
tells to existing CGRPS that the introduction nessage i s neant
for a CRP that is |ooking for its peer. This is done duo to the
fact that there mght be SC-RPs in the network, and this bit
will make themto ignore the packet.

Sets the value of GROUP field to its own GROUP val ue.

Al ongside its unicast address and any existing SCRP, CRP w ||
send keep-alive tinmer value to GRP-B. it shows the keep-alive
timer value that CRP-B has to set for C RP-A

One other table that is sent in this initial introduction
nessage is the entire AMMI of C RP-A.

After receiving an introduction nessage fromthe other CRP
which in our case is CGRP-B, CGRP-A will update its PEER MAPPI NG
table with informati on needed. And starts sending periodic
uni cast introduction nessages as keep-alive nessages to the
uni cast address of C-RP-B every 60 seconds. These periodic
I ntroductions do not contain the MM.

10- After the initial phase of finding CGRP-B is done, CGRP-A w |

send the entire AMMI table just in case there is a change in the
domai n. This change can be the registration of a new source with
C-RP-A or deletion of a source fromthe MMI. In such a case C
RP-A will set the Z-BIT in its unicast introduction nessage.
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11- In a case, that CRP-A receives an introduction fromits peer
with the Z-BIT set and containing the AVMMI, it will only update
its owmn AMMI and won't informthe C MAPPER about the change if
the A-BIT inside the received C MAPPER introduction nessages is
set to 1. This is duo to this fact that the change had been
informed to the C-MAPPER before by CRP-B, and if CGRP-Ais
going to informagain it will be a double introduction process
and w Il waste bandw dth and C-MAPPERs resources and is not a
necessary task nor recommended.

12- I f CGRP-A doesn’t receive an intro from the C-RP-B for 60 sec
it wll send a final unicast intro to the unicast address of C-
RP-Bto see if it is alive or not. If after this |ast unicast
i ntroduction C RP-A doesn’t receive any introductions from C- RP-
B and there is any SC-RP-B, CRP-Awll imediately send a
uni cast introduction to the address of SC- RP-B.

13- If no SCRP-B is considered in the domain, then CRP-A will
start sending periodic nulticast introduction nessages to the

address 239.0.1.189 to find its peer every 60 seconds. Until it
hears again fromthe CGRP-B or other CRPs it m ght have becane
peer wth.

The sane set of actions will be done by the other C-RP (C RP-B)
Now that the related processes are explained let's take a | ook at the

format of PEER- MAPPI NG t abl e and PEER-LI ST table which is created on
both C- MAPPER (s) and C-RP' (s) in Figure 30.

PEER- MAPPI NG t abl e

I I N TN N T N . +
| PEER ADDR| Domai n| GROUP| Mesh- G- oup| Priority| status| keep-alive|expiry |
I T T N TN T T T N .- +
I | | | | I | I |
T T T TN N N N N . +
I | | | | | | | |
I T T T N N T N N . +

Fi gure 30 PEER- MAPPI NG t abl e and PEER-LI ST tabl e

0o Peer unicast address: unicast address of the peer which will be
found | ater.

0o Status: gets a value of either A (active) or S (standby) and is
used by G MAPPERs in case nore than one C-MAPPER exi sts.
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Mul ticast mapping table

o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e —ao- +
| Source addr(S)| Dest group (G| Source HOST| keep alive |expiry time |
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e —a- +
I I I I I I
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e —a - +
I | | I I I
o s m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e —a o +

A-Mul ticast mapping table

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e a— s +
| Source addr| Dest group (G| Sorce Host| Ori gi nat or | DOVAI N- set | st at us|
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e a—ao +
I | I I | | I
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ma—a— s +
I | | | | | I
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ao s +

o Status field: takes the values equal to suspend or active. If an
entry inside the AMMI has the status of suspend, it neans that it
cannot be used until either it is renoved or activated again but
its usage is not neant for this process and will be discussed
later. So if any entry inside this table has the status of suspend
C-RPs won't give the source address to any clients that may be
| ooking for the source address of a group (G which matches that
entry.

o0 Domain-set: shows the domain in which a source is generated and
registered. It is called donmain-set due to the fact that when
separate and different PIM NG nulticast domains are connected to
each other, a C- MAPPER inside one domain will add its domai n nunber
to the domain val ue before sending the AMMI to a peer C MAPPER in
anot her domain. So at the end there will be a string of domain
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be used later. But a

C-RP only adds its donmain value for any sources that is registered
with it or in a singly multicast domain design wth one C MAPPER

and multiple PEER C-RP' (s),
PEER- C- RP before sending it to another
domai n-set itself can be used to RPF check

for any source that is received froma
PEER- C-RP. This way the

Figure 31 AMMI conpared with MVI

MULTI CAST GROUP(G)
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oo e e e eeeeeeeos +
| SOURCE UNI CAST ADDRESS |
oo e e e eeeeeeeos +
| DOVAI N- SET |
oo e e e eeeeeeeos +
I . I
oo e e e eeeeeeeos +
| SUSPENDED MULTI CAST GROUP N |
oo e e e eeeeeeeos +
I I
oo e e e eeeeeeas +

Fi gure 32 AMMI For mat

The above(0 ) is the real format of the A-MJULTI CAST MAPPI NG TABLE
(AMMT) bei ng exchanged between either peering CRP' (s) or a CRP and
a CGMAPPER in case there are multiple PI M NG domai ns or peer C
MAPPERs in the domain ,with the bellow definitions and specifications

o In asingle nulticast domai n network design which only one C
MAPPER exi sts ,and multi ple PEER-C-RPs are considered for
redundancy , each C-RP MJST add its domain value to the donain-
set of the received sources froma peer C- RP before sending them
to another peer C-RP. The domain-set will be used by peer C RPs
to RPF check the received sources inside the domai n. Consider
t he bell ow network design including 3 CGRPs all part of
mul ticast domain(1l),in which a source registers wwth RL and Rl
starts to advertise the new originated source to its peers R2
and R3.R3 receives an update for (S, G with the domain-set of D1
from Rl and anot her update for (S, G wth domain-set [D1, D1]
fromR2.so at this point the received update fromR2 fails the
RPF check because of the |onger domain-set string and R3 will
only accept the received update from R1.

[ R2- D1]
I\
/A
/ \
{(S,G,DL} |/ \{(S, G, D1, D1}
/ \

Sam Expires May 24, 2016 [ Page 77]



| nternet-Draft Pl M NG Novenber 2015

0 Suspended nulticast group: a CGRP MUST NOT put an entry for a
suspended nulticast group. This field MIUST only be filled out by
a G MAPPER or PPER which | oses connectivity wwth its PEER-C
MAPPER ( PPER) from anot her domai n.

Now t hat the processes related to bringing redundancy to the domain
by using redundant C-RPs in a single nulticast domain network and
also the CRP related processes in such a network has been covered we
are going to explain the reactions of a CGRP in a nultiple donmain
network and the rel ated concepts.

4.4.2.3.3.4. PIMNG Anycast RP

Up to this point we have discussed the concepts related to redundant

RPs of up to 2 CGRPs in a domain. In such a multicast domain it won't
be a problemfor the CGMAPPER to introduce all existing CRPs one by
one inside the PDIT. But if the network size becones bigger with the
need for many C-RPs to bring redundancy and high availability to the
network ,the process of introducing all existing C-RPs in the domain
by C MAPPER to ALL-PI M NG ROUTERs including CLIENTS and any ot her C

MAPPERs wi Il be a waste of network resources.

So PI M NG speci fications suggest the use of ANYCAST-RP concept [ 11]
wi th bell ow specifications and rul es:

o0 Each CRP MUST use 2 different unicast addresses. One will be
used in the processes related to introducing to existing C
MAPPER (s) and PEER-C-RPs. And one unicast address will be used
as the ANYCAST address. So it is better to put it this way, each
C-RP MUST use 2 interface | oopbacks for its processes .one
interface with the ANYCAST address and one with the address used
for introductions.

o dients MJST comunicate with the cl osest CRP

o0 Existing C MAPPERs MUST becone aware of ANYCAST concept usage
in the domain al ongsi de the ANYCAST ADDRESS in use , by
initiating a command such as :

<#1 P PI M NG ANYCAST ADDRESS [ A. B.C. D] >
On any existing CMAPPER (s). So that C-MAPPERs will use the
configured ANYCAST address when introducing CRPs to the domain

which will only be one entry inside the PIM DOVAI N TOPOLOGY
TABLE conpared to up to 256 different C RPs.
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o |If only one C-MAPPER exists in the domain or the domain is not
connected to other domains, C-RP (s) won't need to introduce
t henmsel ves to the G MAPPER But C-RP (s) MJST becone peer with
each other in order to exchange the contents of AMMI with each
other to bring redundancy.

o |If the A-BIT in the received C MAPPER i ntroducti on nessage is
set then each CRP will have to introduce itself to the closest
C- MAPPER and start exchangi ng AMMI individually with the cl osest
C- MAPPER. and in such case it is advised not to peer CGRPs with
each other. This is due to the fact that CMAPPERsS wi || inform
C-RPs about any new sources that are registered with a CRP

4.4.2.3.3.5. PIMNG CRP Mesh-G oup

Up to this point of explaining PIMNG specifications we, have
expl ai ned the process of bringing redundancy to a PI M NG domai n by
peering CGRPs and in case the network is a large sized netwrk ,the
usage of ANYCAST RP concept with its specifications have been
expl ai ned.

In sonme nulticast donmai n designs, the needs of the network may
dictate the use of many CGRP' (s) in the domain to both bring
redundancy and high availability. ANYCAST RP concept solves a problem
regarding the introduction of CGRPs to the domain in a way that C
MAPPER (s) will only need to introduce one uni cast address as the
address of the CG-RP. But one problemremains unsol ved which is
related to the fact that with ANYCAST RP, each C-RP still has to
introduce itself directly to the C MAPPER and exchange the contents
of A-MJLTI CAST MAPPPI NG TABLE. Now i f the nunber of existing C RPs
goes high, the anount of data that is going to be transferred between
| arge nunber of C-RPs and C MAPPER wi Il waste both network and C
MAPPER r esour ces.

To solve the above issue PI M NG specifications introduces the concept
of CRP MESH GROUP with bell ow specifications:

0 A PIMNG domain can contain up to 25 CRP Mesh-Goups. Wth
each group containing up to 10 C RPs.

0 A Mesh-Goup priority value between [0-255] MJST be defined
on each CG-RP that is going to be a nenber of a Mesh-G oup
This priority is different fromthe priority that had been
used at the tinme of choosing backup or SC-RP and defaults to
100. The higher the better.
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The CGRP wth the highest priority in the Mesh-Goup w |
beconme the active C-RP and better to say the speaker on
behal f of the Mesh-G oup.to do so an el ection MJUST be held
bet ween nmenbers of the Mesh-Goup :

1. Each CG-RP introduces itself to its peers by sending a
mul ticast introduction to the destination address
239.0.1.189, which contains its GROUP nunber, and the
priority that will be used in the election process.

2. Each C-RP receiving such introduction nessage w ||
conpare the priority in the received nessage with its
own priority and puts an entry in its PEER- MAPPI NG
TABLE for that peer wwth the status of either active or
st andby.

3. If the priority associated wwth a peer in a received
introduction is lower than the priority set on the C
RP, then that peer will get the status of standby, and
If the associated priority of a peer is higher, that
peer gets an active status.

4. At the end of this election process, each C RP knows
the active C RP.

It is advised by PI M NG specifications that a nechani sm be
i npl ement ed and used through configuration, that each nenber
of a Mesh-G oup becones aware about the nunber of nenbers
within a Mesh-G oup.

The active GRP in a Mesh-Goup is responsible for
interacting wwth the closest C MAPPER and exchangi ng the
AMMI whi ch contains any sources that registers with any
menbers of the C-RP Mesh-G oup.

If the current active C-RP dies and doesn’t have any SC-RP,
the next GRP with the highest priority takes its place
I mredi ately.

Each nmenber of the Mesh-G oup MJUST informall the other
nmenbers about any changes that occurs. So for instance, if
we have 10 nenbers in a Mesh-Goup and C-RP1 receives
i nformati on regarding a new source fromC-RP2, it MJST NOT
forward it to other nenbers due to the fact that it has been
informed to other nenbers by C RP2.
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o0 A CRP can be a nenber of different Mesh-G oups, but such an
I npl enentation is not advised.

o The above can be done by initiating command |ines such as
the bell ow command |ines on each CGRP :

<#| P Pl M NG RP- MESH GROUP [ 1- 25] >
<#| P Pl M NG RP- MESH GROUP MEM COUNT [ 1- 10] >
<#| P Pl M NG MESH PEER GROUP [ 1- 255] >

<#| P Pl M NG MESH- PRI ORI TY [ 0- 255] >

Pl M NG speci fications dictates that, such a conmand MJST

i ndi cate the use of CGRP Mesh-Goup, total nunber of nenbers
in the Mesh-G oup, Mesh-Goup that a CGRP is a nenber of,

G oup nunber of all the menbers of Mesh-Goup that the CRP
IS supposed to becone peer with and finally the priority of

the Current CG-RP in the Mesh-G oup.

4.4.2.3.3.6. Backup G RP consi derations

In a single PI M NG nulticast network design with redundant C-RPs
there seens that no SC-RP is needed to be considered .as each CRP
can be used as the backup for the other one.

But in |larger networks, the existence of backup RP seens necessary
and of high inportance due to the fact that the high availability of
each C-RP becones an inportant factor.

| f any SC-RP shoul d be considered, the processes are as expl ai ned

before with one additional table being exchanged between C-RP and SC
RP, which is the A-MJLTI CAST- MAPPI N- TABLE.

4.5. C MAPPER Redundancy in PI M NG

Peering CGMAPPERs w Il bring redundancy to existing C MAPPERs .in
| arge networks and special designs the redundancy between C- MAPPERs
i nsi de the sane donmai n m ght becone handy.
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The main use of peer C-MAPPERs is going to be felt when connecting 2
or nore separate PIM NG domains, which will be discussed |ater.

So for the sake of sinplicity in explaining the processes involved we

are going to explain the processes in a PIMNG network with one
mul ti cast donmin. See O.

PIM-NG DOMAIN 1

C-MAPPER-WEST C-MAPPER-EAST

GROUP-A-D1 GROEE-B-Di

i
|
i
I
I
I
i
|
|
|
I
I
I
i
I
I
|
i
|
|

= P |
St e 8 L - Ve, I

A T 4- ! ko I
i
i
i
I
I
i
|
|
I
I
|
|
i
I
I
I
i
|
I
I
i
i
|
1

i
i
I
1
]
]
1
I
]
]
1
i
i
]
1
]
1
|
]
]
]
1
]
]
]
: RP-WEST RP-WEST RP-EAST ' RP-EAST
1
1
i
I
]
1
|
I
1
]
]
I
1
I
]
1
]
1
i
L

= = = | =
GROUP-A-D1 GROUP-B-D1 GROUP-C-D1 i GROUF-D-D1
A
10.1.1.10 A n.. 10.1.1.30 a i
'1' client-D1 client-D1 | | client-D1 client-D1 |
| > =
ﬁ ‘:--‘_é - L':g_'a_ -
soiirce 2288 6 8 pluroe 228.9.49

Figure 33 network with single multicast domain and
redundant C- MAPPERs
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As you see in 0O we have a single donmain and redundant MAPPERS. |f you
| ook at the picture each C-MAPPER is assigned to a uni que GROUP

Pl M NG speci fications dictate that each C-MAPPER can only comuni cate
wi th MAPPERS inside the sane GROUP and domain. In other words each
MAPPER can hear the introduction of MAPPERs in other groups sent to
239.0.1.188 but won't show any reaction to it and will only forward
it, unless it is told that it can listen to the introduction of C
MAPPER' s in other groups and use the information inside the
i ntroduction nessage.

The process begins by telling each CMAPPER that it is peer wwth a C
MAPPER from ot her groups. Consider the sanple network illustrated in
0. C MAPPER-VWEST(call ed west for sinplicity) which is in domain 1 and
is assigned to GROUP-A is told that it is peer with a CMPPER in
domain 1 and GROUP-B which is in this case C MAPPER-EAST(cal |l ed east
for sinplicity).this nust be done on both sides. As soon as west is
told that it is peer with east a series of actions occurs:

1- West puts an entry for east or sinply GROUP-B in a special table
cal | ed PEER- MAPPI NG and al so an entry in the Hold Tine field of the
i ntroducti on nessage which shows the keep-alive tinmer each peer
shoul d set for the C MAPPER-west

T +
| PEER ADDR| Donai n| GROUP| Mesh- Group| Priority| status| keep-alive|expiry

o m o m o e o e e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e—ao s +
I | | | | | | | |
o +
I I | | | | | | |
o +

Fi gure 34 PEER- MAPPI NG Tabl e

0o Peer unicast address: unicast address of the peer which will be
| ater found.
o Status : gets a value of either A(active) or S(standby)

2- West sends a multicast introduction to the destination address of
239.0.1.188 which will be heard by all the MAPPERs .in this
i ntroduction nmessage the west introduces its unicast address plus
t he Domai n nunber assigned to it and the GROUP it represents and
sends its AMMI along with the PEER-LI ST table. This introduction
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messages W ll be read only by those C MAPPERs that are supposed to
becone peers with the sender, and in this case east.

3- When West becones peer with a CGMAPPER it sets the A-BIT in its
i ntroduction nmessages sent to ALL-PI M NG CLI ENTS and Al -C RPs, so
that CRPs start sending AMMI to C MAPPERs.

4- |f the G MAPPERs inside the donmain are form ng C MAPPER MESH
GROUPS (4.5.2. ) then, in its introduction nessage sent to
239.0.1.188 to find peers fromthe same domain, west will send its
MESH- PRI ORI TY value. This priority value is going to be used in an
el ection process between peer C MAPPERs form ng a MESH GROUP i nsi de
t he sanme domain which will be discussed |ater

5- If the CMAPPERs are not formng a MESH GROUP then no priority
needs to be sent.

6- West will keep sending the introduction every 30 seconds until it
recei ves an acknow edge or sinply put introduction fromeast ,which
can be either a unciast introduction to west sent fromeast or a
mul ti cast introduction sent fromeast in order to find its peers.

7- After the introduction fromeast is heard, and the Domai n nunber
and group nunbers are checked and verified, west keeps sending
periodi cal introduction nessages every 60 seconds by default or
every X second equal to the tinme set in the KEEP-ALIVE-TI MER inside
PEER- LI ST.

8- If the Mesh-Priority value of EAST is |ower than its own Mesh-
Priority it means that , it is the ACTIVE-C MAPPER and responsible
of introducing east or any other STANDBY- C- MAPPER( STC- MAPPER)
existing inside the domain to ALL-PI M NG ROUTERs so that C-RPs w |
| earn the address of STANBY-C MAPPERs to use the closest C MAPPER

9- Introduction nessages wll be sent by west under these conditions
o Triggered multicast introductions whenever west is told to becone
peer with a new C MAPPER
o Periodical unicast introductions, which will act as keep-alive
messages after finding the peer. In this type of introduction no
AMMI wi || be exchanged.

o Triggered unicast introduction to the address of east to informa
change in the network, like a newentry in the AMMI by setting a
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flag call ed ZONE- TOPOLOGY- CHANGE- NOTI FI CATI ON (ZTCN) and sendi ng
the entire new AMMI.

0 1 2 3

01234567890123456789012345678901
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| PIM Ver| Type | Reserved | Checksum |
R i i i S S S e e it I I S R R TR S S e S i i I S e e aaih te NI S
| DOMAI N |
R e i i S S e i s o e S S S o i ot St S R R SR S
|R | Pl | | Z| | |
IMAIEfl GROUP |PRI ORIl T YT MESHPRIORITY | RSRVD |
| | |E| I | ¢ | I
| 1 IR | I N | |
R i i i S S e it S o e S S S i i i s st it RN SRR S
| HOLD TI ME | RESERVED |
R e i i S S e i i S e S S S o R el ot St S S R SR S
| C- MAPPER s uni cast address |
R i i i S S e i S S e S S R el ot St S S R SR S
| SC- MAPPER' S uni cast Addr ess |
R i i i S S e i S S e S S R el ot St S S R SR S
| PI M DOVAI N TOPOLOGY TABLE |
R e i i S S e i s o e S S S o i ot St S R R SR S
| A- MULTI CAST MAPPI NG TABLE |
R e i i S S i S S e S S R o el et St S R R SR S
| Core TOPOLOGY TABLE |
R e i i S S e i S S e S S S i ot St R R R SR S
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Figure 35 introduction nessage format sent to ALL
Pl M NG MAPPERS 239.0. 1. 188

o Type: MAPPER introduction

o Peer field: is set. This field will be check by other C MAPPERs
that are 1looking for a peer to differentiate between
packets sent from normal MAPPERs and peer C- MAPPERs.

Goup : G MAPPER puts its owmn GROUP in this field

Domai n: hol ds the domai n nunber associated wth the C MAPPER
ZTCN:  ZONE- TOPOLOGY- CHANGE- NOTI FI CATION. Set if any changes
occur.

(ol elo)

A-Mul ticast mapping table

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e—a— s +
| Source addr| Dest group (G| Sorce Host| Ori gi nat or | DOVAI N- set | st at us|
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e maao +
A S S SO SR |
A S S SO SR |

oo o e e e e e e e e e e e e e eeaa +

| ORI G NATED MULTI CAST GROUP 1 |

oo o e e e e e e e e e e e e e eeaa +

| ORI G NATOR UNI CAST ADDRESS |

oo o e e e e e e e e e e e e e meaaa o +

| MULTI CAST GROUP(G) |

oo o e e e e e e e e e e e e e eeaa +

| SOURCE UNI CAST ADDRESS |

oo o e e e e e e e e e e e e e eeaa +

| DOMVAI N- SET |

oo o e e e e e e e e e e e e e eeaa +

I : I

oo o e e e e e e e e e e e e e eeaa +

| ORI G NATED MULTI CAST GROUP N |

oo o e e e e e e e e e e e e e eeaa +

I : I

oo o e e e e e e e e e e e e e eeaa +

| DELETED MULTI CAST GROUP 1 |

oo o e e e e e e e e e e e e e eeaa +

| MULTI CAST GROUP(G) |

oo o e e e e e e e e e e e e e eeaa +

| SOURCE UNI CAST ADDRESS |

oo o e e e e e e e e e e e e e eeaa +
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oo e e e e e eeeeeeo +
| DELETED MULTI CAST GROUP M [
oo e e e e e eeeeeeao +
I : I
oo e e e e e eeeeeeo +
| SUSPENDED MULTI CAST GROUP 1 [
oo e e e e e eeeeeeo +
| ORI G NATOR UNI CAST ADDRESS [
oo e e e e e eeeeaeao +
| MULTI CAST GROUP( G

oo e e e e e eeeeeeo +
| SOURCE UNI CAST ADDRESS [
oo e e e e e eeeeeeo +
| DOVAI N- SET |
oo e e e e e eeeeeeo +
I : I
oo e e e e e eeeeeeo +
| SUSPENDED MULTI CAST GROUP N [
oo e e e e e eeeeeeo +
I . I
oo e e e e e eeeeeeo +

Figure 36 A- Milticast MAPPI NG TABLE

The above table (0) is the real format of A-MJILTI CAST MAPPI NG TABLE

t hat
0
0
0
0
Sam

i s exchanged between peer C-MAPPERs with bell ow definitions:

Origi nator unicast address: holds the address of the C MAPPER
that, a source is originated in its domain and it has received
the information regarding the source froma connected CRP. It
is used by PEER-C- MAPPERs i nside the sanme domain as a nmeans for
RPF check of a received update regarding a source that is inside
their domain. Also the Originator address will be used when a
PI M NG domain is going to be connected to a PIM SM domain to
bring conpatibility.

A C- MAPPER MUST change the contents of originator unicast
address field with its owm address, for sources that are
originated inside its own domain and received froma downstream
CRP

A C- MAPPER MUST NOT change the contents of originator unicast
address field of sources that are received froma peer C MAPPER
or PPER

Each C- MAPPER MUST add its domain nunber value to the domain-
set of a received source when sending the AMMI to a peer C
MAPPER ei t her inside the sane domain or in another domain. This
domai n-set is used as a neans of RPF check which will be
di scussed | ater.
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o If a CMAPPER or PPER wants to send an update to a peer in
anot her domain, it MJST first renove any additional domain
val ues equal to its domain value fromthe string, and then add
its domain value to the string and send it to other domains. The
addi tional domain values are those added by C-MAPPERs inside the
domain to be used for RPF check

0 Suspended nulticast group: holds the information regardi ng any
mul ticast sources that MJST be treated as suspended .when a CRP

receives this information it will not answer to requests from
clients for that source until the sources are again active or
del et ed.

Now t hat west has done its part of the work, it is tine to see what
are the processes related to its peer C MAPPER- EAST.

As soon as east is told that it is peer wth Goup-A it wll do as
descri bed above .also it will wait to hear a nulticast introduction
destined for 239.0.1.188. When east receives such packets it will do
t he foll ow ng:

1- First of all it will check the PEER field to see if it is set.
If this fieldis set, it neans that it is sent froma C MAPPER
that is |ooking for a peer or wants to introduce itself to a
peer. In our exanple east receives a packet destined for
239.0.1.188 .checks the PEER field .and sees that it is set by
sender.

2- East checks the Domain field to see if it is sent frominside
the domain or not.

3- Then east will check the GROUP field to see if the packet
bel ongs to a group it is looking for and wants to becone peer
with. In this case east will see Ain the GROUP field.

4- 1t checks its PEER-MAPPI NG tabl e and sees an entry for GROUP-A
.S0 it understands that the packet is sent fromits peer.

5- If the Mesh-Goup concept is inplenmented, Then east checks the
Mesh-Priority value to see if the sender has a hi gher value or
not. And w thout the Mesh- G oup concept EAST MJST start sending
introductions to 239.0.1.190 introducing itself to PI M NG
popul ati on. And use the information regarding WEST to only
exchange information regarding nulticast sources.

6- |If the Mesh-Priority value is higher it neans that it is going
to be in standby node and only connect with existing C RPs
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t hrough uni cast introduction nessages it will receive fromGC
RPs. And won't send nulticast introductions to 239.0.1.190 as
| ong as the ACTIVE C- MAPPER exi sts.

7- East will then look in the SOURCE- UNI CAST- ADDRESS field to find
the address of the sender. And in our exanple east finds the
address of west, and puts the west's unicast address in its
PEER- MAPPI NG t abl e al ongsi de the associ ated st at us.

8- Nowit is time for east to check the PEER-LIST table inside the
i ntroduction nessage. It finds an entry for GROUP-A al ongsi de
the associ ated KEEP-ALIVE tinmer. East then puts the associated
keep-alive timer in the right field in its PEER MAPPI NG t abl e.

9- It will read the content of the AMMI sent from west and enters
the new mappings in its owm AMMI for further use.

10- It wll send a unicast introduction to the unicast address of
west as an acknow edgenent and al so for west to learn east's
addr ess.

11- If any GRP introduces itself to east , then east will have to
send the unicast address of CRPs to west inside the PDTT so
that west will be able to introduce the existing CGRPs to ALL-
Pl M NG CLI ENTS by sending nulticast introduction to 239.0.1.190.

12- East will inform CRPs connected to it, about any changes
recei ved inside the A-MILTI CAST MAPPI NG t abl e by sendi ng uni cast
I ntroductions containing the A-MILTI CAST MAPPI NG table to C RPs
it knows.

Sam Expires May 24, 2016 [ Page 89]



| nt er net -Dr

aft Pl M NG

1 | Type: C-MAPPER intro | Peer-bit :set

source unicast address: WEST E:;::m?;
_ el PIM-NG DOMAIN 1
Mesh-priarity 1200 Peer-list

Destination: 239.0.1.188(multicast message)

November 2015

2- multicast C-MAPFER-intra received
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3 : Peer-bit :sat
intro
source unicast address: Domain:1
EAST group ‘B
Mesh-priority :100 Pecr-list
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1 =
1 3 . 1
: Destination: 239.0.1.190({multicast e A~ -
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i C-MAPPER multicast intre(230.0.1.188) *===+:==+ S0urce 220.9.8.9 !
i C-MAPPER unicast-encapsulated =~ mmmm= i
1
! C-MAPPER multicast intro(239.0.1,190) =smsmsn :
Figure 37 sanple illustration of the above process

The above concepts are nostly related to a design in which C MAPPER

Mesh- G oup concept

is considered to reduce the anmpbunt of C-MAPPER

i ntroduction nmessage sent to 239.0.1.190.s0 w thout the Mesh-G oup

concept:

o each C-MAPPER starts sending introduction nessages to 239.0.1.190
i ndi vidually and since the CG-RP (s),
in a PIMNG nmulticast domain MJUST comuni cate with the closest C

RC (s) and clients residing

MAPPER, then peer C- MAPPERs(WEST, EAST) MJST ONLY exchange AMMI and
do not need to exchange the information regarding C-RP (s) or
TR (s).

o In the case of peer C MAPPERs wi thout the Mesh-G oup concept, if
the needs of multicasting in a domain dictates that the
information regarding existing CGRP (s) or TR (s) MJST be
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4.5.

1.

exchanged between the peer C MAPPERs, PI M NG specification
strongly advices that this MJST be done through command initiation
as an optional feature.

Duo to the fact that, in designs with nore than one existing C
MAPPER, the anount of C-MAPPER introductions destined for
239.0.1.190 will go high and will consunme network resources; it is
STRONGLY advi sed to use the Mesh- G oup concept.

SC- MAPPER consi der ati ons

Actions taken by C MAPPERs and SC- MAPPER are as fol |l ows:

1-

In the case of existing backup MAPPER (s), C MAPPER wi Il send the

| earned unicast address of the peers in its PDIT along the new
mul ticast groups it may learn in its introduction nessages to the
SC- MAPPER so in case that the C MAPPER crashes and dies the SC
MAPPER will be able to imediately take its place and introduces
itself on behalf of its GROUP to the peering C MAPPER C- MAPPER
will inform the SC-MAPPER about any changes in the domain by
sendi ng AMM.

As explained in previous sections, if the SC MAPPER doesn’t
receive a C-MAPPER introduction for 2*30 seconds it wll
imedi ately take its place and send a C MAPPER introduction to the
domain. And in this case as the SC-MAPPER is aware of the existence
of PEER C-MAPPERs it will send unicast introductions to the unicast
address of peers.

| f C MAPPER- EAST (0) doesn’t receilve an introduction from i1ts peer
for 70 seconds (default timer+10sec) it will send an introduction
to the address of SC MAPPER-WEST .although if everything works
accordingly by this tinme GC MAPPER-EAST nust have received the
i ntroducti on nmessage of SC- MAPPER- VEEST.

4.5.2. G MAPPER Mesh- G oup

In a single PIM NG nulticast domain with needs for redundant C
MAPPERs or PEER- C- MAPPERs , a nmechani sm MJUST be used to prevent each
single one of existing CGMAPPERs from sending nulticast introduction

Sam
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messages to the destination group 239.0.1.190 which will be heard by
ALL- PI M NG CLI ENTS and PIM NG C-RPs. this prevention nmechani sm MJST
be inplenmented due to the fact that ,if each CGMAPPER is going to
send the mentioned nulticast introduction nessage , the nulticast
traffic created will consune |ots of bandw dth and network resources.

To do so PIM NG specifications define the concept of C MAPPER MESH
GROUP and ACTI VE- C- MAPPER and STANDBY- C- MAPPER ( STC- MAPPER) in a way
t hat :

o Each Domain can have up to 25 C MAPPER MESH GROUPs, with each
group ONLY including up to 10 C MAPPERSs.

o0 Through an el ection between the existing C MAPPERs, one C
MAPPER becones t he ACTIVE C- MAPPER and all the other C MAPPERs
become STANDBY C- MAPPERs.

o The ACTIVE CMAPPER is in charge of introducing other C MAPPERs
or STC-MAPPERs to ALL-PI M NG CLIENTS and C-RPs inside the domain
it is resided in, in case ANYCAST RP is not considered, by neans
of sending multicast introduction nessages to 239.0.1.190 and
sendi ng the uni cast address and rol e of other C MAPPERS i nside
the PI M domain topology table. So that CRPs in different parts
of the domain will find the closest C-MAPPER and introduce to
t hat C MAPPER, whether it is an ACTIVE or STANBY C- MAPPER.

o STC-MAPPERs will maintain connectivity wwth the active C
MAPPER, which the rel ated processes had been expl ai ned.

o Each STC-MAPPER will send the information related to new C RPs
it finds to the ACTIVE-C MAPPER by sendi ng uni cast introduction
messages and sending the PI M domain topology table inside it
whi ch contains the information regarding the newy found C- RPs.

0 Active CGMAPPER then introduces the existing CGRPs and TR (s)
to ALL-PI M NG CLI ENTS by sending nulticast introduction nessages
to 239.0.1.190, which include PDTT. Through the above process
each CLIENT will be able to contact the closest CGRP in case it
has a source to register or it needs to find a source.

o Each C MAPPER in a MESH GROUP ( STC- MAPPER and ACTI VE- C- MAPPER)
MUST i nform ot her C- MAPPERs about any changes regarding the
exi sting multicast sources in the domain by updating its AVMI
with the information it receives fromits connected C-RPs. This
way if, for instance C-MAPPERL receives an update from C
MAPPER2, it wll not need to send it to CMAPPER3 as it has been
done by C- MAPPER2.
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Sam

o

C- MAPPERs, both ACTI VE and PASSI VE, MUST then informtheir
connected or downstream C-RPs about any changes regarding the
exi sting multicast sources by sending the AMMI. This way ALL-
PIMNG CRPs in different parts of the network will have enough
i nformati on about the domain to answer the requests of clients
in need of finding a source. This process will elimnate the
need for PEER C- RPs.

| f the design of nulticast domain, dictates to formnore than
one C- MAPPER Mesh- G oup, PI M NG specifications STRONGLY advi ses
to place a boundary between different Mesh-Goup areas by sinply
putting PER (s) where ever needed. This will limt the
propagati on of C MAPPER i ntroduction nessages sent by ACTIVE-C
MAPPER i n each Mesh-G oup area to other areas and wll reduce
the network resources consunption by unwanted nmulticast traffic.

| f no boundary is considered between different areas,
conponents of the PIM NG domain such as CGRP, Oient, and ETC
MJST react to the introduction nessage of the closest ACTIVE C
MAPPER according to the contents of the SOURCE UNI CAST ADDRESS
field of the introduction nessage and the information inside the
uni cast routing table. The only issue wthin the domain MJST BE
ONLY the consunption of network resources by unnecessary
mul ticast traffic related to nultiple ACTIVE C MAPPER
i ntroduction nessages.

In the case of inplenmenting nore than one Mesh- Group, each area
separated fromother areas by PER (s) will act normally, and
exi sting conponents such as CRP (s), Cients and other
conponents will respond to the introduction nessages received
fromthe active CMAPPER in the area.

If a Pl MNG donmain is consisted of nore than one C- MAPPER Mesh-
G oup and separated in to different areas, Pl M NG specification
STRONGLY advi ses to peer 2 C-MAPPERs from each Mesh-G oup with
each other using the static nethods so that the information
related to nulticast sources in each area reaches other areas.
Using the static nmethod of connecting 2 different Mesh-G oup
will elimnate the need for the C MAPPER i ntroduction nessages
sent to 239.0.1.188 to find other CMAPPERs, to be forwarded by
PER (s) between areas.

If a CGMAPPER in a Mesh-Goup is becom ng peer wwth a C MAPPER
i n anot her G oup, depending on the needs of nulticasting in the
domain, it may need to advertise the information regarding the
existing GRP' (s) and TR (s) too, so in case anything happens to
CRP(s) or TR (s) in one area, the network stays stable and
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converges automatically. PI M NG specifications advise to do this
t hrough conmand initiation on CMAPPERs as an optional feature.

4.5.2.1. Active C MAPPER El ecti on

The el ection process starts as soon as a c- MAPPER i nside a domain
beconmes aware that it is part of a MESH GROUP and is peer with a G
MAPPER i nside the sanme domain but with a different group. The rel ated
processes are expl ained bell ow

Sam

1-

As soon as each C MAPPER becones aware that it is peer with
anot her CG-MAPPER in a MESH GROUP in the same domain but with a
different group, it starts the process of sending nulticast
i ntroduction nmessages to ALL-PI M NG C- MAPPERs desti nation
address of 239.0.1.188.

Each CG-MAPPER wi Il set the PEER-BIT, so that incase there are
any SC- MAPPERs inside the network, they won't read the contents
of the message.

Each C- MAPPER sends its domai n nunber, group nunber, al ongside
the priority to be used in the process of election.

As soon as each C MAPPER receives an introduction fromits peer
C-MAPPER, it will conpare the Mesh-Priority value inside the
i ntroduction nmessage with its own Mesh-Priority val ue.

If the received priority value is higher than its own priority
value then, it will put an entry for the peering C MAPPER i nside
its PEER-MAPPI NG table with the status of ACTIVE. And by this
time the G MAPPER understands that it is the STC- MAPPER and nust
act as one.

If the received priority value is lower than its own priority
value then an entry will be put in the PEER-MAPPING table wth
the status of STANDBY. And by this tinme the C MAPPER knows t hat
it is the active G MAPPER and shoul d act as an ACTI VE- C- MAPPER

In case there is nore than 2 C-MAPPERs i nside the donain, and
t hus each C-MAPPER is configured to becone peer with nore than 1
C- MAPPER fromits own domain, then each G MAPPER must do the
above processes until it finds all of its peers and cones to a
conclusion that who is the ACTI VE- C- MAPPER i nsi de MESH GROUP i n
t he domai n.

Expires May 24, 2016 [ Page 94]



| nternet-Draft Pl M NG Novenber 2015

8- It is strongly advised by PI M NG specification that a nmechani sm
be i nplenmented through configuration that infornms each C MAPPER
about the total nunber of C- MAPPERs that are nenbers of a Mesh-
G oup.

9- By this tinme each C MAPPER knows that which C MAPPER is the
active one .so wthout doing nuch nore process, each C MAPPER
will silently accept its role and starts the rel ated process.

Through the above processes existing CMAPPERs in a domain can decide
who is the ACTI VE- G- MAPPER and the rest of themw || be STC MAPPERs.

4.5.3. ANYCAST RP rul es
When ANYCAST RP is in use, and nore than one C-MAPPER is inpl enented
in the domain, a G MAPPER MUST NOT send the information regardi ng any
new CRP it finds through the introduction processes, to its peers
This is due to the fact that fromthe CLIENTS point of view ALL-C RPs
has the sanme uni cast address.

Each C- MAPPER MUST nmi ntains connectivity with each CGRP it finds.

4.5.4. Configuration process of Redundant C- MAPPERs

Wth explanations in previous sections the process is straight
forward also refer to O if needed:

1- Each conponent residing inside a domain is supposed to have a
domain nunber. So it is assunmed that up to this point ALL-PlI M NG
routers inside a domain has been configured with a conmand whi ch
i ndi cates the domain a CLIENT , RP and MAPPER resides in

<#| P Pl M NG DOMVAI N [ X] >
The concepts related to DOVAIN are explained in section 4.6.1.1.
2- Each C- MAPPER needs to be assigned a GROUP nunber
<#1 P PI M NG MAPPER GROUP [ 1- 255] >
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The above conmmands tells the CMAPPER that it belongs to a
specific GROUP, which in our illustrated exanple will be
GROUP- A(west) and GROUP-B(east). pl ease keep in mnd that the
group value is a nunber between 1 to 255

3- Each C-MAPPER needs to know its peer GROUP and if needed the
address of the peer:

<#| P Pl M NG PEER MAPPER DOVAI N[ X] [ GROUP [ 0-255]| [ MAPPER address]]>
O in case of a nesh group

<#1 P PI M NG MAPPER- MESH GROUP [ 1- 25] >

<#1 P PI M NG MAPPER- MESH- GROUP MEM COUNT [ 1- 25] >

<#| P Pl M NG MESH PEER MAPPER DOVAI N[ X] [ GROUP [ 0- 255]| [ MAPPER
address]] >

<#I P PI M NG MESH PRI ORI TY [ 0-255(default 100]>

THE above conmmand lines dictates to the CGMAPPER that it nust becone
peer with a G MAPPER from DOVAI N X and GROUP[ 0- 255] , which in our
exanple will be GROUP-B for west and GROUP-A fromeast. And also it
shoul d use the configured priority value to be used in ACTI VE-C
MAPPER el ecti on.

O in case of inplenenting the Mesh-G oup concept dictates the Mesh-
Group Nunber, total nunmber of Mesh-G oup nenbers, group nunber of the
peer or the unicast address of the peer C-MAPPER and finally the
priority used in the Active C MAPPER el ecti on.

4- | n case the unicast address of the peering C-MAPPER is used the
router will send unicast introduction nessages to its peer.
Al t hough not advi sed because of the dynam c nature of this process,
and especially when there are backup peers in each group, but it is
a way to do it.

4.5.5. G RP and Redundant GC- MAPPERs

I n such network designs with redundant C- MAPPERs, Active C-MAPPER
inforns the C-RPs about the existing CMAPPERs inside the donmain by
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sending nmulticast introduction nmessages to ALL-PI M NG CLI ENTS
destination address 239.0.1.190.

Al so as described before as soon as a C MAPPER becones peer with
another CG-MAPPER it will set the A-BIT when sending introduction
messages to either ALL-PI M NG CLI ENTs (239.0.1.190) or unicast
address of a CGRP

The above processes dictate to the existing CGRPs that they MJST

o0 Find the closest C-MAPPER based on the uni cast address of the

C- MAPPER and the information inside the unicast routing
i nformati on base.

| ntroduce to the cl osest C- MAPPER

| f any changes occur inside the domain |ike, the registration
of a new source or deletion of a new source, each C RP nust
informthe C MAPPER by sending the AMMI to the C- MAPPER. This
way other C-RPs inside the domain will receive the information
regarding a new source registration inside the network from
their closest C MAPPER which they had introduced thenselves to
1t.

If a CGRP receives a request froma CLIENT for a source, CRP
MJST send the Domai n-set associated with a source to the
client, so that the client knows that where the source is
generated and use the DOVAI N-SET | ater when sending a join
request to the source.

4.6. Multiple multicast domains

Thr oughout the specifications of PIMNG up to this point the concepts
and processes that occur in a single PIMNG nulticast domain have
been expl ai ned.

But

in large sized networks such as an enterprise network or the

Wrld Wde Wb (WMWY itself, the need for using nultiple nulticast
domai ns instead of a single nulticast donmain is needed to be
consi der ed.

Sam
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Exanpl es of such cases can be:

o Enterprise networks ,which the needs of the network dictates to
divide the nulticast domain in to 2 or nore separate donains
to have a better control over the propagation of the nulticast
traffic.

o Enterprises or conpanies, wth buildings and networks in
different places. Wth each network or building connected by
means of GRE- TUNNELs or MP-BGP to carry nulticast traffic.

o The internet as the biggest network of all, which is divided to
different nulticast domai ns, each connected to the other ones
by different nmethods |ike MP-BGP as the carrier protocol of
mul ticast traffic.

connecting 2 or nore PIM NG nulticast domains to exchange the
information regarding the nmulticast sources originated in each
domain, is done through making 2 or nore C-MAPPERs from one domain
peer with one or nore C-MAPPER (s) in the other domain. The C- MAPPERs
then will start to exchange their AMMI' (s) with each other through
sendi ng uni cast-encapsul ated i ntroducti on nessages to each other. And
because of the bellow facts:

o The propagation of nmulticast introduction nessages of one
domain in to other domains is not desired.

0 A PIMNG domain nay be 1 or nore Autononpus Systens away.

o There may be a transitory AS between 2 PI M NG domai ns, which
only provides the connectivity in ternms of forwarding
mul ticast traffic destined for group (G or join/prune
messages. Such a scenario can be seen in designs where 2 PI M
NG domai ns are either connected through an ISP or a Pl M SM
net wor k.

o0 There m ght be one or nore AS (s) or networks between 2 PI M NG
domai ns, that nust not receive the information regardi ng sone
of the sources that are being originated, or nust not receive
themat all. But their network infrastructure is needed to
forward j oi n/ prune nessages and nulticast traffics.

C- MAPPERs MUST NOT use the autonmated nechani sns described up to this

point to becone peers and MJUST use the unicast address of their
desired peers in other donains.
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Al so PI M NG uses a uni que nethod to RPF check the received
information regardi ng nulticast sources which provides the existence
of transitory Ass unlike the RPF check nmethod used in PIM SM and MSDP
whi ch has sone |imtations in this part.

So PI M NG specifications uses sone rules, processes and definitions
specific to PIMNG to connect different PI M NG donmai ns or a network
of PIM NG domains with a network of PIM SM domai ns, which are
explained in the foll ow ng sections.
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Figure 38 network with 2 PIM NG nmulticast domains
4.6.1. Definitions and concepts
In the follow ng sections different features and rules that are used
when connecting nmultiple PIMNG nulticast domains, and rel ated
definitions and concepts are expl ai ned.
4.6.1.1. Domain
PI M NG i ntroduces the concept of domain in a way that each domain is
di stingui shed fromthe other domains by the domai n nunber or val ue.

Each domain has its separate set of CLIENTS, CRPs, TRs and C
MAPPERS .
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Pl M NG uses a 32 bit domain field to support future needs of

mul ti casting and classifies the range in to 4 groups which are
expl ai ned bell ow. But PI M NG specifications suggest to different

met hods of domai n nunber assi gnnent which both of themclassifies the
range in to 4 groups:

1-

Sam

This method is unique to PI M NG specifications and we STRONGLY
advi se the use of this nethod which will need the domain nunbers
to be either globally unique and assigned by I ANA or locally

uni que and assigned by either the RIRs or an entity or enterprise
wi th a uni que PI M NG CORE- DOVAI N nunber :

o Donai n range [1-9900] as PI M NG DOVAI N

o Donai n range [9901-9999] as PI M NG DOVAI N for private,
experinmental and docunentation use.

o DOVAI N range [10000-4294000000] as PI M NG Cor e- DOVAI N

o Donai n range [4294000001-4294967293] as PI M NG Cor e- DOVAI N f or
private, experinental and docunentation use.

0o Domai n nunbers 0 and 4294967294 are reserved.

This method won't need any assignment by I ANA or any RIR since a
domain nunber will be the sane as the globally uni que autononous
system nunber (AS nunber) assigned by | ANA to be used as PI M NG
CORE- DOVAI N nunbers, and Pl M NG DOVAI N nunbers will be chosen from
the private ranges. But this nmethod is only introduced to nake the
domai n nunber assignnent easier and is not the advised nethod:

o] Domai n range [ 1-64511] and [ 64536-4200000000] as PI M NG CORE-
DOMAI N nunbers which due to the fact the nunbers are assigned
by I ANA as AS nunbers, they are globally unique.

o Donai n range [64512-65512] as Pl M NG DOVAI N nunbers. This range
needs to be locally unique fromthe Rl R-CORE- DOVAI N poi nt of
view or the CORE-DOVAIN of an entity or enterprise.

o DOMAI N range [65513-65535] as PI M NG DOVAI N nunbers for
private, experinental and docunentation use.

o Donai n range [4200000001-4294967293] as PI M NG Cor e- DOVAI N f or
private, experinental and docunentation use.

0o Domai n nunbers 0 and 4294967294 are reserved.
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Now t hat the donmai n nunber classifications are explained, we are
going to explain the rules and specifications that apply to the above
cl assifications.

The bell ow specifications and rules apply to ALL-PI M NG domai ns:
1- Al clients inside a domain MJST have the sane donmai n nunber.

2- Al CRPs inside a domain MJST have the sane domai n nunber, as
the clients.

3- Al CMPPERs inside a domain MJST have the same domai n nunber
as the CLI ENTs.

4- Al TRs inside a domain MUST have the sane domai n nunber as the
C- MAPPER

5- dients MIST only respond to or accept HELLO nessages from a
nei ghbor wi th matchi ng domai n nunber.

6- dients MIST only accept and respond to C- MAPPER i ntroduction
messages sent to 239.0.1.190, which has a matching donmain
nunber .

7- GCRPs MUST only accept and respond to C MAPPER i ntroduction
nmessages sent to 239.0.1.190 or unicast C MAPPER introduction
messages W th matchi ng domai n nunber.

8- GCRPs can only becone peer with C-RPs inside the sane donai n,
so a CRP MJUST NOT accept or respond to the C-RP introduction
nmessage sent to 239.0.1.189 from other domains.

9- C MAPPERs can becone peer with C MAPPERs fromthe sane domain
or from ot her donai ns.

10- G- MAPPERs MJST BE the only nmeans to exchange the information
regardi ng the existing sources in each domai n by exchangi ng A-
MULTI CAST MAPPI NG TABLES.

11- IF a DOVAIN is needed to be connected to another domain it MJST
be connected t hrough one or nore Pl M EDGE- ROUTERs (PER/ PPER) to
prevent the propagation of unnecessary multicast introduction
traffic in each domain. In case an enterprise needs to divide
its nmulticast domain in to 2 or nore sub-domains, it is strongly
advi sed to use PERs to prevent the fellow of unnecessary
mul ticast introduction traffic of one domain to other domains.
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12-

13-

C- MAPPER (s) MJST introduce all existing CGRPs and TRs they
find inside the domain to ALL-PI M NG ROUTERs i nsi de the domain
(230.0.1.190).

C- MAPPERs MUST renove any private DOVAIN, private CORE- DOVAI N
or sub-domai n nunber before advertising any nmulticast source
globally or to be nore specific to a peer CMAPPER i n anot her
domai n.

The bel | ow specifications and rules apply to Pl M NG DOVAI Ns:

Sam

1-

Pl M NG DOVAI N nunber val ues MUST be uni que fromthe connected
Pl M NG- CORE- DOVAI N poi nt of view .so the values MJST be assi gned
by a | ocal organi zation or Regional Internet Registry who has a
gl obal I'y uni que PI M NG CORE- DOVAI N nunber, in case the
enterprise doesn’t have a PIM- NG CORE- DOVAI N nunber which is
gl obal I'y uni que.

A PI M NG DOMAI N can be either a public network or a private
network which is connected to the public network by using the
NETWORK ADDRESS TRANSLATI ON. And by private PI M NG specification
means that all the conponents of the PI M NG domain such as C
MAPPERs and even sources can use private unicast addresses.

An enterprise can use any Pl M NG DOVAI N nunber fromthe
classified range freely as long as it doesn't need to advertise
its multicast sources globally and by advertise fromnow on we
mean sendi ng any existing multicast sources to a peer C MAPPER
inside a PI MNG CORE-DOVAIN with a gl obally uni que domai n nunber
by sendi ng A- MULTI CAST- MAPPI NG TABLE i nsi de t he uni cast -
encapsul ated C- MAPPER i ntroduction nessage.

If an enterprise needs to advertise its nmulticast sources
globally but does not wish to or doesn’t need to apply to get a
gl obal Iy uni que PI M NG CORE- DOVAI N nunmber , it MJST apply to get
a uni que PI M NG DOVAI N nunber fromthe Regional |nternet
Regi stry and advertise its nulticast sources through the
Regi onal Internet Registry's Pl M NG CORE- DOVAI N

If an enterprise with nore than one Pl M NG DOVAI Ns al
connected through an Internet Service Provider(lSP) backbone
,doesn’t need to advertise i1ts multicast sources globally and
only needs to use them internally , it doesn’t not need to
beconme connected to the ISP by making one or nore C MAPPERs peer
with a G MAPPER inside the | SP backbone ,due to the fact that
Pl M NG speci fications uses its special unicast introduction
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10-

11-

met hod to nake C-MAPPERs in different donmains peer alongside its
RPF check nmethod unique to Pl MNG ,and doesn’t use MSDP.

If a nmulticast source inside a Pl M NG DOVAI N needs to be
gl obally accessible it MJUST be first advertised to a peer C
MAPPER i nsi de an exi sting Pl M NG CORE- DOVAI N

I f an enterprise needs to divide its nulticast domain into 2 or
nmore mnul ti cast domains, w thout the need of applying to get nore
t han one | ocally uni que PI M NG DOVAI N nunber fromthe Regi ona
Internet Registry, it can do so by dividing its nulticast domain
into 2 or nore domai ns as sub-domains of the main domain which
is assigned by the Regional Internet Registry. The related
concepts will be discussed |ater.

A PI M NG DOVAI N can be connected to a Pl M NG CORE- DOVAI N
t hrough anot her PI M NG DOVAI N or even an existing Pl M SM domain
and does not need to be directly connected to send joi n/prune
messages or receive traffic for a nulticast destination group.
But in order to advertise its nulticast sources globally it MJST
be connected to either the nei ghbor PI M NG DOVAIN which is
connected to a core donmain or directly to the PI M NG CORE- DOVAI N
and by connected PI M NG specifications dictates that at | east
ONE C- MAPPER i nside the PI M NG DOVAIN MUST be a peer with either
a C MAPPER i nside the nei ghbor domain or inside the core domain.

Nor mal domai ns can have one or nore Tree-Roots(TR).if TR exists
in a domain the join/prune nessages MJUST first be forwarded
towards the existing TR, and then towards the source.

If the network is consisted of PIM NG CORE-DOVAINs (CD) and a
client is in need of sending join/prune towards a source which
can be reached through an existing Pl M NG CORE-DOVAIN, and TR or
TRs are considered in each PIM NG DOVAIN, each client MJST first
send its join request for a source towards the TR residing
inside its domain and then after the join/prune nessage reached
the local TRit MJUST be forwarded towards the TR inside the PI M
NG CORE-DOVMAIN . So all clients residing inside Pl M NG DOVAI N
MJST have know edge about the existence of the CORE-DOVAIN TR or
TRs.

Wien a PER/ PPER receives join/prune nessage on an external
interface which is connected to either another donmain or public
networ ks, destined for a source inside its domain or a TR inside
an exi sting Pl M NG CORE-DOVAIN or a source in another domain it
MJUST forward it first toward the closest TR inside its own
domain by setting the R BIT inside the source address field of
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the received join/prune and putting the address of the cl osest
TR in the appropriate field and then the TR wll forward the
traffic towards the source or existing TR inside the PI M NG
CORE-DOVAIN if it is dictated inside the join/prune nessage.
This process will elimnate unnecessary join nessage traffic
towards a source in case many CLIENTS will need the sane
specific traffic. O a new CLIENT may ask to receive the sane
traffic.

12- A C MAPPER MJUST add its domain nunber to the domai n-set of any
recei ved multicast sources received from PEER- C- MAPPERs i n ot her
domai ns before advertising themto other PEER-C MAPPERs in other

domai ns.

13- A C-MAPPER inside a PI M NG DOVAIN MUST add its domai n nunber
to the domai n-set of any received nmulticast sources from ot her
domai ns when advertising to a PEER- C- MAPPER i nsi de the sane
domai n. These additional prepended donmain values wll be use by
C- MAPPERs i nside the domain for RPF check.

14- A C- MAPPER inside a PI M NG DOVAIN MUST add its domai n nunber
to the domai n-set of any received nmulticast sources from peer C
MAPPERs i nside the domain to a PEER-C- MAPPER i nsi de the sane
domai n. These additional prepended donmain values wll be use by
C- MAPPERs i nside the domain for RPF check.

15- If a CMAPPER | oses its connectivity wth a PEER- C- MAPPER
i nsi de ot her domai ns whether a Pl M NG DOVAIN or a Pl M NG CORE-
DOMAIN it MUST NOT i mmedi ately renpbve the nulticast sources
received fromthat PEER-C-MAPPER .instead in such a case the C
MAPPER MUST set a 5 mnute tiner by-default which is called the
sour ce-suspension tinmer and inform ot her PEER-C MAPPERs about
the incident by sending AMMT with the sources it has been
receiving fromthat PEER being entered as suspended. This way
the C-RPs inside other domain will see the suspend flag and w |
know that they MJUST NOT answer to client requests sent for those
sources until further notice ,which will be either activating
t he sources again or renoving them

16- If a CMAPPER | oses its connectivity wth a PEER-C- MAPPER
i nside the sane domain, it MJST only set the suspend flag for
the sources that the | ost PEER was receiving from outside
domains. This is due to the fact that when inside a domain a C
MAPPER is dead C-RPs will use other existing C MAPPERs
i medi ately. So there will be no need to set the suspend flag
for the sources that are being generated inside the domain.

Expires May 24, 2016 [ Page 104]



| nternet-Draft Pl M NG Novenber 2015

17- C-MAPPERs MUST renove any private DOVAI N or sub-domai n nunber

before advertising any nulticast source to peer C- MAPPERs i nside
the domain or globally to a peer C MAPPER in anot her domain.

18- C MAPPER or PPER with peers in other domains MJUST renove the

addi tional prepended

The bel |l ow specifications and rules apply to Pl M NG CORE- DOVAI N ( CD)

Sam

1-

Pl M NG CORE- DOMAI Ns nunmber MJST be gl obally unique to be able
to advertise any nulticast source neant to be used gl obally by
any user connected to the Wrld Wde Wb.

Pl M NG CORE- DOMAI N nunber assi gnnment MUST be done by an
I nternational organization such as | ANA

A PI M NG CORE- DOVAI N can be sinply consisted of one or nore C
MAPPERs and PERs in the core of an enterprise network to
advertise the nmulticast sources received from peer C MAPPERs in
connected Pl M NG DOVAI Ns of the enterprise. O can be the
I nt ernet backbone of a country connecting the countries network
infrastructure to other countries internet backbone.

A PI M NG CORE- DOVAI N can be the backbone of an Internet Service
Provider (ISP) fromits custoner's point of view in this case
if a custoner has 2 different networks connected through an ISP,
if it needs to advertise its nmulticast sources globally it wll
need to do it through the ISP's Pl M NG CORE- DOMAIN if i1t doesn’t
wish or doesn’t need to receive a unique core domain number, by
peering at | east one CMAPPER in one of its domains wwth a C
MAPPER i nsi de | SP backbone.

A PI M NG CORE- DOVAI N can be either a public network or a
private network which is connected to the public network by
usi ng the NETWORK ADDRESS TRANSLATI ON. And by private PI M NG
specification neans that all the conponents of the PI M NG donmain
such as C-MAPPERs and even sources can use private unicast
addr esses.

I f an enterprise does not wish to advertise its nulticast
sources globally but needs to use one or nore Pl M NG CORE-
DOMAIN (s) it can freely use a domain value fromthe private
range. But in case they need to advertise any nulticast source
globally to be used by users connected to ot her Pl M NG CORE-
DOMAI Ns, it MJST apply to get a uni que domai n nunber.
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7- If an enterprise is using private Pl M NG CORE- DOVAI N nunbers
for its internal use and needs to advertise its nmulticast
sources globally wi thout getting a unique Pl M NG CORE- DOVAI N
nunmber, it can do so by applying to get a locally unique Pl M NG
DOMAI N nunber to advertise its nulticast sources through the
Regi onal Internet Registry's PIM NG CORE-DOMAIN. In this case
the private core domain nunber nust be set to be a sub-domain of
t he assi gned PI M NG DOVAI N nunmber, which the rel ated concepts
wi Il be discussed |ater.

8- CORE-DOVAI N C- MAPPERs are responsible for connecting different
CORE- DOVAI Ns to each ot her.

9- A C MAPPER MUST add its domain nunber to the domai n-set of any
recei ved nulticast sources received from PEER- C- MAPPERs i n ot her
domai ns before advertising themto ot her PEER-C MAPPERs in ot her
domai ns.

10- A C- MAPPER inside a Pl M NG CORE- DOVAI N MUST add its domain
nunber to the domai n-set of any received nulticast sources from
ot her domai ns when advertising to a PEER-C- MAPPER i nsi de the
sane donmai n. These additional prepended domain values wll be
use by C-MAPPERs i nside the donmain for RPF check.

11- A G MAPPER inside a Pl M NG CORE-DOVAIN MUST add its domain
nunber to the domai n-set of any received nulticast sources from
peer C-MAPPERs inside the domain to a PEER-C- MAPPER i nsi de the
sane donmai n. These additional prepended domain values wll be
use by C- MAPPERs i nside the donmain for RPF check.

12- C- MAPPERs MUJST renove any private DOVAI N or sub-domai n nunber
before advertising any nulticast source globally or to be nore
specific to a peer C MAPPER i n anot her CORE- DOVAI N.

13- A C MAPPER MUST renove additional domains in donmain-set of a
received nulticast source froma Pl M NG DOVAIN, except the first
domai n nunber in the domai n-set which shows the domain in which
a source is generated, when advertising a nulticast source to a
nei ghbor PI M NG CORE- DOVAI N.

14- A C MAPPER MUST NOT renove additional donmains fromthe domain-
set of a received nulticast source when advertising to PEER-C
MAPPERs i nside a Pl M NG DOVAI N.

15- If a CGMAPPER | oses its connectivity with a PEER C MAPPER

either inside the sane donmin or other donmi ns whether a Pl M NG
DOMAI N or a PI M NG CORE-DOMAIN it MUST NOT i mmedi ately renove

Sam Expires May 24, 2016 [ Page 106]



| nternet-Draft Pl M NG Novenber 2015

the nulticast sources received fromthat PEER-C MAPPER . i nstead
in such a case the C-MAPPER MUST set a 5 mnute tinmer by-default
which is called the source-suspension tinmer and inform ot her
PEER- C- MAPPERs about the incident by setting the SUSPEND fl ag

i nside the A-MIULTI CAST- MAPPI NG TABLE for the sources it has been
receiving fromthat PEER and send the table with the suspend
flag to other peers. This way the C-RPs inside other domain wll
see the suspend flag and will know that they MJUST NOT answer to
client requests sent for those sources until further notice
,Which will be either activating the sources again or renoving

t hem

16- If a CGMAPPER | oses its connectivity with a PEER C MAPPER
i nside the sane donmain, it MJST only set the suspend flag for
the sources that the | ost PEER was receiving from outside
domains. This is due to the fact that when inside a domain a C
MAPPER is dead C-RPs will use other existing C MAPPERs
i mredi ately. So there will be no need to set the suspend flag
for the sources that are being generated inside the donain.

17- CORE- DOVAI N C- MAPPER (s) MJST introduce any existing CORE-
DOVAIN TR (s) to normal domains for further use.

18- CORE- DOVAI Ns MJST have one or nore TR (S).
4.6.1.2. Pl M EDGE- ROUTER ( PER/ PPER)

As described in the previous section each domain is distinguished
fromthe other donmains by a uni que domai n nunber.

Each domain MUST be conpletely isolated fromthe other domains, and
in case for exanple all domains are | ocated under one roof inside one
network infrastructure and using one united dynam c routing protoco
it is strongly advised to use PERs to reduce the propagation of
unnecessary multicast introduction nmessage of C- MAPPERs or C-RP (s)
in search of their peers.

An exanpl e of such network can be an enterprise network trying to
divide its current network infrastructure in to 2 or nore Pl M NG
mul ti cast domai ns or Sub-Domains. |f these connected nulticast
domai ns are not isolated sonehow we will see unnecessary multicast
traffic inside each domain, which in the Pl MNG case will be the

mul ticast traffics related to G MAPPER i ntroduction nmessages to ALL-
Pl M CLI ENTs(239.0.1.190) or CGRP introduction nessages(239.0.1.189)
sent out to find PEER-C-RPs which are intended to circul ate inside
one domai n and since Pl M NG ROUTERs i nside other domai ns wont react
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to such nessages fromother domains it will be a waste of network
resour ces.

Anot her exanple could be the World Wde Wb itself, in which each
mul ti cast domain is connected to other multicast domains by either
using one or nore edge routers connected to other nulticast domains
by using MP-BGP or a sinple tunnel between each 2 nulticast domain to
give nulticast traffic transfer ability. And such designs are due to
the fact that in reality not all routers between each nulticast
domai n support the needs of nulticast traffic transfer.

Because of the above facts PIM NG introduces the concept of Pl M EDGE-
ROUTER with 2 different classifications:

1- PIMEDGE-ROUTER(PER):a PER is sinply a PI M NG AWARE router that
acts as the boundary between either 2 PIM NG domai ns, Sub-Domai n
or a domain and outside networks and wll control the propagation
of unnecessary or unwanted PI M NG i ntroducti on nessages.

2- PRI VATE- PI M EDCGE- ROUTER (PPER): a PPER is a Pl M NG AWARE router at
t he edge of the network which is responsible for NETWORK ADDRESS
TRANSLATI ON (NAT) operations. PPER is responsible of becom ng peer
with other PPERs in other domains in order to exchange AMMI' (s)
between different private PIM NG domains. It is seen as a norne
C- MAPPER by ot her domains, and is seen as PPER by internal C
MAPPERs in a way that an existing C MAPPER inside the domain w |
only exchange the contents of AMMI with a PPER and won't introduce
it to the domain.

Bel ow specifications and rules apply to Pl M EDGE- ROUTERs ( PER)

0 A PIM NG AWARE router connecting 2 or nore PIM NG nul ticast
domai ns to each other is considered a Pl M EDGE- ROUTER( PER)

o A PI M EDGE- ROUTER connecting a public PIM NG domain to other
PI MNG mul ti cast domains is called a PER And by public PIMNG
specifications neans that either every Pl M NG AWARE rout er
inside the domain is using public class IPs or at |east C
MAPPERs or ALL- SOURCES inside the domain use public IP
addresses. In the case of public PIMNG nulticast domain ,if the
domain is connected to other donmains by a protocol capable of
transferring nmulticast traffic ,such as MP-BGP it is advise to
put the PER at the edge of the network. If PERS in separate
domai ns are connected by using a tunnel, they can be pl aced
anywher e.
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PERs can use an interface | oopback as their unicast address
when introducing to CMAPPERs or any other interface connected
to the DOVAI N

Since all interfaces of a PI M NG AWARE ROUTER are consi dered
internal interfaces by default, a PIM NG PER MJUST have one or
nore external interfaces connected to the outside networks or
domain. so a PER can have one or nore interface inside domain[X]
and one or nore inside domain[Y].

A PER MJUST NOT forward any nulticast introduction nessages
received on an internal interface to its external interface.
Unless it is dictated to the PER to forward a specific nulticast
i ntroduction which MJUST BE done based on the domai n nunber
indicated in the introducti on nessage.

A PER can act as the boundary between to C MAPPER Mesh- G oup
Areas inside a domain to prevent the propagation of ACTIVE C
MAPPER i ntroductions fromone area to the other area. In this
case the PER MJUST BE configured to have one or nore interface in
each area. These areas are ONLY neani ngful to the PER, so that
the PER will not forward multicast introductions fromone area
to the ot her one.

A PER which is acting as the boundary between Sub-Domai ns, MJST
know the main domain nunber in which it is resided and also the
Sub- Domai n nunbers to which it is connected. This is duo to the
fact that in sone designs the need for nulticasting in PIMNG
will need the PER to forward the ACTIVE C MAPPER i ntroduction
messages sent to 239.0.1.190 in the main domain by checking the
domai n nunber of the received introduction nessages. The
concepts related to Sub-Domain are explained in section 4.6.5.

A PER acts as the boundary between 2 domai ns, Sub-Domai ns and
areas, so it MJST NOT forward multicast introduction nessages
sent to 239.0.1.188, 239.0.1.189, 239.0.1.190 received from one
domai n, Sub-Domain and area to the other. ONLY in case of Sub-
Domain and Area a PER acting as the boundary between the 2 can
forward such traffic and ONLY if it is dictated to do so.

A PER can act as a BORDER- Pl M NG ROUTER (BPR) when connecting a
Pl M NG donain to a PIM SM domai n. In such designs PER MIUST have
one or nore hands or interfaces in PlM NG domain and one or nore
hands in Pl M SM donai n.

A PER MJST introduce itself to the closest CMAPPER only in
case, it has the role of a BPR too, so that the CMAPPER starts
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sending AMMI to the PER PER will use the contents of AMMI in
the process of forwardi ng join/prune nessages received fromthe
connected PI M SM network to the PI M NG networ k

If in a network design such as a network containing Pl MNG SUB-
DOMAINs ,it is needed that the PER forwards the mnulti cast
traffic destined for 239.0.1.188 and 239.0.1.190 in the main
domain ,it MJST becone aware of the situation to be able to
forward that specific traffic.

In case TR exists in the domain, each PER MUST set the R-BIT of
t he Source Uni cast Address which shows that the join/prune
message MUST be forwarded towards the TR first and put the
address of the closest TR in the appropriate field before
forwarding it in the domain.

The bel | ow specifications and rules apply to PRI VATE- Pl M EDGE-
ROUTERS ( PPER) :

o

A Pl M EDGE- ROUTER connecting a private PIM NG nul ticast domain
to other donains ,whether private or public ,and typically is
responsi bl e for doing the NETWORK ADDRESS TRANSLATI ON wi | |
introduce itself as a PRI VATE- Pl M EDGE- ROUTER(PPER) to the C
MAPPERs i nside the domain. It will be done by the EDGE- ROUTER at
the tinme of introducing itself to the C MAPPER, and by setting
the PRIVATE (P)-BIT in the introducti on nessage. And by private
Pl M NG specifications neans that all conponents of the donain
such as C-MAPPERs and even sources use private |P addresses, or
at | east sonme of the sources inside the domain are using private
addresses which need to be accessed from the outside.

In a network design in which all C MAPPERs inside the donmain
are using private unicest addresses, PPER is responsible of
becom ng PEER with other PPERs or C-MAPPERs in other domains in
order to provide the ability of exchanging the information
regarding the existing nmulticast sources in different domains,

t hrough exchangi ng the AMMI between PPERs or C- MAPPERs in ot her
domai ns and C- MAPPERs inside their own domain. So in such a
design a PPER is seen as a PEER-C- MAPPER by PPERs or C- MAPPERs
in other domains and MJUST al so be configured as a C MAPPER

A PPER is seen as only a PPER by C MAPPERs inside the domain
and the information related to it such as the unicast address,
MUST NOT be advertised inside the domain in C MAPPER
i ntroduction nmessages sent to 239.0.1.190. Such information is
only usabl e by existing CGMPPER (s). And C MAPPER uses the
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information regarding PPER to send the contents of AMMI to the
PPER (s).

In designs in which at | east one C-MAPPER inside the domain is
using publicly routable IP address, and is configured to
directly becone peer with G MAPPER (s) or PPER (s) in other
domai ns on behal f of the domain a PPER may not need to play the
role of GMAPPER too, and will only play the role of PPER and
recei ve the A-MULTI CAST MAPPI NG TABLE for further use.

In a network design in which all C MAPPERs inside the donmain
are using private unicast addresses ,PPER is responsible of
becom ng MSDP- PEER with RP' (s) inside any nei ghboring Pl M SM
domain , in case each domain needs to becone aware of the
sources that are being generated in the other domain.

A PPER can act as a BORDER- Pl M NG ROUTER (BPR) when connecti ng
a private PIM NG domain to a Pl M SM domain. In such designs PER
MUST have one or nore hands or interfaces in Pl M NG donai n and
one or nore hands in Pl M SM domai n.

Each PPER MUST send uni cast introduction nessages to the
uni cast address of the closest C MAPPER, Introducing itself so
that the G- MAPPERs can start sending their A-MJILTI CAST MAPPI NG
TABLEs.

To find the closest CMAPPER, a PPER MJUST listen to the

i ntroduction nessages sent by the C-MAPPER in the domain or in
case of existing G MAPPER Mesh- Groups the introduction nessages
sent by the Active C MAPPER

In case of a nmulticast domain with nore than one C- MAPPER Mesh-
Group isolated and separated in to 2 or nore Mesh-G oup areas by
setting up boundaries using PERs, it is STRONGLY advised to
statically introduce at | east one C- MAPPER from ot her Mesh-

G oups to the PPER This is a MJST due to the fact that the PPER
will definitely hear the introduction nessage of the active C
MAPPER in area it is resided in, but it needs to also be aware
of at | east one C-MAPPER fromthe other Mesh-G oups.

Each PPER MUST i nformthe C MAPPERs inside the domain about the
recei ved multicast sources from other domains by sending the
AMMI to the closest CMAPPER to which it has introduced itself
toin the first place.

When a PPER receives information regarding nmulticast sources
inside its owmn domain, since it is at the edge of a private
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network it MJUST first save the infornmation related to the

uni cast address of each source with private |IP address in a
tabl e specific to PPER call ed | NTERNAL- MULTI CAST- SOURCE TABLE
(I'MST) and then it MJUST change the unicast address of the
sources with its public unicast address before sending the AVMI
to PEER PPERs or MSDP-PEERs. The process of changi ng source
uni cast address of nulticast groups MJST be done based on an
exi sting ACL or route-map, due to the fact that sonme nulticast
groups may use public unicast addresses, and we don’t want
endi ng up changi ng those addresses too. So if a source unicast
address needs to be changed it MJST be chosen by an ACL.

|f a PPER receives a join/prune nessage on an externa
interface with its own unicast address as the source of the
mul ticast group, it MJST check the contents of | MST and find the
real unicast address of the source that is originating traffic
for nmulticast group (G and replace it with the address inside
the join/prune nessage and forward it to the donain.

If a domain is connected to outside networks through nore than
one PPERs , and each PPER is acting as a CMAPPER to becone peer
with PPER (s) or CMAPPER (S) in other domains on behalf of C
MAPPERs inside its domain , a mechani sm MJUST BE used so that al
the PPERs use one united publicly routable IP address as the
originator address of the sources that are originated inside the
domain, and also in case there are nulticast sources using
private | P addresses that nmust be advertised to other domains,
as the source unicast address of such nulticast sources. This is
due to the fact that we don’t want to end up advertising our
mul ticast sources with different originator address or source
uni cast addresses to other domains. So we advise that on each
PPER a united publically routable address be configured as the
originator address if the PPERs al so have the role of C MAPPER

In case TR exists in the domain, each PPER MJUST set the R BIT
of the Source Unicast Address which shows that the join/prune
message MUST be forwarded towards the TR first and put the
address of the closest TR in the appropriate field before
forwarding it in the domain.

EACH PPER MJUST change the originator unicast address of the
sources created inside its domain with its own public address.
This address or the originator unicast address will be used in
case a PIM SM domain is needed to becone connected to a network
of PIM NG domains in the process of RPF check
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o PPER MUST maintain connectivity with C MAPPER t hrough its
uni cast introduction nmessages and in case it loses its
connectivity wwth the G MAPPER and if SC MAPPER exists, it MJST
i mredi ately query the SC-MAPPER. This is duo the fact that a
PPER is acting as the C- MAPPER and any existing SC MAPPER from
t he peer G MAPPER s point of view PPER MJST send periodic
i ntroductions every 30 seconds.

0 1 2 3

1234567890123456789012345678901
+- e o I S S e i o S S S S e  aad it R
| Reserved | Checksum |
+- I S S T i S i S S S S S e I S S e
| DOMAI N |
R e i i S S e i s o e S S S o i ot St S R R SR S
| P| Z] BJ reserved |
B i T e R ks i T e e sl i o o e S e S S il it o
| EDCE uni cast address |
R i i I S S e S i et St R R R S e i i S S e e
N

+- +- +-
A- MULTI CAST MAPPI NG TABLE |
i o i S e et E e s R ok S HI SR

Figure 39 PER introduction nessage
o TYPE : EDGE
o Z-BIT: whenever a PPER needs to informa change about its
connect ed nei ghbor DOMAINs to CMAPPER it will set this BIT
and then send the information.

o P-BIT: when set indicates to the receiving CMAPPER that it

is a PPER
o B-BIT: Border-PIMNGROUTER BIT is set when a PER has the
rol e of BPR.
T +
| source address | Destination G oup| source host |
S +
| | | |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e o +
| | | |
T +

Figure 40 Internal Milticast Source Table
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4.6.1.3. Tree Root (TR

Up to this point of explaining PIMNG specifications, although the
exi stence of a conponent nanmed TR was nentioned, clients were to nake
direct contact with a source and send their join nessage directly to
the desired source. The processes have been explained this way to
gi ve a good understandi ng of the underlying processes.

They still can, but to support the needs of nulticasting, PIMNG

i ntroduces the concept of TREE-ROOT (TR). This concept has been

i ntroduced, duo to the fact that, there m ght be many clients in each
domain in need of listening to a particular multicast traffic and if
they were all to send their join nmessages directly to that source or
the TR residing in the core domain, the final result wll be the
wast e of bandwi dth and the waste of source and CORE- DOVAI N- TR

resour ces.

The bel ow specifications apply to TR

o Each normal domain can have one or nore TR (s) which it is
strongly advised to be used.

o Each core-domain MUST have one or nore TR (s).

0 ALL-PIMNG TR (s) MJST introduce thenselves to the closest C
MAPPER by sendi ng ui cast introduction nessages ,so that the C
MAPPER learns the TR’s unicast address and introduce it to the
domai n .

o |If any core-donmain is considered, the C MAPPERs inside the
core-domai n MUST introduce any existing TR inside the core-
domain to all normal domains connected to it so that the entire
PI M NG mul ti cast network will beconme aware of the existence of
core-domain TR (s).

o |If aTRis receiving nmnulticast traffic (G, and other TR (s)
exist in the domain, it MJUST nake the other TR (s) aware of the
traffic it is receiving by sending an introduction nmessage
cont ai ning the JO NED- GROUP- TABLE, to the unicast address of the
other TR (s) it receives from CMAPPER inside PDIT. This is done
due to fact that other clients may becone interested in
receiving such traffic later, so if they send their join to
another TR which is closer to them and not aware of the
multicast traffic, it can be double act of sending joins out of
a domain and a waste of resources.
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o

When a TR receives a join/prune nessage with the R-BI T of
Source Uni cast address being set, which neans that the nessage
MJST reach the desired TR first, it MJST check the address of
the TR and if the address is its own address it MJST clear the
R-BI T, which neans that the nessage has reached the desired TR
in the domain and then forward it towards the desired source.

If ina PIMNG nulticast domain nore than one TR exists, and a
TR receives a join/prune nessage for (S, G, before clearing the
R-BIT and forwardi ng the nessage to the next hop, it MJST first
check its JO NED- GROUPS TABLE to see if other TR (s) has joi ned
the SPT for that (S, G. and if an entry is found in the JO NED
GROUP table received fromother TR (s), then if and ONLY I F the
cost of reaching the TR which already joined the SPT for (S,

G based on the cal cul ati ons done by the underlying unicast
routing protocol is better than the cost to reach the source, it
MJUST | eave the R BIT and MJUST NOT clear it and MJUST put the
address of the TR which has already joined the SPT for (S,G in
the appropriate field and forward the join/prune nessage to the
next hop in the best path towards that TR O herwi se in case the
cost of reaching the source is better than the cost of reaching
the next TR which is already joined the SPT for (s, G, it MJST
clear the R-BIT and forward the join/prune nessage to the next
hop in the best path towards the source.

If an RP has the role of TR receiving a join/prune nessage of
(*, G RPT) with the RP address as the TR address neans that the
RP MJUST NOT send back the (S) for (G to the client and MJST
find that source unicast address of (G in either MMI or AMMI
and put the address in the appropriate field and forward the
packet towards the source.

If a TRis also a CGRP, then TR introduction nessages MJST NOT
BE sent and only a CRP introduction nessage wwth the TR-BI T set
WLL be enough.

Each TR MJUST maintain connectivity with the C MAPPER by sendi ng
periodic introductions every 30 seconds.

If nore than 1 TR exists within a domain in order to reduce the
size of PDIT in C MAPPER introduction nessages sent to
239.0.1.190 it is advised to use the ANYCAST concept in the
Domain. to use the ANYCAST concept each TR MJUST be confi gured
with both the ANYCAST address which is used by all clients and
introduced by CGMAPPER in its instruction nessages and an
addi tional unicast address which will be used in TR to C MAPPER
and TR to TR comuni cations. |f the ANYCAST concept is used the
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ANYCAST address MJUST be defined on the C-MAPPER or Active C
MAPPER to be used in PDIT by C MAPPER when sendi ng introductions
t0 239.0.1.190.

| f the ANYCAST concept is used the C MAPPER MUST send the

uni cast address of all existing TR (s) that it finds to existing
TR (s) within its unicast introduction nessages sent to TR ()
for further use by TR (s).

At the end it must be noted that the TR do not need to be a separate
conponent, and each existing CMAPPER or C-RP in the donmain is the
best choice to also play the role of an TR But PIM NG specifications
STRONGLY advise the use of GRP if it is a nust.

Sam
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Figure 41 TR i ntroducti on nessage
o Type : TR

o Z-BIT: if set indicates to the receiver that there has been a
change in the joined-group-table.

Expires May 24, 2016 [ Page 116]



| nternet-Draft Pl M NG Novenber 2015

o e aao +
| JO NED- GROUP1 |
g +
|  MULTI CAST GROUP (G |
o +
|  SOURCE UNI CAST ADDRESS |
g +
I : I
g +
| JO NED- GROUP N |
g +
|  MULTI CAST GROUP (G |
g +
|  SOURCE UNI CAST ADDRESS |
i +

Sour ce Uni cast address Field holds the uni cast address of either
a TRor Cient who is joined a tree for (G. it is set to all Os
if the TRitself is joined to the Tree for (Q

Figure 42 Joi ned- Groups table used by both TR (s)
and Clients

4.6.1.4. Domai n-set and RPF check

Pl M NG Domai n-Set is simlar to BGP AS-Path sequence in a way that
each C-MAPPER MUST add its PI M NG domai n nunber to the domai n-set of
any nmulticast source before advertising it to a peer C MAPPER .so at
the end Domain-Set of a nmulticast source is a string of domains a
mul ticast source has passed to reach its current donain or better to
say to reach the C-MAPPER inside the current domain. Fromthis
perspective Domai n-Set can be cal |l ed Donai n- Pat h sequence.

Domai n-set is what a Pl M NG C- MAPPER uses to RPF check a nulticast
source it receives fromits peer in other domains. Unlike the RPF
check nethod used in PIMSM and MSDP whi ch has sone lintations |iKke:

0 The network of multicast domai ns cannot have a transitory AS,
due to the fact that for a Source Active nessage to pass the
RPF check, the first ASin best path to the originator RP MUST
BE equal to the MSDP peer. So if a custoner's Autononous
Systemis connected to an I SP's Autononobus system the RP
i nsi de the custoner network nust be MSDP peer with the RP
i nside the | SP network.

o Filtering SA nessages can be a hard task, because of the RPF
check rule in a way that, you cannot have a transitory AS
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bet ween to aut ononous systens. such a case can be seen when
adm ni strators does not wish to update all of the SAs or sone
of the SAs created inside their PIM SM domain to the nei ghbor
Aut ononobus System, but they need to update themto a NMSDP-
PEER i n an Aut ononous Systemwhich is (i.e.)2 AS away.

o .

The RPF check method used in PIM NG provides the ability of having
transitory Autononobus Systens. Exanples of such designs are:

o Different PI M NG donai ns are connected by an | SP's backbone and
the ISP is only needed to provide UN CAST- REACHABI LI TY bet ween
different PI M NG domai ns or different Autononobus Systens.

0 an enterprise does not wish to update all of its nulticast
sources to the nei ghbor Autononobus System or PI M NG nul ticast
domain , but it needs all of its nulticast sources to be
advertised to an AS which can be reached through this AS.
consider the bellowillustration in which (i.e.) ASl needs to
advertise its multicast sources to AS3 and AS4 but doesn’t
want AS2 to becone aware of those nulticast sources or at
| east part of the nulticast sources :

AS1 (Dl) ----AS2 (D2) ----AS3 (D3) ----AS4 (D4)

MBSDP speci fications suggest that such work cannot be done and
there will be a RPF check failure. But in PIMNG such a work
can be done.

So if a source (S) is generating multicast traffic (G in ASL which
is assigned a PIM NG domai n nunber of 1(D1) in the above
illustration, the CMAPPER inside DI will advertise the (S,G wth
the domain-set (1) to the peer CGMAPPER in D2 and |ikew se the C
MAPPER in D2 will advertise the (S,G to its peer in D3 with domain-
set of (1,2) and at the end the C-MAPPER inside D4 wll receive the
(S,G wth domain-set (1,2,3).

The bellow rules apply to the DOVAI N- SET:

o Each C MAPPER or PPER MJUST add its domai n nunber to the domai n-
set of a multicast source before advertising it to its peers in
ot her donmi ns.

o If inside a domain , nore than one C MAPPER i s consi dered, each

C- MAPPER MUST add its domai n nunber to the domain-set of a
mul ti cast source before advertising it to its peers inside the
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domai n, unl ess the C MAPPER MESH GROUP concept is in use. This
process is nore |ike prepending the domain nunber to the domai n-
set.

o If ACMPPER(i.e. CMPPER-A) is a nenber of nore than one
Mesh- Group, or a nmenber of a Mesh-Goup and also is peer with a
C- MAPPER whi ch is a nenber of another Mesh-Goup, which in this
case CMAPPER-A is acting as a connection or bridge between the
2 Mesh-Groups, and it receives an update regarding a mnulticast
source froma peer inside the sane Mesh-Goup, it MJIST prepend
its Domain nunber to the Domai n-Set of the nulticast source
before advertising it to its peers in other Mesh-G oups.

o A C MAPPER or PPER MJUST renbve any prepended donai n nunbers
fromthe donmai n-set of a source received from C MAPPERs i nsi de
the domain , before advertising the nmulticast source to a peer
C- MAPPER or PPER in ot her domains.

o Since the PIM NG DOVAI N nunbers are only significant froma
connected Pl M NG CORE- DOVAI N poi nt of view, C MAPPERs or PPERs
in a CORE- DOMAI N MUST renove any PI M NG DOMAI N nunber, EXCEPT
the domai n nunber associated to the domain in which a nulticast
source resides, fromthe domain-set of a nulticast source before
advertising it to G MAPPERs or PPERs in other PI M NG CORE-

DOVAI Ns.

o GC- MAPPERs or PPERs in a CORE-DOVAIN MUST NOT renpbve any Pl M NG
DOMAI N nunber fromthe domai n-set of a nulticast source before
advertising it G MAPPERs or PPERs in other PIM NG DOVAINs which
are connected to it and need to receive the updates regarding
t hose nul ticast sources.

Pl M NG RPF check nethod uses the bell ow rul es:

o The (S, G update received in the AMMI with the shorter domain
sequence i n Domai n-Set passes the RPF check.

(S, G D1)
(S, GAsL(DL)--------- AS2(D2)----------- AS4A( D4)
| /
| /
(S, G D1)| / (S, G D1, D3)

| /
| /

AS3( D3)

Figure 43 Inter-domain connectivity and RPF check
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As shown in O a nulticast source (s) in AS1 with PIM NG domain
nunber 1(Dl) is generating nulticast traffic destined to (Q
and the CG-MAPPER in the domain is advertising the (S, G toits
peers in D2 and D3. C-MAPPERs in D2 and D3 receive the update.
C-MAPPER in D3 advertises the (S, G to its peer in D2 with the
domai n-set (D1, D3). CMAPPER in D2 receives 2 updates for
(SSG wth different domain-sets , one is (Dl) and the other is
(D1,D3) . So at this point the update received from Dl passes
the RPF check and the update received fromR3 fails the RPF
check.

If there is a tie in the domain-set of a nmulticast source
received frompeers in 2 different domains , the update
received fromthe sender in the best path towards the
originator according to the unicast routing information MJST
pass the RPF check. In the above exanple if D3 is connected to
D4 by making a C- MAPPER from each domain peer with the other
one, then CG-MAPPER in D4 will receive the update about (S, Q
wi th equal domain sets of (D1, D2) and (D1, D3), which in this
case the update received fromthe CMAPPER in D2 which is in
the best path towards the originator CMAPPER in D1 passes the
RPF check.

| f inside a domain nore than one C MAPPER exists and the MESH
GROUP concept is not used, the above rules MJST be foll owed.

(S, G D1)
(S, G C MAPPERL-D1-------------- C- MAPPER2- D1
\ /
\ /
(S, G D)\ /1 (S, G D1, D1)
\ /

\ /

C- MAPPER3- D1

Figure 44 Intra-Domain connectivity and RPF check

As illustrated in 0,in which CMAPPERL is advertising an update
about a newly originated source (S, G wth domain-set (Dl) to
its peers G MAPPER2 and C- MAPPER3. C- MAPPERs 2 and 3 receive the
update and start advertising the update to each other , so at
this point and after the advertisenent C-MAPPER2(i.e.) receives
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anot her update for (S,G from C MAPPER3 wi th domai n-set (D1, D1)
and since the donmain sequence of the second received update
from C MAPPER3 is | onger than the one received from C MAPPERL
it fails the RPF check.

o The above rules are applicable in different situations
regardi ng RPF check, and bring so nmuch flexibility to work with
mul ticast sources and the updates regardi ng those sources.

o If a CGMPPER inside a CORE-DOVAI N receives an update about a
mul ti cast source froma peer C-MAPPER in a CORE- DOVAI N and ALSO
froma peer CMAPPER in a PIM NG DOVAIN , the update received
fromthe peer in CORE-DOVAIN MUST pass the RPF check wi thout
consi dering the DOVAI N- SET.

4.6.2. Inter-domain connectivity concepts

PI M NG | nter-donain connectivity is mainly focused on the processes

i nvol ved in exchanging the information regarding nulticast sources
being originated in different multicast domains, as for now |li ke PIM
SM PIM NG uses the underlying unicast routing protocol information
in order to send join/prune nessages froma client in need of
receiving a nulticast traffic to the final destination which can be a
server generating the nmulticast traffic.

Al t hough, PI M NG specification processes and features are designed in
a way that nmakes it possible to use a nulticast routing protocol
unique to PIMNG in order to send join/prune nessages froma receiver
client to the originator of a nmulticast traffic, but since it is out
of the scope of this docunent ,we are going to only explain the
processes related to connecting 2 nulticast domains and exchange the
A- MULTI CAST MAPPI NG TABLE' (s) between them ,which shall be enough to
find a source and through using the underlying unicast routing
protocols informati on reach the source.

The rel ated concepts are going to be explained in 2 different
sections, which are Public Domain connectivity and Private Domain
Connectivity.

4.6.2.1. Public Domains
A public domain is considered by PIM NG specifications to be either a
domain in which C MAPPERs and sources use public I P addresses or a

domain divided in to 2 donmai ns or sub-donmains in which the unicast
address of C- MAPPERs and existing nmulticast sources are known to the
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popul ation, and there is no need to use a PPER and domai ns are
separated by PER (s) which act as the donmai n boundary.

Concepts are explained in 2 different sections called inter-domain
concepts and intra-domain concepts. Inter-domain section is focused
of connectivity of 2 different PIM NG domains in ternms of exchangi ng
i nformation regarding originated nulticast sources in each domain and
the process in which a CLIENT sends join/prune nessage to a source.
And intra-domain section which is the follow ng section is focused
mai nly on the communi cati on between any existing TR wth C MAPPER and
finally clients, which is actually the only feature of PIM NG
specifications that hasn’t been described yet.

4.6.2.1.1. Intra-domain concepts

As said before, TR is responsible of sending join nessages on behal f
of CLIENTs inside the domain to a source inside the domain or other
domai ns.

| f CORE- DOVAI N i npl ement ati ons are consi dered and CORE- DOVAI Ns do
exi st, and the domain-set of a nulticast source indicates that the
source of the nulticast traffic can be reached by passing a Pl M NG
CORE- DOVAI N then the client creating the join/prune nessage MJST set
the CG-BIT of source unicast address and put the address of the CORE-
DOVAIN-TR in the appropriate field and then send the nessage to the
next hop.

But first a Pl M NG AWARE- ROUTER i nsi de each domai n nust be chosen to
act as the TR and as nentioned before; each existing C MAPPER can
take the role of a TRto, which elimnates the need for a separate
router to be used.

Conmmands such as the commands bellow are initiated on the chosen
router:

<#I P PIM NG TR>

<#I P PI M NG SOURCE | NTERFACE LOOPBACK X>

<#| P Pl M NG DOVAI N [ X] >

<#I P PI M NG | NTERFACE X, Y, Z>

The above conmmand lines will tell the router that it is the TR of
PI M NG donmain X ,and it should use its interface | oopback defined in

the command as the unicast address it is going to introduce itself
with it to the C MAPPER
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Al though it may seem useful to have backup TR in the domain, we

advi se the use of a new TR instead of backup TR for bringing both
redundancy and high availability at the sane tinme to the domain. So
no back-up TR is considered .the only case which there mght be a
back up TR i nplenentation is when a CRP has the role of TR and a SC
RP i s consi der ed.

In case CRP' (s) is going to have the role of TR too, and the concept
of ANYCAST-RP is in use in the domain, the follow ng rules MIST be
obeyed:

0 Since ANYCAST-RP concept causes the clients to contact the
cl osest RP uni cast address according to their unicast routing
tables, if GRP is going to act as a TR, then ALL-C-RPs in a
mul ti cast domain MJUST be configured to act as a TR too.

o The active C MAPPER MJST becone aware of the situation which
can be done by a command line initiated on ALL-C MAPPERs. So the
active C MAPPER i ntroduces only one TR uni cast address which
w Il be the ANYCAST address used for C RPs.

o Each TR in this particular design MJST use 2 different
addresses. One for the ANYCAST address and one for introducing
itself to the closest CMAPPER The addresses MJST be the
addresses used for C RP processes which had been expl ai ned
bef ore.

o C MAPPERs then MJUST introduce ALL the other TRs to each TR t hey
find, inside the PDIT sent with the unicast-encapsul at ed
i ntroduction nmessages they send to each TR. This MJST be done so
that TRs can send their JO N-GROUP TABLE to each other.

After the TRis configured it will do the follow ng processes:

1- It waits to hear the introduction nmessage of the C MAPPER sent to
239.0.1.190 to learn its unicast address.

2- As soon as TR receives the CMAPPER introduction it wll update
its internal PDIT with the address of C MAPPER and ot her
information included in the table.

3- TR starts to send unicast introduction nessages to the unicast
address of C MAPPER, which includes its unicast address.

4- TR will send these introductions as keep-alive nessages every
30sec to the C MAPPER
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5- If it's joined to any nulticast group (G, and by joining we nean
receiving traffic for that group, it MJST put an entry for that
group in its JO NED- GROUP- TABLE for further use.

6- If in the introduction received fromthe CMAPPER it receives
the address of other TRs, it MJST send its JO NED- GROUP- TABLE to
other TRs by sending unicast TR introduction nessages to the
address of those TRs. This MJST be done so that if a newclient in
anot her side of the donain sends a join for the sane group to
another TR, the TRwill only send a join for that group to the TR
which is already receiving the traffic for the group (G.

7- The introduction nessages between different existing TRs are only
sent at the tine, there is a change in the JO NED- GROUP- TABLE by
setting the Z-BIT. This is due to the fact that TR (s) comuni cate
with C MAPPER and this comruni cation and periodi cal introductions
acts as a keep-alive so there wll be no need for the TRs to send
periodical introductions as Keep-Alive to each other.

After the G MAPPER receives an introduction fromthe TRit wll:

1- Update its PIMdomain topology table, and send an introduction
message to ALL-PI M NG CLI ENTS for further use.

2- C-MAPPER mai ntains connectivity with the TR by sendi ng uni cast
acknow edgenent every 30 second back to the TR in response to TR
i ntroduction.

3- | f ANYCAST concept is needed to be inplenented in a domain with
nmore than one TR, then the C- MAPPER MJST know t he address used as
t he ANYCAST address and only send that address to ALL-PI M NG
CLI ENTs.

4.6.2.1.2. Inter-domain concepts

In a Public PIM NG Miulticast domain a C MAPPER can directly becone
peer with a C MAPPER in another domain. And ALL Milticast Sources use
public I P addresses. The processes regarding to peering the C MAPPERs
are much i ke the processes related to peering C- MAPPERs inside the
sanme domain. The only difference between the concepts is:

o A C MAPPER MJUST NOT send a nulticast C MAPPER introduction
message to find its peer in another domain. Instead a C
MAPPER (s) MJST send a uni cast-encapsul ated C MAPPER
i ntroduction nessage to the unicast address of its peer in
anot her donai n.
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O which illustrates a multicast network with 2 public PI M NG
mul ti cast domains will be used for further explainations.
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T T
i 1
! C-MAPPER PER | ! PER C-MAPPER :
! GROUP-A-D1 p1 o1 o~ 1 b2 GROUP-A-D2 ,
! west west i ik = east east |
1 o ~.
| T m— '
| i L o = ——— I
1 1 ek 1 1
i : 1 I

1

! | ! :
I : } I
i i i !
i : | i
| e i 1 s :
| e ey 1 R T
| P TR ~4n 1 1 - 1 “fa |

! 1 : I
| & D1 ] i : &8 02 & i
1 RP-WEST : RP-EAST : 1 RP-WEST RP-EAST :
i GROUP-A-D1 % GROUP-B-D1 1 i GROUP.A.DZ GROUP-B-D2 :

1 -

: 10,4.4.20 : : 10.2.2.20 I
I ool an T 1 g
! N 3 i : 1 a7 A :
L s st tsem | - &--B
! | client1 : client2 | ] ! | clientt client? | :
! | 104440 v | ' i 102240 |_ i
: I__.g & ciients i . ' "‘i !
I < ; — 1 1 Y I
H source 228.8.8.8 H2 : 1 Source 228.9 I
i iC) i i !
| i ! ]

Figure 45 network with 2 nmulticast domains
For the sake of sinplicity in explaining the processes |ets accept
the fact that , there is unicast reachability between the 2 donuains
by using either a dynam c routing protocol capable of carrying
multicast traffic |ike MBGP or a tunnel between the 2 domains.
The processes to connect the 2 nmulticast domains are as foll ows:

o In Each domain a C MAPPER which uses a publically routable
uni cast address MJUST be chosen, so makes it possible to directly
make the C- MAPPERs peers.

0o C MAPPER- VEEST (VEST from now one) becones peer with C MAPPER-
EAST (EAST from now one) using the unicast address of EAST to
send the introduction nessage. the sane is done on east:
<#I P PI M NG PEER MAPPER DOVAI N 2 ADDRESS EAST>

And on east:

Sam Expires May 24, 2016 [ Page 125]



| nternet-Draft Pl M NG Novenber 2015

(@)

<#l P PI M NG PEER MAPPER DOVAI N 1 ADDRESS WEST>

VEST starts sending uni cast-encapsul ated i ntroducti on nessages
to EAST every 30 seconds until it receives the unicast-
encapsul ated i ntroducti on nmessage of EAST

After receiving the first introduction nessage, both C
MAPPER (s) MJST send their introduction nessages periodically
every 60 seconds to maintain connectivity with each other as
keep-al i ve nessages.

| f any SC-MAPPER is considered in a domain, its address MJST be
introduced to the peer in the introduction nessage.

| f WEST needs to informits peer which is EAST about a change
in the contents of AMMI, it MJST set the ZTCN-BIT in the
i ntroduction nessage and send the AMMI.

WEST MUST add its domain nunber to the domain-set of any newy
originated multicast sources before sending an update about it
to EAST. The sane MJUST be done by EAST.

Each C-MAPPER wi Il then send the received update fromthe peer
to the CGRPs residing in the domain

Now bel | ow the processes related to conmunication between clients and
sources are expl ai ned:

Sam

o

A host (Hl) in domainl (Dl1) wants to receive the nulticast
traffic destined for 228.9.9.9(i.e.) which is being generated in
domai n2 (D2).

Hl1 shows its desire to receive the traffic through | GW
nmessages it sends to the upstreamrouter.

Client 2 becones aware that a host inside the network behind it
needs to receive the traffic destined for 228.9.9.09.

Client2 checks its PDIT to find the closest CRP, and chooses
C-RP-EAST(i.e.).since the RP and existing TR are not the sane ,
H1 MJST send a uni cast-encapsul ated request for source nessage
to CGRP.

Client2 sends a unicast-encapsul ated PI M NG request nessage to
the C-RP. And receives a unicast acknow edge fromthe CRP
containing the unicast address of the source generating the
mul ticast traffic in the format of (10.2.2.10, 228.9.9.9).
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o

Client2 creates a join/prune nessage for (10.2.2.10,228.9.9.9)
and since a TR exists in the domain and the domai n-set of the
source received fromthe CRP doesn’t contain any CORE- DOVAI N in
the path , Hl sets the R BIT of source unicast address and puts
the address of the TR(10.1.1.20) in the appropriate field which
shows that the join/prune nmessage MUST first be sent towards the
TR and sends the join/prune nessage towards the next hop or PIM
NG nei ghbor and joins the (S, G RPT) rooted at TR which is
considered to be the best path to reach the source.

TR receives the join/prune nessage and clears the RBIT and its
uni cast address fromthe TR uni cast address field, and forwards
t he nessage towards the next hop in the best path towards the
sour ce.

PER- EAST in domain2 (D2) receives a join/prune nessage on its
external interface for nulticast group 228.9.9.9 and nust
forward it to the next hop in the best path towards the source
which is 10.2. 2. 10.

Since a TR exists in the domain PER- EAST MUST set the R BIT
again and put the address of TR(10.2.2.20) in the appropriate
field and forward the join/prune nessage towards the source and
actually join the (S, G RPT) rooted at TR

The join/prune nessage reaches the TR in D2, and TR again
clears both the R BIT and the TR uni cast address field and
forwards the nessage to the next hope.

Finally join/prune message for nulticast destination 228.9.9.9
arrives at 10.2.2.10 and source becones aware that a client
somewhere is in need of receiving the traffic and it MJST join
the Shortest path tree which is actually the current (S, G RPT)
rooted at the TRs in each domain. So at the end 10.2.2.10 starts
forwarding the traffic.

Now a new host in D1 which is going to be H2 needs to receive the
sanme traffic:

Sam

oH2 shows its interest through IGW to the upstreamrouter which
is client3.

oCient3 goes through the sanme process as client2 to find the
source uni cast address of (G and receives it fromcl osest C
RP.

oCient3 sends the join/prune nessage towards the TR
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o0 TR receives a join/prune nessage for (S, G which it already
joined the shortest path tree for it , so wthout forwarding
the join/prune nessage any further ,TR starts to forward the
traffic for (10.2.2.10,228.9.9.9) down the new SPT towards
client3.

4.6.2.2. Private donmai ns

A private domain is considered by PIM NG specifications to be a
mul ticast domain in which all nmulticast sources or at |east sone of
the multicast sources use private |IP addresses.

I n such a domai n:

o If the CGMAPPERs inside the domain use private |IP addresses,
then one or nore PPER (s) MJUST act as the C-MAPPER to becone
peer with G MAPPERs in other domains on behalf of the C
MAPPERs i nsi de the domain. And al so a nechani sm MUST be used
so that PPER (s) use a united public IP address as the
originator of the nmulticast sources originated inside the
domai n and al so as the source unicast address of the sources
using private | P addresses.

o If CGMAPPER (s) inside the donmain use public |IP addresses, then

there is no need for PPER (s) to have the role of C MAPPER

too. Although, there m ght be sone nulticast designs in which
it is needed for the PPER (s) to act as C-MAPPER too. In such
domains with a G MAPPER using public |IP address, a mechani sm
MJUST be used so that the PPER (s) becone aware of the unicast
address that is used by G MAPPER (s) as the source uni cast
address of the nmulticast sources using private | P addresses.

In O an exanple network, including 2 private PIM NG nulticast domains
is illustrated. In this exanple that is going to be used to explain

t he processes involved, Domainl (D1 for sinplicity) is a PIMNG
domain in which ALL multicast sources and the C MAPPER use private |IP
addresses and Domain2 (D2 for sinplicity) is a PIM NG domain in which
the C- MAPPER uses public I P address and is responsible to directly
becone peer with a CGMAPPER in D1 and a group of nulticast sources
use Public I P Addresses and a group use Private | P Addresses.

n
S
h

In D1 PPER-WEST with the unicast address 192.168.1.10 is going to act
as the C MAPPER and wi Il becone peer wth C MAPPER- EAST ( EAST f or
sinplicity) with the unicast address 192.168.2.10. And in D2 EAST

wi |l becone peer with PPER- VST
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Figure 46 Multicast network with private Pl M NG
domai ns

Different processes regarding the advertisenment of nulticast sources
bei ng generated in each domain to the other domain, and how t he
join/prune nessage is going to reach its final destination, are going
to be explained in the follow ng sections.

4.6.2.2.1. Intra-Domain processes

Since nost of the processes and concepts regardi ng the connection

bet ween G- MAPPERs, clients, GRP and TR in a PIM NG domai n have been
explained up to this point ,processes referred to as Intra-donain
processes wWll be related to the unexplained parts which are
processes a C- MAPPER and the PPER (s) are involved in within the
Domai n which in our exanple are D1 and D2 .Before starting to explain
the processes a CMAPPER and a PER or PPER are involved in ,we are
going to take a | ook at an exanple of the steps related to nake the
PER ready and after that an exanple of how to nake a PPER ready :

Bel |l ow the processes related to preparing a PER is expl ai ned:
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o

o

A PI M NG AWARE router is chosen to act as the PER

a set of commands are initiated on the router:
<#l P Pl M NG EDGE>
<#|l P PI M NG DOVAI N [ X] >
<#|l P Pl M NG EDGE SOURCE | NTERFACE [ TYPE] [ NUMBER] >
<# | P PIM NG | NTERFACE [type] [nunber] | NTERNAL>
<#|I P PI M NG | NTERFACE [ TYPE] [ NUVMBER] EXTERNAL>

O in case the PER is connected directly to 2 domains
<#1 P Pl M NG DOVAI N [ X] | NTERFACE [ TYPE] [ NUVBER] >
<#|1 P Pl M NG DOVAI N[ Y] | NTERFACE [ TYPE] [ NUMBER] >

O incase a PER is acting as a BPR
<#1 P Pl M NG DOVAI N [ X] | NTERFACE [ TYPE] [ NUVBER] >
<#|l P PI M SM | NTERFACE [ TYPE] [ NUVBER] >
The above set of commands tells the router that it is a PER
inside domain-X .and it MJST bring the interfaces nentioned in
the command set in to the gane of PI M NG

Interfaces marked as internal are going to be the ones
connected to the internal domain and the one marked with
external are going to be the ones connected to the outside
net wor ks.

In case PER is placed right between 2 domains or sub-domains it
MUST have one or nore interface inside one domain and one or
nmore interfaces inside the other domain.

If a PER is placed between a Pl M NG donmai n and Pl M SM donai n,
It MJUST have one or nore interfaces inside PIM NG domain and one
or nore interfaces in the PIM SM domai n. Such design may be seen
in enterprise networks mgrating fromPIMSMt PIMNG over a
period of tinme or in network designs where a PIM SM domain is
going to be connected to a network of PIM NG domains or 2 or

nmore PI M NG domai ns are suppose to be connected through either
an | SP's backbone which is still using PPMSMor a transitory AS
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using PIM SM and the PIM SM donain' (s)are to be used to forward
the join/prune nmessages. Such a PER is called a BPR, and the PER
MJST introduce itself to the closest CGMAPPER with the B-BIT in
the introduction nessage being set. BPR concepts wll be

di scussed in the appropriate section.

Bel | ow the processes related to preparing a PPER are expl ai ned:

0 A PIMNG AWARE router at the edge of the domain is chosen to
play the role of PPER PPER-WEST and PPER- EAST in O.

o The router MJST be configured and becone aware of its role
inside the domain and in case it is going to act as the C
MAPPER t o becone peer with other PPERs or C- MAPPERs in ot her
domai ns. As before we are going to go through the steps by
initiating some conmands on the router to nmake the process of
expl anati on easier:

<#1 P Pl M NG EDGE- PRI VATE>
<# Pl M NG DOVAI N [ X] >

<# Pl M NG | NTERFACE [ TYPE] [ NUMBER] | NTERNAL>

<# Pl M NG | NTERFACE [ TYPE] [ NUMBER] EXTERNAL>

<# Pl M NG EDGE SOURCE | NTERFACE [ TYPE] [ NUMBER] >

The above commands tells the router that it is PPERin a PIM
NG domai n[ X] (D1/ D2) .also the above commands dictates to the
router that it has sone internal interfaces which are
connected to the inside network and some external interfaces
whi ch are connected to the outside world .

One other thing that the router nust becone aware of is the
address it must use when introducing itself as the PPER to the
C- MAPPERs i nside the domain which in our exanple is going to
be 10.1.1.50 for PPER-WEST and 10.2.2.50 for PPER-EAST. This
address MUST be an address known to the domain in which the
PPER resides. And it is advised to use a | oopback interface as
t he source.

o |If the PPER is supposed to act as a C- MAPPER too (PPER-VEST in
0), it MJIST becone aware of the new role and al so MUST know t he
address of its peers. one other thing that MJUST be configured is
the address that nust be used as the C- MAPPER address whi ch MJST
be a public IP address :
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<#l P Pl M NG MAPPER>
<# Pl M NG MAPPER SOURCE {| NTERFACE [ TYPE] [ NUMBER] }| ADDR>
<# Pl M NG PEER MAPPER DOMAI N[ Y] PEER- ADDRESS [ A. B. C. D] >
O if the peer PPER is a connected Pl M NG AWARE rout er
<# Pl M NG PEER MAPPER DOMAI N[ Y] | NTERFACE [ TYPE] [ NUVBER] >

0 The address that is going to be used in the process of finding
and communi cating with a peer PPER or C-MAPPER, wi || be used as
the Originator Unicast Address and source uni cast address of the
mul ticast sources that are originated inside the donmain the PPER
resides and use a private |IP address. In Figure 44 the address
used for PPER-WEST is 192.168.1.10 in D1 and the address used
for the CMAPPER-EAST in D2 is 192.168. 2. 10.

o |If the domain is connected to other domains by nore than one
PPER a nechani sm MJUST be used so that if PPERs has the role of
C- MAPPER they all use one united public IP address as the
Originator and source uni cast address of the sources that are
originated inside the domain and use private addresses. This is
due to the fact that we don’t want to end up advertising our
sources with different source unicast addresses or originator
addresses ,so PI M NG specification suggests to configure on al
PPERs an | P address fromthe public IP address range that is
assigned to the AS or network. This can be done by a command
like:

<#Pl M NG ORIl Gl NATOR- ADDRESS [ A. B. C. D] >

o if a CGMPPER inside the domain with public IP address is used
to becone peer with C- MAPPERs or PPERs in other domains and the
PPERs doesn’t have the role of C- MAPPER t hey MJST becone aware
of the IP address that the C-MAPPER is using as the originator
and source uni cast address of the nulticast sources that are
generated inside the domain and use private | P addresses. This
MUST be done due to the fact that a PPER may receive a
j oi n/ prune nessage for a nulticast source inside the domain
which its unicast address is the address of the C MAPPER and
wll be routed towards the C-MAPPER and that MJUST NOT be done.
So we suggest dictating to PPERs that if they receive a
j oi n/ prune nessage on an external interface wwth the address of
the C- MAPPER as the source unicast address, it IS NOT neant to
be forwarded towards the C-MAPPER and the address MJST be
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changed with the real address of the nmulticast source. this can
be done by a command |i ke the one nentioned above or:

<#1 P Pl M NG SOURCE- ADDRESS [ A. B. C. D] >

In O this address is going to be 192.168.2.10 which is the
address of C- MAPPER- EAST and MUST be set on PPER- EAST.

Processes related to PER will be discussed |ater when a PI M NG domai n
needs to be connected to a PIMSM domain. So in this section only
PPER rel ated processes are going to be expl ai ned.

Sam

o

As soon as PPER is configured and becones aware of its role in
the domain, it MJUST communi cate with the cl osest C MAPPER
according to the information received in the C MAPPER
i ntroduction nessage and incase there are nore than one C MAPPER
in domain based on the information it finds inside the PDIT, by
sendi ng an EDGE i ntroduction nessage. PPER MJUST set the P-BIT in
EDGE i ntroduction nessage which indicates to the C MAPPER t hat
it is sent froma PPER PPER MJST send its uni cast address
i nside the nmessage so that C-MAPPER (s) can use it to
communi cate with the PPER. So both PPERs in figure 44 start
i ntroduci ng thenselves to the C- MAPPERs inside the domain.

Each PPER MUST send the introduction nessages every 30 seconds
to the G MAPPER which acts as the keep-alive nessage.

Both CGMAPPERs in D1 and D2 MUST start sending A-MMI' (s) to the
PPERs of their domain. The received information wll be used by
PPERs differently, due to the fact that PPER-VEST is also a C
MAPPER and PPER-EAST is only PPER

Both PPERs MJUST save the information regarding nulticast
sources that are originated inside their domain in | MST for
further use.

PPER- WVEST whi ch has the role of a C MAPPER too MJUST send any
received information regarding the nulticast sources being
generated in D1 which it receives from C MAPPER-VEST to C
MAPPER- EAST by setting the Z-BIT in the introducti on nessage and
sendi ng the updates inside the A-MMI. If only sonme of nulticast
sources MUST be advertised, it can be done through filtering
process.

Since ALL nulticast sources inside DL are using private IP

addresses, those nulticast sources that are needed to be
advertised to D2 MJST be chosen through an ACL, so that at the
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time of updating to C MAPPER- EAST, PPER-WEST changes t he
ori ginator address and source uni cast address of those sources
with its own public unicast address which is 192.168.1.10 in O.

This can be done by choosing the nmulticast source addresses
needed to be advertised in an ACL and initiating a conmand |ine
(1.e.) on PPER-VEST:

<#1 P PI M NG ACL X ORI Gl NATOR- ADDRESS [ SELF| (A B.C.D)]>

Which dictates to the PPER that it MJST change the origi nator
address and source uni cast address of nulticast sources chosen
by the ACL X(i.e.) with its own public |IP address or incase
there are nore than one PPER with the address indicated by the
command.

Since C-MAPPER-VEEST is not peer with any C MAPPER in ot her
domains it MJUST maintain connectivity with PPER (s) of its
domain in order to receive informati on regardi ng nul ti cast
sources in other domains and advertise nmulticast sources inits
domai n to ot her donai ns.

In D2, C MAPPER-EAST is directly involved in the process of
becom ng peer with a C MAPPER i n anot her domain which is PPER-
EAST, so it MJUST only send the information regarding nulticast
sources being originated inside its domain to PPER EAST, UNLESS
it becones aware that PPER-EAST is al so BPR and connected to a
Pl M SM donai n, which in this case it MJST send the full A-
MULTI CAST MAPPI NG TABLE whi ch may include nulticast sources
being originated in other donains.

Since C-MAPPER-EAST is going to advertise multicast sources
originated inside the domain (D2) to its peer in D1, it MJST
change the source unicast address of nulticast sources
originated inside D2 with private |IP addresses, with its own
public I'P address which is 192.168.2.10 in Figure 44. It MJST be
done based on an ACL or route-map |ike what had been done on
PPER- WEST , since there are nmulticast sources in D2 with public
source uni cast address that their address nmust not be changed.

Since PPER-EAST is only acting as PPER it MJST becone aware
about the address the C-MAPPER i s using as source unicast
address when advertising nulticast sources with private IP
addresses to other domains, so that when it receives a
join/prune nessage on its external interface with that source
uni cast address, it can act properly. This can be done by
initiating a command line(i.e.) on PPER-EAST I|ike:
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<#| P Pl M NG SOURCE- ADDRESS [ A. B. C. D] >

Instead of A.B.C. D, the public IP address being used by C MAPPER
in such process MUST BE used, which in our exanple is
192. 168. 2. 10.

4.6.2.2.2. Inter-domain concepts

| nt er-domai n connectivity concepts are nostly focused on the process
of exchanging information regarding nulticast sources between the 2

domai ns and the process through which a CLIENT will send join/prune

message for a nulticast group inside another domain which is using a
private | P address inside the destination domain.

First the processes regardi ng the exchange of A- MULTI CAST MAPPI NG
TABLES between the 2 domains of O will be explained and then to
explain the process of sending the join/prune nessage and receiVving
mul ticast traffic, an exanple in which hosts in D1 are in need to
receive nmulticast traffic which is generated in D2 will be expl ai ned.

1- Exchangi ng AMMI between the 2 domains :

0 Since PPER-VEST has the role of CMAPPER, it will becone peer
w th G MAPPER- EAST on behal f of the C MAPPER-WEST. And C
MAPPER- EAST wi || becone peer with PPER-VEST which is seen by
C- MAPPER- EAST as C- MAPPER- VEEST or the C-MAPPER residing in
D1.

0 Both PPER-VEST and C MAPPER- EAST MUST use the public unicast
address of the other one to send unicast-encapsul ated
i ntroduction nmessages to both introduce thenselves to each
ot her and exchange the contents of their A-MJILTI CAST MAPPI NG
TABLEs whi ch holds the information regarding nulticast
sources being originated in either of the domains. So PPER-
WEST MUST use the unicast address 192.168.2.10 (0) which is
t he address of C MAPPER-EAST, as its peer address. And C
MAPPER- EAST MJST use uni cast address 192.168.1.10 (0) as its
peer address.

0 As expl ai ned before both PPER-WEST and C- MAPPER- EAST MJST do
sonme nodifications on the information regarding nmulticast
sources generated inside their domains with private IP
addresses before advertising themto the other donmain. So
considering 0 , C MAPPER- EAST MUST change the source uni cast
address of the source generating traffic for 228.9.9.9 which

Sam Expires May 24, 2016 [ Page 135]



| nternet-Draft Pl M NG Novenber 2015

is a private |IP address with its own public address which is
192.168.2.10 , and send it to PPER-VEST.

o The rest of the process of becom ng peer C-MAPPERs is as
before, in terns of sending unicast-encapsul ated introduction
nmessage to the peer and maintaining connectivity with the
peer by sending introduction nessages every 60 seconds as
Keep- Al i ve nessages.

o If any changes occur inside (i.e.) Dl regarding the nulticast
sources, PPER-WEST MUST first set the ZTCN-BIT and informthe
change by sending its AVMI to C MAPPER- EAST.

0 Al so both PPER-WEST and C- MAPPER- EAST MJST add their domain
nunber to the domain-set of any nulticast source they are
going to advertise to the other one.

2- Sending join/prune nessage for a nulticast group inside a private
Pl M NG donai n:

o Considering 0 as our exanple network, HlL and H2 in D1 need
to receive nulticast traffic destined for 228.9.9.9 and
228.6.6.6 which are being originated in D2.

0 So Hl starts the process by sending an | GW nessage to the
upstreamrouter. And the request will reach CLIENT2.

(@)

So CLIENT2 starts the process of finding the unicast address
of the source generating traffic destined for 228.9.9.9 by
sendi ng a uni cast-encapsul ated request to the closest CGRP

0 As the source generating the traffic destined for 228.9.9.9
is using Private | P address within D2, C MAPPER-EAST had
changed the unicast address of the source with its own
public IP address at the tine of advertising to PPER-WEST.
So CRP will answer to the CLIENT2's request by sending
back the unicast address of the source in the format of (S,
G domain-set) or (192.168.2.10, 228.9.9.9, 2).

(@)

Client 2 receives the C-RP acknow edge and sends a (S, G
RPT) join/prune nessage rooted at the TR to the next hop in
the best path towards the TR

(@)

TR receives the join/prune nmessage. Cears both the RRBIT
and its address from TR uni cast address field and forwards
the message to the next hop in the best path toward the
source of nulticast group 228.9.9.9 in D2.
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0 PPER- EAST receives a join/prune nessage on its externa

interface with the SOURCE UNI CAST ADDRESS of 192.168. 2. 10,
and since PPER-EAST is told that this is the source address
that is used for sources generating nulticast traffic
inside its domain (D2) which are using private |P addresses
and not the real address of the source, it knows that sone
nodi fi cati ons MJUST be done to the nessage before forwardi ng
it to the next hop in the best path towards the existing TR
in D2.

PPER- EAST MUST check the contents of IMST to find the real
uni cast address of the source generating traffic destined
to 228.9.9.9, which is 10.2.2.10.

After finding the real unicast address of the source, PPER-
EAST nodifies the join/prune nessage by changi ng the source
uni cast address inside the nessage which is 192.168. 2. 10
with the real address which is 10. 2. 2. 10.

Since a TR exists inside the donmai n PPER- EAST MJST set the
R-BI T of source unicast address and put the address of TR
in the appropriate field and forwards the nessage to the
next hop in the best path towards the TR

TR receives the join/prune nmessage and joins the (S, G RPT)
tree and after clearing both R-BIT and TR uni cast address,
forwards the nessage to the next hop in the best path
towards 10.2.2.10.

10.2.2.10 receives the join/prune nessage and joins the (S,
G RPT) tree and starts forwarding the traffic destined for
228.9.9.9 down the tree towards the receiver which is
client2 in DI1.

Now H2 behind client3 in DL shows interest in receivVving
mul ticast traffic destined for 228.6.6.6.

Client3 goes through the sane process to receive the unicast
address of the source generating traffic for 228.6.6.6. And
after receiving the unicast address which is 192.168. 2.50
in the format of (S, G Domain-set) or (192.168. 2. 50,
228.6.6.6, 2), goes through the sane process as client2 to
send the join/prune nessage.

The join/prune nmessage reaches PPER-EAST. Since the source
uni cast address is not changed, PPER-EAST MJST forward the
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packet to the next hop in the best path towards the
existing TR, w thout any nodifications.

o0 TR receives the join/prune nessage and after clearing both
R-BIT and TR uni cast address field sends the nessage to the
next hop in the best path towards 192.168. 2. 50.

0 192.168.2.50 receives the join/prune nessage, and joins the
(S, G RPT) tree and starts forwarding the nulticast
traffic destined for 228.6.6.6 down the (S, G RPT) tree
which is considered to be the SPT towards the receiver in
D1 which is client3.

The above processes are involved in connecting 2 PIMNG donmains in
order to both advertise nmulticast sources fromone private domain to
anot her and sending joi n/ prune nmessages fromone private domain to
anot her domain. The rel ated processes were expl ai ned through an
exanple to both sinplify the explanation process and under st andi ng
the need for PPER existence in PIMNG specifications.

In the next sections the concepts regardi ng Pl M NG CORE- DOVAI N
t hrough an exanple will be expl ained, and after that 2 new concepts

call ed PI M NG SUB- DOVAI N and PI M NG STUB- DOVAIN wi || be expl ai ned and
def i ned.

4.6.3. Core-Domain inplenentation
Up to this point of PIMNG specifications process expl anation, al nost
all of the related concepts have been expl ained. Bellow we are going
to list themto review what has been expl ai ned:

o) In;eraction bet ween a source and C-RP and how a source
regi sters.

0 Interaction between a Client and a CGRP to find a source for a
mul ticast group (Q§.

o0 Interaction between a Client and a source.

0 The processes by which the PIM NG popul ation find the GRP (s)
in a nmulticast domain. And the interaction between G RP and C-
MAPPER.

0 | nteracti on between TR and G- MAPPER
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o C MAPPER and C-RP interaction to exchange the information
regarding registered nulticast sources in a domain.

o0 Interaction between C- MAPPERs inside the sanme domai n and
di fferent PI M NG domai ns, regardi ng the exchange of information
related to existing nulticast source in each domain.

0 Processes involved in connecting nmultiple PIMNG nulticast
domai ns.

o

One thing that has remai ned unexplained is related to a nulticast
network design in which PI M NG CORE-Domain with TR is consi dered.

As expl ai ned earlier:

0 ONLY when a PIM NG DOVAI N is connected to the outside network
t hrough a PI M NG CORE- DOVAI N

0 And ONLY when it is receiving the information regarding
exi sting multicast sources in other domains through the Core-
Domai n, and Core-Domain is consisted of TR (s).

a client MIUST send, its join/prune nessage for a nulticast source
that can be reached through the Core-Domain cloud, first towards the
TR inside to Core-Donmain to join the (S, G RPT) rooted at both any
existing TRinside client's domain and then the TR inside the Core-
Domai n.

The above nechanismw || elimnate future join/prune nmessages for the
sanme nulticast source which mght be sent fromddients in other
domai ns.

So with the above being said, a series of processes will be invol ved
which are as foll ows:

o0 A CMPPER (s) inside a Core-Domain MJUST introduce at |east one
TRto its peer C-MAPPER in connected Pl M NG DOVAI Ns.

o |If a CORE-DOVAIN is consisted of nore than one TR, Pl M NG
speci fications suggests the use of ANYCAST concept, so that the
C- MAPPER (s) inside the CORE-DOVAIN will only send one unified
TR uni cast address to peers in connected Pl M NG DOVAI Ns, which
reduces the anount of data being sent in C MAPPER introduction
message.
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o

Pl M NG specifications suggests that the uni cast address of the
desired TR (s) to be introduced to peers in Pl M NG DOVAI Ns be
dictated to CGMAPPER (s). This process is actually a MJST as
there mght be TRs inside the CORE-DOVAIN cl oud that are using
private addresses or nmust not be introduced to connected Pl M NG
DOVAI Ns.

C- MAPPER (s) inside the CORE-DOVAIN MUST introduce existing
TR (s) to peers in Pl M NG DOVAI Ns, by sending the unicast
address of the TR (s) inside the CORE TOPOLOGY TABLE (CTT),
whi ch only contains the information regarding existing TR (s) in
t he CORE- DOVAI N.

If a PIM NG DOVAIN is connected to a Pl M NG CORE- DOVAI N t hr ough
anot her PIM NG DOVAIN, the CIT MJST reach that domain too. For
instance, if D1 is connected to D2 and D2 is connected to CORE-
DOMVAI N D10001, then C MAPPER inside D2 MJST pass the received
CTT to peer CMAPPER in D1. This process is a MIUST if D1 is
receiving information regarding nmulticast sources in other
domai ns through D2 and needs to reach outside sources.

Aclient in a PPMNGDOVAIN in need to receive a nulticast
traffic , that the associ ated DOVAI N- SET shows it can be reached
t hrough a CORE-DOVAIN , MUST use the information regarding the
existing TR (s) in CORE-DOVAIN at the tinme of creating
j oin/prune nmessage . This MJST be done by setting the C-BIT of
source uni cast address and putting the address of the CORE-
DOVAIN-TR in the appropriate field, so that it wll reach the TR
i nside the CORE-DOVAIN. The |l ogic behind this process will be
expl ai ned through an exanple nulticast network.

After the join/prune nessage reaches the desired CORE- DOVAI N-
TR, the TR (s) MJUST clear both the CG-BIT and information inside
the CORE DOVAI N Tree Root ADDRESS field and then forward the
message to the next hop in the best path towards the source.

Bel | ow t he above processes and the | ogic behind the above behavi or of
Pl M NG specifications at the presence of CORE-DOVAIN-TR w || be
expl ai ned t hrough an exanpl e.
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Figure 47 core domain inplenentation

In the nulticast network design illustrated in O as an exanple we
have 2 CORE-DOVAINs with domai n nunbers 10001 and 10002. D10001 is
connected to D1, D2 and D3 and al so connected to D10002, while D10002
is connected to D1.

A nul ticast source starts generating nulticast traffic destined for
(G in D1 behind 10002 and the information regarding the source is
passed from CGMAPPER in D1 to CMAPPER in D10002 as (S, G wth
domain-set (D1). (S, G is advertised to D10001 by C MAPPER in D10002
as (S, GO with domain-set (D1, 10002). And finally the information
regarding the nulticast source reaches D1, D2 and D3 behind D10001 as
(S, O with domain-set (D1, 10002, 10001).

As it is illustrated in 0, D3 behind D10001 has direct unicast
connectivity to D1 behind D10002 t hrough a tunnel which is capabl e of
carrying nmulticast traffic.

As an exanple, a client/host in D3 shows interest in receiving

mul ticast traffic destined for (G and after receiving the unicast
address of the source generating that traffic, it is going to create
a join/prune nessage and send it towards the next hop in the best
path towards the source. It is assuned in this exanple that the best
path is the tunnel interface between D3 and D1. So if the join/prune
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message is going to be directed through the tunnel, what happens if
for instance another client in (i.e.) D1 behind D10001 cones up |ater
and asks to receive the sane traffic?. Let's assune that the
join/prune fromclient in D3 is directed through the tunnel and both
the source in D1 and client in D3 join the SPT for (S, G. Now a new
client in D1 behind D10001 cones up and sends a joi n/prune nessage
towards the source in D1 behind D10002, and finally both the source
in D1 and client in D1 behind D10001 join SPT for (S, G. At this

poi nt we see that the source has joined 2 different SPTs to send the
traffic to alnost the sanme destination up to D10001, which is

consi dered by PI M NG specifications a waste of resources.

| nstead of the above processes , since the domai n-set associated with
(S,G indicates that the update regarding (S, G passed through CORE-
DOMAI N10001, the client in D3 MJIST send its join/prune nessage in a
way ,so that it wll reach the CORE-DOVAIN , by setting the C-BIT of

t he source unicast address filed in join/prune nmessage and putting
the address of the CORE-DOVAIN-TR it had received fromthe C MAPPER
in D3 in the appropriate field and then send the nessage to the next
hop in the best path first towards any existing TR inside D3 and then
after the nessage reaches the D3-TR and the R-BIT is cl eared

t owar ds t he CORE- DOVAI N- TR

This way, as the nessage reaches the next hop and the next hope sees
that the R-BIT is set in case of existing TR in D3, and al so sees
that the GBIT is set which indicates that the nessage MJST be first
forwarded towards the CORE- DOVAI N- TR

t he nmessage reaches the CORE-DOMAIN-TR and the TR clears the CGBIT
and forwards the nessage to the next hop in the best path towards the
source .and finally the client in D3, the TRin D3, the TR in CORE-
DOVAI N and the source join the (S, G RPT) rooted at existing TRs in
each domai n which is considered the Shortest Path Tree by PI M NG
specifications, and source starts sending traffic to (G down the
SPT.

Now if the client in D1 behind D10001 conmes up and sends the

j oi n/ prune nessage to receive the sane traffic, the join/prune
message will only need to go up to the CORE-DOVAI N-TR, and since the
CORE- DOVAI N- TR has already joined the SPT for (S, G it wll start
forwarding traffic destined for (G down the SPT towards the client
in D1.

Al t hough the above process may seem unnecessary, it MJST be done to

reduce the anmount of join/prune nessages that m ght be sent towards a
source fromdifferent domains behind a CORE- DOMAIN and ONLY MUST BE
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done whenever the donmi n-set associated with a multicast source
indicates that it can be reached through a CORE- DOVAI N

Fi gure 48 joi n/ prune nessage bei ng sent towards
the source

4.6.4. Multiple multicast domains scenario

Up to this point of explaining PIMNG specifications alnost all of
the concepts regarding registering a new nulticast source, connecting
2 multicast domains, advertising the information regardi ng a new
mul ti cast source to another domain and many ot her concepts unique to
Pl M NG have been explained. Now in this section we are going to check
nost of the concepts regarding a nmulticast network consisted of
mul ti pl e Pl M NG domai ns through an exanple. In 0 a nulticast network
consisted of nultiple Pl M NG CORE- DOVAI Ns and Pl M NG DOVAINs i s
illustrated.
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Figure 49 network with multiple multicast domains

In the illustrated network, you will see 5 Pl M NG CORE- DOVAI Ns, 2 of
whi ch connected to some Pl M NG DOVAI Ns. we have a Pl M NG CORE- DOVAI N
which is actually a SERVI CE PROVI DER Aut ononpbus System a transitive
mul ti cast domain which is unique to PIM NG as the nature of MSDP and
its RPF check method doesn’t allow PIM-SMto have a transitive

mul ti cast domai n or Autononous System an AS which can be consi dered
an enterprise network that divided its nmulticast domain in to
mul ti pl e Pl M NG DOVAI Ns which are all connected to outside world

t hrough the CORE-DOVAIN, and 2 other CORE-DOVAINs that are needed to
make the explanation of RPF check concept and transitory AS/ nulticast
domai n easi er.

In O, the Service Provider network is shown as AS-64500 and DOVAI N-
10001(D10001 from now on) which is a CORE-DOVAI N nunber, and is
connected to its customer A with PI M NG DOVAIN nunber 1 which is
assigned by the Service Provider to make the custoner able of
receiving nmulticast updates from outside and al so send nul ti cast
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updates to the outside world. Customer A has divided its network to 2
domai ns using a private domai n nunber for the second donain. Also the
Service Provider network has another customer connected to it, which
is nanmed Custoner B, which is using the SP's network to only connect
its multicast domains and doesn’t wish to advertise any multicast
source to the outside world or receive any, and to be nore specific
it has a closed and private nulticast domain. This D10001 is
connected to anot her CORE- DOVAI N which is D10002 with AS nunber

64501.

D10002 is then connected to AS-64502 with DOMAI N nunber D-10003 which
is assuned to be a transitive AS or nulticast domain. D-10003 is only
provi di ng uni cast reach ability so that the join/prune nessages or

mul ticast traffic can reach fromone donmain to other domains. Also

pl ease be noted that this transitive donmain can be a PIM SM domai n
which is only providing the unicast reach ability between PI M NG
domains. It is connected to AS-64503 with Domai n nunber D- 10004 and
AS- 64504 with Domai n nunber D-10005. D-10004 is only being used to
review the RPF check nmethod used in PIM NG and D 10005 is consi dered
to be an organization's Autononobus System which has divided its

mul ticast domain to nultiple domains to have a better control over
its nmulticast network.

Wth the above being explained , nowit's tinme to overview the

i nvol ved concepts through 0, which shows the network in O but with
the multicast sources being advertised fromone donain to other
domai ns.

CUSTOMER-A(with multicast sources needed to be
globally accessible)
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Figure 50 multicast network and mul ticast
advertisenents

As illustrated in O:

Sam

0 Since customer-B's nulticast domai n behi nd DI10001 is assuned to

be a private and cl osed nulticast domain, the nulticast
sources originated inside its DL will only be advertised to
D20 which is also custoner-B' s multicast domain, and will not
be advertised to outside world or better to say to the C
MAPPER i nsi de D10001. And custonmer-B is only using nulticast
network of D10001 as a nean to exchange nulticast traffic
between its nulticast domains.
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O As it is illustrated in 0, custoner-A's nulticast domain is

divided in to 2 nulticast domains both connected to D10001 and
since custoner-A has sone sources that needed to be globally
accessible, it has received PIM NG DOVAI N nunber 1(D1) from
D10001 (Service Provider). Customer-A uses a private domain
nunmber (D9901) for its second domain, and as it is illustrated
the C-MAPPERs inside D1 and DO901 are directly connected as a
mean to exchange information regarding nmulticast sources
internally. And D1 is using a PPER to connect to a C MAPPER in
D10001 in order to exchange information regarding nulticast
sources gl obally/externally.

A nmul ticast source inside D9901 is originating multicast
traffic destined for (G, and the update about it is
advertised to the peer CMAPPER in D1 as (S2, &2, D9901). And
since the domain nunber 9901 is a private domai n nunber, the
PPER in D1 will renove DO9901 fromthe domai n-set of (S2, &)
before advertising it to the G MAPPER i n D10001, and sends the
update as (S2, &, D1).

C- MAPPER i n D10001 receives the update and advertises it to its
peer in D10002 as (S2, (&, D1, 10001). The C MAPPER i n D10002
is also peer with C MAPPERs in D10003, D10004 and D10005. As
illustrated in O, a nulticast source (S3) conmes up in D10002
and starts generating traffic destined for (&). So the C
MAPPER i n D10002 starts advertising information about this new
source too its peers as (S3, G3, D10002).

D10003 is assunmed to be a transitive domain only providing
mul ti cast reachability between D10002, 10004 and 10005. And as
it isillustrated in 0, CMAPPER in D10002 is only adverti sing
i nformati on about nulticast sources that are generated inside
its domain and not those generated in D10001. This being said,
C- MAPPER i n D10002 advertises the nmulticast source created in
its domain as (S3, G3, 10002) to C- MAPPER in D10003.

D10004 and D10005 need to receive the multicast updates
conpletely, so the CMAPPER in D10002 peers wth C MAPPER (s)
or PPER (s) in D10004 and D10005 and starts sendi ng updates
about multicast sources it knows as (S2, &, D1, D10001, D10002)
and (S3, G3, D10002) to them

Up to this point, C MAPPER in D10004 and PPER in D10005 as
illustrated in O have received the updates. Now t he C MAPPER
in D10004 starts to advertise the received updates to its peer
in D10005. So it advertises them as
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(S2, G2, D1, D10001, D10002, D10004) and (S3, G3, D10002, D10004) to
D10005.

o PPER in D10005 receives the updates fromits peer in D10004 and
since it has received an update fromits peer in D10002, about
the same nulticast sources, it starts the RPF check nechani sm

o PPER in D10005, first, conpares the DOVAI N-SET of the 2
recei ved updates and the result of the conparison wll be
that, the updates received from D10004 will fail the RPF
check. This is due to the fact that the domain set of the
recei ved updates from D10004 are | onger than the ones received
from D10002.

o At the end the PPER in D10005 sends the updates to the cl osest
C- MAPPER inside its domain and the C MAPPER in D10005
advertises those updates to its peers in D1 and D2.

As expl ai ned above, PIM NG specifications allow the existence of
transitive nulticast domain or Autononpus Systens, which due to the
MSDP RPF check nature hasn’t been totally implementable.

And al so because of the unique RPF check nethod used by PIM NG the
control over filtering the updates about nulticast sources is

easi er and nore enhanced. Which is also nostly because of the RPF
check nmethod used by PI M NG which all ows the existence of
transitory domains or an internediary multicast domain which only
needs to receive partial updates, |ike D10003 in Figure 48.

In the followi ng sections, the remaining concepts of PI M NG
regarding nmultiple nulticast domain connectivity such as SUB- DOM AN
and Pl M SM COWPATI BI LI TY, and controlling the updates received from
a PIMNG DOVAIN to inprove the security of the nulticast network by
STUB- DOVAI N concept wi Il be expl ai ned.

4.6.5. PI M NG Sub-Domai n
Pl M NG Sub- Domai n concept is introduced to cover 2 areas:

o To control the propagation of nulticast traffic inside one
mul ti cast domain, which fromthis perspective the Sub-Domain
concept is nore like dividing a nmulticast domain in to different
ar eas.

o0 To give the adm nistrators a robust control over a nulticast

domain, by dividing it in to different sub-domains. And make
nodi fications in one sub-domain in a way that no nulticast
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source updates are accepted fromthat part of the donain

t hrough using the concept of Stub-Domain, which will be

di scussed later, or do FILTEING on the nulticast sources that
are usable in a Sub-Donai n.

Bel | ow specifications and rules apply to Pl M NG Sub- Domai n:

0 A PIMNG Donain can be divided to up to 254 Sub-donains. This

nunber is derived fromthe maxi num nunber of avail able C
MAPPERs i nside a Pl M NG domain. As said before C MAPPERs can
have up to 255 different groups and the fact that each C
MAPPER i s al ready a nenber of the main Pl M NG domain, gives us
t he equati on 255-1=254.

The sub-domai n nunbers MJST be different fromthe nmain domain
nunber, so that, the C MAPPER introduction nessages neant for
the main donain won't be read by the conponents of each Sub-
Domai n.

If a PIMNG domain is divided in to Sub-Domains, all the C RPs,
TR (s) and clients resided is a Sub-Domain MUST only be
configured with Sub-Domain nunber to use it as their donmain
nunber .

The only conponents of a PI M NG domai n whi ch MJUST be aware of
both the main PI M NG domai n nunber and the Sub- Domai n nunber
they reside in are CGMAPPERs, PER (s), PPER (s) and TR (s).

Since the main purpose of dividing a Pl MNG Donmain to Sub-
Domains is to have a better control over the propagation of
the information regarding the existing nulticast sources, in a
way that either a Sub-Domain doesn’t receive the information
regardi ng specific nmulticast sources or in a Sub-Domain no
sources are allowed to do exist and send register nmessages to
C-RPs in the Sub-Domain, any nechani smused such as filtering
or defining a Sub-Domain as an STUB- Domai n, MJUST BE applied
Wi thin Sub-Domai ns and at the tinme the information regarding
mul ti cast sources are advertised within the Sub-Domain to
existing CGRP (5s).

Pl M NG specification suggests the use of one or nore PER (s) as
t he boundary between each 2 Sub-Domain to limt the

propagation of multicast introductions sent by C MAPPER (S)

and C-RP' (s) in each Sub-Domain.

If in a PIMNG nulticast domain , only one C-MAPPER i s
considered, then the nulticast domain can be divided to ONLY 2
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Sub- Domai ns and the C- MAPPER MJST act as the PER or boundary
bet ween the 2 Sub-Domains with one hand in each Sub-Donmain.in
this case the C- MAPPER MJUST NOT forward the nulticast

i ntroduction nessages of one Sub-Domain to the other one.

If in PIM NG SUB- DOVAI Ns, redundancy and high availability of
the C-MAPPERs are needed to be considered, then each SUB-
DOMAI N CAN use as nmany C-MAPPERs within the Sub-Domain to
support the needs of nulticasting in the Sub-Domain But ONLY 2
C- MAPPERs, MUST BE and ARE allowed to be both a nmenber of the
mai n domai n and the Sub-Domai n.and the rest of the C MAPPERs
wll only be a nenber of the Sub-Domain. So if it is not
needed, PI M NG specifications STRONGY suggests using 2 C
MAPPERs i n each Sub-Domain.so if redundancy nust be consi dered
t he nunber of Sub-Donmains will reduce to 127.

In the case of redundant C-MAPPERs in each Sub-Domain, the
Mesh- G oup concept described in section 4.5.2 MJST BE used

i nsi de each Sub-Domain so only the active CMAPPER wi || be
able to send introduction nessages destined to 239.0.1.190. so
first G MAPPERs MJUST send their nulticast introductions
destined to 239.0.1.188 using the Sub-Donmai n nunber, to find
their peers if the dynam c nethods are in use and el ect the
active CMAPPER within the Sub-Domain and after that they MJST
send nulticast introductions using their main domain nunber to
find their peers in the main domain if the dynam c nethods are
in use.

As explained in section 4.5.2. , a PIM NG domain CAN use up to
25 G MAPPER Mesh-Groups. In this case each 10 C MAPPER wit hin
either 10 or 5 Sub-Domains, CAN forma C MAPPER Mesh-Goup in
the main domain. for instance, if a PIM NG nulticast domain
with domain nunber D1, is divided in to 10 Sub- Domai ns( Sub-
Domain 2-11), with each Sub-Domain including 2 C MAPPERs for
redundancy and high availability, C MAPPERs inside Sub-Domai ns
2-6 can form Mesh-Goupl in DI and C MAPPERs in Sub-Domains 7-
11 can form Mesh-G oup2 in DL.

Wen a G MAPPER is a nmenber of the main domain and al so a Sub-
Domai n, The concept of Active and Standby C-MAPPER in a nesh
group described in section 4.5.2.1. , MJST BE applied to each
Sub- Dormai n and dependi ng on the needs of the PIM NG nulticast
domain the Active and Standby C MAPPER concept CAN be applied
in the main domain. So for instance, if D1 is divided into 2
Sub- Domai ns (Sub-Domain 2-3) with 2 CGMAPPERs in each Sub-
Domai n being a nenber of both the PI M NG domai n and the Sub-
Domai n, C MAPPERs in Sub-Domains2 will form Mesh-G oupl in
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Sub- Domai n2 and C- MAPPERs in Sub-Domain3 will form Mesh-G oupl
i n Sub-Domai n3. And ALL 4 C- MAPPERs as C- MAPPERs of Domainl
wll either form MeSh-G oupl in Domainl to begin the process
of Active C MAPPER el ection in Domainl between the 4 of them
or sinply will becone peer C-MAPPERs in Domai nl to exchange
their A-Multicast Mapping Tabl es and ot her information needed.

The Mesh-Goups in the main domain (i.e. Dl1) are forned to
el ect the ACTI VE G- MAPPER ONLY under these circunstances:

1. If a PIM NG domain which is divided to Sub-Domains, is
connected to outside world or other PI M NG domains or a
Pl M SM domai n by using the PPER concept, and since
PPER (s) MUST comrunicate with the cl osest C MAPPER in
the PIM NG domain to receive the full AVMMI which is being
exchanged between the C-MAPPERs in the main domain, ONLY
| F the needs of nulticast Domain DI CTATES TO USE t he
dynam ¢ nethod for the conmunication of PPER (s) with C
MAPPER (s) in the Domain, then the C MAPPERs MJUST form
Mesh- G oup' (s) in the PIM NG Domain and the active C
MAPPER MUST ONLY i ntroduce existing CMAPPERs in the main
domain in its introduction nessages sent to 239.0.1.190.

2. If a PIMNG domain which is divided to Sub-Domains, is
connected to a PIM SM domai n by using the PER concept,
and since in such design PER (s) MJST conmunicate wth
the closest C-MAPPER in the PIM NG domain to receive the
full AVMMI which is being exchanged between t he C MAPPERs
in the main domain, ONLY |IF the needs of nulticast Domain
DI CTATES TO USE the dynam c nethod for the comuni cation
of PER (s) with CMAPPER (s) in the Domain, then the C
MAPPERs MJUST form Mesh-G oup' (s) in the PIM NG Domai n and
the active C MAPPER MJUST ONLY introduce existing C
MAPPERs in the nmain domain in its introduction nessages
sent to 239.0.1.190.

I f Mesh-Goup'(s) are fornmed in the main domain so that through
an election the ACTI VE C- MAPPER starts introducing in the main
domai n, then ONLY the PER (s) acting as the boundary between
Sub- Domai ns MUST be dictated to pass the introduction nessages
sent to 239.0.1.190 which are generated ONLY BY the ACTIVE C
MAPPER in the main domai n and NOT Sub- Domai ns.

|f a PIM NG Domain which is divided to Sub-Domains i s connected
to ot her Domai ns using PPER concept or is connected to a PIM
SM domai n, To reduce the bandw dth and network resources
consunption I F the needs of nmulticasting in the Domain does
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not dictate to use the dynam c nethods for the conmunication
bet ween PPER (s) or PER (s) and C MAPPERs, PIM NG
specifications Strongly SUGGESTS to statically introduce C
MAPPER (s) to each PPER or PER through command initiation on
PPER (s) and PER (s).

If the CGMAPPERs are statically introduced to PER (s) and
PPER (s), then a mechani sm MJUST be used so that the C MAPPERs
whi ch are nmenber of a Mesh-Goup in the main domain, don't

el ect the Active CGMAPPER This way the C- MAPPERs which are
menbers of the Mesh-Goup in the main domain will only
exchange their AWMMI (s) and if needed the information
regarding the existing TR (s). and Since no Active C-MAPPER i s
el ected the PER (s) acting as boundary between the Sub- Domai ns
MUST NOT be dictated to forward the C MAPPER i ntroductions
sent to 239.0.1.190 which are generated by the ACTIVE in the
mai n domain. So Pl M NG speci fication SUGGESTS doi ng above

t hrough conmand initiation as an option.

Al'so in case that the CMAPPER (s) are introduced to PER (s) or
PPER (s) statically, PIM NG specifications SUGEESTS that the

C- MAPPERs 1n the main domain simply become peer and don”t form
Mesh- Groups, which elimnates the need to use the above

ment i oned mechani sm

Wth the above concepts, each C-MAPPER wit hin each Mesh- G oup
in the main domain, will informALL the other nenbers of the
Mesh- Group as soon as any changes occurs within a Sub-Domain.

If in a Pl MNG Domain divided to Sub-Domai ns, the C-MAPPERs are
to form Mesh-Goup' (s) in the main domain through dynam c

met hod explained in section 4.5.2. , the PER (s) acting as the
boundary between Sub-Domai ns MJUST BE dictated to forward the

C- MAPPER i ntroducti on nessages destined to 239.0.1.188 and
generated ONLY by CGMAPPERs in the main domain. so if Domainl
is divided to Sub-Domains 2 and 3, then the PER (s) between
Sub- Domai n2 and Sub- Donmai n3 MJUST BE dictated to forward the C
MAPPER i ntroduction nessages destined to 239.0.1.188 with

Domai n- Val ue set tol (Domainl).

To reduce the bandw dth and network resources consunption in

t he above case, in which CMAPPERs are to form Mesh-G oup' (s)
in the main domain, PIM NG Specifications Suggests to peer the
C- MAPPERs usi ng the uni cast Address of each C MAPPER and not

t he GROUP nunber of C- MAPPERs which will eventually neke the
C- MAPPERs to send nmulticast introductions to 239.0.1.188 to
find their peers. This being said, the dynamc nethod is still
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the preferred method IF the network infrastructure and
resources can support ALL the needs of PI M NG nulticast
Domai n.

If in the main domain, the C MAPPER Mesh- Group concept is

i npl enented with nore than one Mesh-Goup, then it is advised
to ONLY peer 2 C-MAPPERs from each Mesh-Goup with 2 C MAPPERs
fromthe other Mesh-Goup' (s). The peering of C MAPPERs i nside
different Mesh-Goups forned in the Main domain MJUST BE done
using the static nmethod and there MJUST be a boundary between
the 2 Mesh-Goups. For instance, if D1 is divided in to 10
Sub- Domai ns ( Sub- Donmai ns 2-11) and C MAPPERs i n Sub- Domai ns2-6
are formng Mesh-Goupl and C MAPPERs in Sub-Domai ns7-11 are
form ng Mesh- G oup2, then 2 CMAPPERs from Mesh-G oupl w |
beconme peer with 2 G MAPPERs in Mesh-Goup2 using the static
met hod to bring redundancy to the entire donmain. and it is
STRONGLY advi sed by PIM NG specifications to use a PER as the
boundary between Sub-Domai ns 2-6 and Sun-Domains 7-11 so that
no multicast introduction nessages will be forwarded fromthe
side including Sub-Domains 2-6 to the side including Sub-
Domai ns 7-11. The above nethod of connecting different Mesh-

G oups w Il becone necessary in designs with nore than 2 Sub-
Domai ns and nmany C-MAPPERs in use to reduce the anount of

i ntroduction nmessage traffic in the domain.

Each Sub-Domain MJST BE treated as a PI M NG Domai n, in which
all the conponents of the domain including Cients, CRP (s),
TR (s) and G MAPPER (s) use the sane domain or better to say
Sub- Domai n nunber with the C MAPPER (s) and TR (s) as the only
conponents being the nenber of the main domain and Sub- Domai n.
So clients, GRPs and TR (S) inside a Sub-Domain MJST only
listen to G MAPPER introduction nessages wth the sanme domain
nunber .

Si nce each Sub-Domain MJUST BE treated as a separate Domain,
each Sub-Domain can have up to 255 CG-RP and TRs if needed, and
the all the PIM NG specifications and rules that apply to
exiting GRP' (s) and TR (s) in a single nulticast donmain, are
appl i cabl e here.

C- MAPPERs in a Sub-Domain MUST beconme peer with ot her C MAPPERs
in other Sub-Domains using their main domain nunber, in order
to advertise the information regarding nmulticast sources

inside their Sub-Domain to other Sub-domains. So if (i.e.) if
we have C- MAPPER- A and C- MAPPER-B inside D1, and C MAPPER-A is
a nenber of sub-Domain-2(SD2) and C- MAPPER-B is a nenber of
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SD-3 , then C MAPPER-A MUST becone peer with C MAPPER-B which
is inside DI and not DS.

As explained in section 4.5.2. ,when there are nore than one C
MAPPER in a PIM NG domain , each STC- MAPPER MJUST send t he
information regarding newy found C-RPs or TR (s) to the
active CMAPPER in the domain ,so that the active C MAPPER
will be able to introduce the CRPs or TRs to the PI M NG
popul ation by sending introduction nessages to 239.0.1.190.
but PI M NG specifications dictates that in nulticast design
i ncl udi ng Sub-Domai n i npl enmentation , G MAPPERs MUST NOT send
the information regarding the existing CRPs in their Sub-
Domain to other C-MAPPERs from different Sub-Domain'(s). And
this is due to the fact that each Sub- Domain MJUST BE treated
as a separate Domain. so such information MJST only be
exchanged wi thin the Sub-Domai n.

If TR (s) are considered in a PI M NG domain which is divided

i nto Sub-Domai ns, since the communi cati on between the TR and a
client is limted to the join/prune nessages, then C MAPPERs
in different Sub-Domains MIUST send the information regarding
TR (s) they find inside their Sub-Domain to their peer C
MAPPERs whi ch are resided in other Sub-Domains so that

1. dients in other Sub-Domai ns becone aware of the
exi stence of TR and use its unicast address to send the
j oi n/ prune nessage towards the closest TR

2. TR (s) will find each other to communicate regarding the
exchange of JO NED- GROUP TABLE

In case of existing TR (s) in a PIM NG domain divided to Sub-
Domai ns, PI M NG speci fications STRONGLY suggests

1. To Use a separate router as the TR if applicable

2. To Use the ANYCAST concept to introduce the existing TR (s)
to the clients.

3. NOT TOuse CRP (s) as the TR if possible, due to the fact
that in this case because of the nmethod used by PIMNG to
send a joi n/ prune nessage when C-RP and TR are both the
sane, there mght be sone issues if the CRPs in one Sub-
Domain go offline and after this the clients in this Sub-
Domain may chose to send their join/prune nessages toward an
TR/ C-RP resided in anot her Sub-Domain which doesn’t have the
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full A-MJLTI CAST MAPPI NG TABLE, because of nulticast source

filtering in that Sub-Domain.

4. That if the design needs dictates to use GRP (s) as TR (5s)
in each Sub-Domain, the TR ANYCAST address used in each Sub-
Domain be different from other Sub-Domai ns, and C MAPPERs be
di ctated through command initiation as an option NOT TO send
the information regarding the TR (s) in their Sub-Domain to
ot her G- MAPPERs which are resided in other Sub-Domains. This
way each single Sub-Domain wll totally act as a separate
Domai n.

If nmore than one TR exists in a PI M NG Domain which is divided
to Sub- Domains, and the information regarding the TRs is being
exchanged anong C- MAPPER so that the clients becone aware of
the existence of TR (s) and also TR (s) can comrunicate with
each other using the dynam c nethod, then TR (s) MJST use
their main domai n nunber when sendi ng introductions containing
JO NED- GROUPS TABLE to each other and not the SUB- Domai n
nunber, as the only thing that 2 TR CAN share and HAVE in
common i s the main domai n nunber.

TR (s) MJST introduce thenselves to the ACTIVE C-MAPPER in the
Sub- Domai n and not an ACTIVE C- MAPPER in the nain domain.

Each G- MAPPER MUST send the information regardi ng new nmulticast
sources being originated inside its Sub-Domain to their peer

C- MAPPER (s) by exchanging the contents of A-MJULTI CAST MAPPI NG
TABLE.

C- MAPPER (s) that are both a nenber of a Sub-Domain and the
mai n domai n, MJST renove the Sub-Domai n nunber fromthe

domai n-set of nulticast sources inside their Sub-Domain,
before advertising themto their peer C MAPPER(s)in other Sub-
Domai ns or outside their nmulticast domain. After the deletion
of Sub-Domai n nunber, ALL the rules and specifications rel ated
to Donai n-Set and RPF check will be applied. This is due to
the fact that from other C MAPPERs point of view, whether in
the same PIM NG donmain (i.e. Dl1) or another PIM NG domain
(i.e. D2) the updates MJST be seen as generated in D1.

|f any FILTERING in regards to nulticast sources needed to be
done, so that a Sub-Domai n does not receive the information
regarding an specific nmulticast source or a group of nulticast
sources, it MJUST ONLY BE done within each Sub-Domain in a way
that the G MAPPER (s) within a Sub-Domain which ARE a nenber
of the main domain do the filtering on the contents of A-
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MULTI CAST MAPPI NG TABLE at the tine of advertising to C
MAPPERs that are only a nenber of the Sub-Domain or G RP (S)
wi thin the Sub-Donai n.

C-MAPPERs in a PI M NG Domai n which is divided to Sub- Domai ns
MJUST exchange the full A-MJILTI CAST MAPPI NG TABLE bet ween

t henmsel ves without any filtering, and as said above any
filtering MUST ONLY BE done within each Sub-Domain at the tine
of advertising to CRPs wthin a Sub-Domain. This MJST be done
so that any PER (s) or PPER (s) connecting the Pl M NG Domain
to other domain' (s) or PIMSM domain'(s) receive the full A-
MULTI CAST MAPPI NG TABLE.

If a PER is placed between 2 PIM NG Sub-Domains to isolate
them then the PER MUST know the main domain nunber it is
resided in. this is a MIST so that where ever the needs of
multicasting dictates the PER wll forward the C MAPPER

i ntroducti on nessages which are neant to be heard by C- MAPPERs
and PER or PPERs in the main donain.

| f Sub-Domains are isolated fromeach other by using PER (s)and
t he dynam ¢ C MAPPER peering nethods are used anong different
Sub- Domai ns, then each PER MJST be dictated to let the C
MAPPER i ntroduction nessages destined to 239.0.1.188 and are
meant to finding other CGMAPPER in the main domain ,to be
forwarded from one Sub-domain to the other. As expl ai ned
above, up to 2 CGMAPPERs from each Sub-Domain with total
nunmber of 10 C-MAPPERs are allowed to form C MAPPER Mesh- G oup
in the main domain to propagate the information regarding
mul ti cast sources in each Sub-Domain, so it is vital that the
C- MAPPER i ntroducti on nessages neant for the main Domain are
forwarded by the PER

| f the G MAPPERs in existing Sub-Domain have fornmed nore than
one Mesh-Goup in the main domain , PIM NG specifications
STRONGLY suggests that the PER (s) between the 2 Mesh- G oup
areas DO NOT pass the C MAPPER introduction nessages sent to
239.0.1.188 fromone Mesh-Goup area to the other. This is
needed to be taken in to consideration when the nunber of C
MAPPERs and nmesh groups in a nulticast domain increase, to
limt the propagation of such traffic. So as expl ai ned above
it 1s STRONGY suggested to choose at |east 2 C MAPPERs from
each Mesh- G oup and nmeke them peer with C MAPPERs in other
Mesh- Groups using the static nmethods. consider the bell ow
design in which Domain1(Dl) is divided in to 4 Sub-

Domai ns( SD2-5) :
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PIM-NG DOMAIN 1

MESH-GROUP 2-D1

MESH-GROUP 1-D1

C-MAPPER INTRODUCTION

SENT TQ 239.0.1.188 WITH 01 C-MAFFER INTRODUCTION

SENT TO 23001188 WITH D1
o ‘2“——’

- @8 &

. | k | - e =]
'l CMAPPER  C-MAPPER a Yk s || | i !
Gi-pi-D2  G2D1-5D2 : "'W-m. Clh‘dplr-”-‘ li U | CMAPPER  C-MAPPER | CMAPPER  C-MAPPER
L H (SNt RRre | PER L | G5DI.5D4  GED1-504 ‘ | GTD{-805 GBDI-S05 | |
--------------------- gomcef et o ot VoS e s 1m0 T T i o e g
MESH-GROUP 1-02 PER | ueswcroup1ps = | MESH-GROUP 1.04 PER | MESH.GROUP 1.05

PIM-NG SUB-DOMAIN 2 PIM-NG SUB-DOMAIN 3 FIM-NG SUE-DOMAIN 4 PIM-NG SUB-DOMAIN 5

]
NO MULTICAST INTRODUCTION ALLOWED

Fi gure 51 Mesh-G oups and C- MAPPER peeri ng

If a PIM NG donmain divided to Sub-Domains is connected to a

Pl M SM donai n and the 2 domains are separated by a PER which is
acting as the BORDER- Pl M ROUTER(BPR) too, then the PER MJUST
beconme aware of both main PI M NG domai n nunber and the PI M NG
Sub- Domai n nunber it resides in, and introduce itself to the

cl osest CGMAPPER in the main domain if the dynamic nethod is in
use or to any C-MAPPER that is statically introduced to the PER
using the main domai n nunber and not the Sub-Domai n nunber.

If a PIMNG donmain is divided to Sub-Domai ns, and the Pl M NG
domain is connected to other PIM NG domai ns using PPER (s), then
t he PPER MUST know both the main donmai n nunber and the Sub-
Domai n nunber it is resided in, and MJST automatically
communi cate with the closest CMAPPER in the nmain Domain and
not the Sub-Domain, if the dynamc nmethod is in use and the
ACTI VE G MAPPER within the main domain is chosen to introduce
all existing CGMAPPERs in the PIM NG domai n by sending
i ntroductions destined to 239.0.1.190, or conmuni cate with any
C-MAPPER that is introduced to it in the main domain.

When a CGMAPPER in a PI M NG Donmain which is divided to Sub-
Domains with rmulticast source filtering being applied to Sub-
Domai ns, receives a PER or PPER introduction, it MJST exchange
the full A-MJLTI CAST MAPPI NG TABLE with the PER or PPER so that
the PER or PPER has a conpl ete know edge about existing
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mul ti cast sources. This is why such PER or PPER MJST i ntroduce
itself to the CGMAPPERs within the main domain and not the sub-
domai n. as expl ained earlier each Sub-Donain can have as many C
MAPPERs as needed but only 2 of themare allowed to be a nenber
of both main domain and Sub-Domain, and if such PER or PPER
introduces itself to the closest CMAPPER within a Sub-Donain
that multicast source filtering is applied init, there is a
possibility that the PER or PPER introduces itself to a C MAPPER
which is only a nenber of the Sub-Domain and doesn’t have the
full A MJLTI CAST MAPPI NG TABLE.

If a PIMNG donmain is divided to Sub-Domains and the existing
C- MAPPERs wit hin each Sub-Domain are to form C MAPPER Mesh- G oup
with other CMAPPERs in other Sub-Domains in the nmain domain
usi ng the dynam c net hod used by PI M NG specifications , the
PERs acting as the boundary between Sub-Domai ns MJUST forward the
C- MAPPER i ntroduction nessages sent to 239.0.1.188 and
239.0.1.190(active CGMAPPER introduction). This is advised to be
done through command initiation as an option.

If a PIM NG domain which is divided to Sub-Domai ns i s connected
to other PI M NG donmai ns using PPER concept, and the C MAPPERS in
Pl M NG donain are form ng Mesh-G oups then the PERs acting as
t he boundary between the Sub-Domai ns MUST pass the introduction
message of ACTIVE C-MAPPER in the main domain sent to
239.0.1.190, so that the PPER connecting the PIM NG domain to
ot her PIM NG domains will automatically |earn the address of the
C- MAPPERs and communi cate with them

If a PIM NG donmain which is divided to Sub-Domai ns i s connected
to a PIM SM domai n, and the C-MAPPERs in Pl M NG domai n are
form ng Mesh-G oups then the PERs acting as the boundary between
t he Sub- Domai ns MJUST pass the introduction nessage of ACTIVE C
MAPPER in the main domain sent to 239.0.1.190, so that the PER
connecting the PIM NG domain to PIM SM domain wll automatically
| earn the address of the C-MAPPERs and communicate with them

If in a Pl MNG Domain which is divided to Sub-Domai ns and
connected to outside Domai ns using PPER (s) or PI M SM domai ns
using PER (s) which act as BPR, nore than one C- MAPPER Mesh-
Goup is considered , Since it is STRONGY suggested by PI M NG
specifications to use a PER between the 2 Mesh-G oup area, so
that the ACTIVE C MAPPER i ntroductions of one area |I'S NOT
forwarded to ot her areas, PIM NG specifications SUGEESTs to
statically introduce at |east 2 C MAPPERs from ot her Mesh- G oups
that such PER or PPER is not resided in the associated area to
the PER or PPER so that if the connection between the PER or
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PPER with the C- MAPPERs inside the closer Mesh-Group area i s
|l ost, the PER or PPERs will be able to communicate with the C-
MAPPERs i n ot her areas.

Fi gure 52 PPER and PER communi cation wi th C MAPPER

As expl ai ned above throughout different rules and specifications that
apply to PIM NG Sub-Donmain' (s), the Sub-Domain concept is introduced
to give adm nistrators and designers the ability to divide the

mul ti cast domain to different areas and provide a robust control over
t he propagation or advertisenent of the multicast sources within each
area or better to say Sub-Domain or as a security feature treat a
Sub-Domain in a way that no nulticast source registration is allowed
in an specific area or Sub-Domain by applying the STUB- DOMAI N concept
to that Sub-Domain . In O a PI M NG domai n divided to Sub-Domains is

il lustrated.
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Fi gure 53 Sanple PI M NG domain Divided to
Sub- Domai ns

4.6.6. PIM NG Stub-Domai n
PI M NG i ntroduces the STUB-DOVAI N concept as a security feature when
dealing with nultiple Pl MNG Donmai ns or Pl M NG Sub- Domai ns. Through
i npl ementing the STUB- DOMAI N concept, a PI M NG Domai n or Sub- Domai n
is treated as a nulticast domain in which only receivers for
mul ticast traffic exist.

The bel | ow specifications and rules apply to a Pl M NG STUB- DOVAI N:
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o

o

A STUB-DOMAIN is a domain in which, no nulticast source exists.

A STUB-DOMAIN is a domain in which, ONLY nulticast traffic
recei vers MJST exi st.

If a Domain is considered to be STUB-DOVAIN, the CRP (s)
within the Domain MUST BE di ctated NOT TO accept any source

regi ster nmessages. To do so PI M NG specifications Suggests that,
at the time of configuring the domain nunber in which a CRP
exists, the CGRP be dictated that the domain it is resided inis
a STUB- DOVAI N.

If a Domain is considered to be a STUB-DOVAIN, the C MAPPERs
i nside the Domain MJUST BE dictated NOT TO accept any nul ti cast
source advertisenent fromexisting CGRP' (s), or better to say
the C-MAPPER (s) inside a STUB-DOVAIN MUST NOT receive any AMMI
fromthe GRP (s) inside the domain, and if any A-MJLTI CAST
MAPPI NG TABLE is received fromGCRP' (s) it MUST NOT be accepted.

If a PIMNG Donmain is divided to Pl M NG Sub- Dormai ns, and one or
nmore Sub-Domain' (s) MJST be treated as a STUB-DOMAIN, then ALL
C-RP' (s) inside such Sub-Domain' (s) MJST becone aware about the
situation, so that they WLL NOT accept any source register
nmessages.

If a PIMNG Donmain is divided to Pl M NG Sub- Dormai ns, and one or
nmore Sub-Domain' (s) MJST be treated as a STUB-DOMAIN, then C
MAPPER (s) inside such Sub-Domain' (s) MJST NOT accept any AMMI
fromthe CGRP (s) inside the Sub-Donain.

If 2 separate PIM NG nulticast domains (i.e. D1 and D2) are
connected and one of them (i.e. Dl) is considered by the other
Domain (i.e. D2) a STUB-DOVAIN, then the C MAPPER (s) or
PPER (s) in the Domain which is not a Stub-Domain (i.e. D2) MJST
NOT accept any nulticast source advertisenents fromthe peer C
MAPPERs in the Domain that is considered a STUB-DOVAIN (i.e.

Dl1). PIM NG specifications suggests that this be done at the
tinme of introducing the peer C MAPPERs. for instance by
initiating a command like this :

<#|1 P PI M NG PEER MAPPER DOMAI N[ val ue] MAPPER- ADDR[ X. Y. Z. W STUB>

o

o

No AMMI MUST BE recei ved or accepted froma peer C MAPPER which
is considered to be in a STUB- DOVAI N.

The CG-RP (s) inside a STUB-DOVAIN MUST only receive AMMI from
C- MAPPER (s) in the domain and MUST NOT generate any AMMI.
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Since as dictated by PIM NG specifications NO adverti senents
regarding nulticast sources can be accepted from a STUB- DOVAI N,
In a multicast network design with a STUB-DOVAIN in the mddle
of 2 normal domains PI M NG specifications suggest 2 different
appr oaches:

1.

| f possible, CMAPPER (s) fromthe normal Domai ns MJST
becone peer with each other and also the CGMAPPER (s) in
the STUB-DOVAIN, so that the C MAPPER (s) in the nornal
Domai ns can exchange i nformation regardi ng nmulticast
sources originated in their domains and only advertise
themto the CMAPPER (s) in the mddle domain. in this
met hod the STUB-DOMAIN acts as a transitory nul ticast
domain and actually is used by the normal domains as a
path to send join/prune nessages and receive the desired
mul ticast traffic.

If it is not possible to make the C- MAPPERs in nor nal
domai ns peer wth each other, PIM NG specifications
suggest to use a nechanism as an optional feature in
regards to STUB-DOVAIN, so that the C MAPPER (s) in
nor mal domai ns becone peer with the CMAPPER (s) in the
STUB- DOVAI N and accept receiving advertisenents
regarding nulticast sources or better to say accept the
received AMMI from G MAPPER (s) in the STUB- DOVAI N, BUT
filter any information regarding nmulticast sources that
are generated within the STUB- DOVAI N.

o0 The above approach is unique to PIM NG because of its unique
RPF check nethod, which allows the existence of transitory
mul ti cast domai ns or Autononpbus Systens. The above
expl anations can be seen in 0.

olf a PIMNG domain is connected to a Pl MSM donmai n, and the
PIM SM domain is considered to be a STUB-DOVAI N, Pl M NG
specifications follows 2 different approaches:

1.

If the PIM SM domain is between 2 PI M NG domai ns, the
C- MAPPER (s) which is becom ng MSDP-PEER with RP' (s) in
the PIM SM domain MUST BE dictated not to accept any
Source Active nessages fromtheir MSDP-PEER (s). And C
MAPPERs wi thin the PIM NG domai ns MUST becone peer with
each ot her.

if the PIM NG domain is connected to a network of Pl M

SM domai ns and the directly connected PI M SM domai n nust
be considered a STUB-DOVAIN, the C- MAPPER (s) in the
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Pl M NG domai n MUST be dictated as an optional feature to
performfiltering on the received Source Active nessages
received fromthe MSDP-PEER in the STUB-DOMAIN, so that
any source with the originator address equal to the
address of the MSDP-PEER is filtered.

DOMAIN1 A-MULTICAST MAPPING TABLE DOMAIN3

C-MAPPER

STUB-DOMAIN

DOMAINA DOMAIN3

C-MAPFER

FILTER SOURCES CREATED
IN DOMAIN 2

FILTER SOURCES CREATED
IN DOMAIN 2

STUB-DOMAIN

Figure 54 Stub-Domain as the transitory
mul ti cast domain

The above specifications and rules apply to a PI M NG STUB- DOVAI N. and
the reason that the Stub-Domain concept is explained as a part of the
concepts related to PIM NG and multiple nmulticast domains, is that
this concept is only neaningful and applicable when we are dealing
with multiple nmulticast domains, and the STUB- DOVAI N concept can be
used as a security measure when dealing with nulticast domai ns that
no multicast source' (s) are expected to be advertised fromthem to
elimnate the possibility of existing attackers.
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4.7. PIMNG Bidirectional |ogic

One of PIMNG s features that can nake it by far a suitable candidate
for scenarios with huge nunber of sources and receivers for the sane
mul ticast group and specially data centers is its Bidirectional PIM
|l ogic. Current inplenentation and concept cannot allow for the

exi stence of redundant roots per bidirectional tree which is a
desirable factor especially in data centers where we can face a huge
nunber of receivers and sources for the sane nulticast group (G.

O her than redundant roots being able to benefit fromredundant trees
per bidirectional group can be considered another desirable factor
whi ch currently needs to use other protocols in conjunction with PIM
SM

PI M NG can provide both redundant roots per bidirectional tree and
redundant trees per nulticast group by nmeking use of sone of the
processes and specifications which has been explained up to this
poi nt al ongside its unique Bidirectional |ogic.

In addition to the above PI M NG introduces a new net hod of

Bi di rectional multicast group discovery unique to PIMNG called

Bi directional G oup Auto Sense nechani sm which allows a mnmulticast
domain to automatically sense the existence of Bidirectional G oups
and change the logic of the domain for those groups to Bidirectional.

In the follow ng sections different concepts and specifications of
PIMNG bidirectional logic will be discussed.

4.7.1. Requirenents
For Bidirectional PIMNG logic to be inplenented in a well
organi zed manner at least 1 TR MJUST do exist in a PIMNG nmulticast
domai n.

All PIMNG aware routers MJST be Bidirectional PIMaware too by
defaul t.

4.7.2. Bidirectional Multicast Goup D scovery

Before getting involved in how Bidirectional trees are fornmed, we
need to understand how Bidirectional Milticast G oups wthin a Domain
are discovered so we will be able to deliver the desired traffic
destined for (G fromsources to receivers.
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Pl M NG uses 2 different nethods for Bidirectional source discovery
whi ch are called Manual node and aut osense node. No matter what type
is used it is mandatory that a PI M NG domain in which the
bidirectional logic is going to be used have 1 or nore TR (s). That
being said at least 1 TR MJUST exi st in such domai ns.

4.7.2.1. Manual Mbde

Bi di rectional Miulticast source discovery nmanual node specifications
are as foll ows:

1- In this node The Bidirectional Milticast Goup' (s) are defined and
configured manually on the existing CMAPPER or Active C MAPPER i f
nmore than 1 C MAPPER is consi dered.

2- For this node to be activated the Active C MAPPER MJST be
configured appropriately by the adm nistrator and the C MAPPER
MUST informall the population by setting the B-BIT inits
i ntroduction nessages sent to 239.0.1.190.

3- After the Goups with Bidirectional |ogic are defined and
configured on the C MAPPER, the C- MAPPER MUST notify the entire
popul ation of PIM NG aware routers about the existence of such
G oups so that the domain's logic will change to Bidirectional for
those group' (s). This is done by the C MAPPER t hrough sending a
special table called "Bidirectional Goups Table (BGI)" in its
i ntroduction nessages sent to 239.0.1.190.

o m e e e e e e e e e e e e e e e e e e e e e o +
| Bidirectional Goup| TR Goup |Rflag |
o m e e e e e e e e e e e e e e e e e e e eeaa o +
I I I I
o m e e e e e e e e e e e e e e e e e eaao s +
I I I I
o m e e e e e e e e e e e e e e e e e e e eaao +

Figure 55 Bidirectional G oups Table (BGT)

R-Fl ag: set by a CGRP or CGMAPPER to informthe C MAPPER to
remove a nulticast group fromits BGI table. If this flag is
set it means that the group is not active anynore.

0 shows the format of BGT in which C MAPPER announces the

Mul ticast G oups for which the logic of the Domain MUST change to
Bi directional. Also the C MAPPER announces a TR group which
defaults to O and its use will be discussed further when there are
lots of TR (s) in a multicast domain and the needs of nulticasting
dictates to use a handful of TRs for different sets of
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Bi directional Milticast groups as the ROOT. So for the sake of
sinplicity it assuned that there are not so many TRs.

4- After the C MAPPER sends BGT in its introduction nessages all the
PI M NG aware routers will know about any nulticast group that nust
be treated as a Bidirectional Goup and sources and receivers wll
imedi ately join the SPT rooted at the closest TR for that
group' (s) without registering with CGRP (5s).

5- In scenarios with SUB-Domains inplenmented it is possible to filter
any desired Bidirectional Milticast group from being updated to
the Active G MAPPER w thin each Sub-Domain by the Active C MAPPER
in the main domain.

6- BGI MUST BE exchanged between nei ghbor clients when a new client
is added at the tine of synchronization.

7- If a Goup (G is renoved the C MAPPER MJST announces this event
by sending the BGT and setting the R-Flag for that (G.

8- In scenarios with Core Domain inplenentations, in which 1 or nore
Domai ns are connected to a Core domai n and senders and receivers
are distributed in different domains, Bidirectional G oups MJST be
configured and defined on an Active CMAPPER within the Core
Domai n and then be updated to C MAPPERs inside connected Domains.

9- Wen Bidirectional groups are defined on CMAPPERs within a core
domain, PIM NG strongly advises to update it based on domains in
whi ch any sender or receiver of Goup G exists. to make it nore
clear it nust be said that it is suggested to use a nechani sm
t hrough which it will be possible to send the BGI to desired C
MAPPER nei ghbors wi thin connected domains or if needed to all the
C- MAPPERs. This way senders and receivers within any desired
domain can join the Bidirectional tree for group Gwithin their
domai n and eventually the tree in the core domain.

10-1f 2 PIM NG nulticast domains are going to conmuni cate using
Bidirectional PIM then at |east one CMAPPER in any one of the
domai ns MUST be configured with appropriate Bidirectional
informati on and pass the information to the other C MAPPER by
exchangi ng BGT.

11-When a Bidirectional Goup is renoved fromthe BGI of a C- MAPPER
the C- MAPPER MUST notify all the popul ati on of PI M NG awar e
routers within its domain and in case of domains connected to a
core donmain all the CMAPPERs w thin each domain or desired donain
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about the change by sending a BGI with the R Flag of the renoved
Mul ticast Group being set to 1.

This process is much |ike what is happing in current inplenentations
except for the fact that it allows for the existence of many TR s
within a domain and thus redundant roots per Bidirectional group,
which will be discussed | ater.

4.7.2.2. Autosense nechani sm

PIMNG allows a nmulticast domain to automatically sense the existence
of Bidirectional groups and change the |ogic of the Domain for such
groups. This is acconplished due to the fact that the Source registry
mechani sm and the processes through which a client finds the source
of a nmulticast address are perfornmed in a conplete different and

i nnovative way than current inplenentations.

As explained in chapter 4.2. PIM NG uses a new nechani smfor

regi stering the source and the way a client or end host finds its
desired nmulticast source. Involved nmechanisns |ike saving the
informati on of active sources in MMI' by C-RP' (s) and al so the uni cast
nature of Source discovery nessages sent fromclients to CRP (5s)
provides the ability of keep track of existing nulticast sources and
receivers or better to say how many receivers and sources do exi st
for the same multicast group

By definition a Bidirectional Miulticast Goup is a group for which
| ots of sinultaneous senders and receivers do exist or better to say
it is a group for which a sender is also a receiver.

PI M NG Bidirectional specifications wwth regards to Autosense are as
foll ows

1- Autosense is the default node of PIMNG Bidirectional |ogic.

2- Autosense is suitable for any type of multicast domain and MJST
only be used when there is only one nmulticast domain. That being
said it is not advised to use it in scenarios with nultiple
domai ns connected to or through a core domain. For such scenarios
it is suggested to ONLY use the Manual node.

3- In PIMNG a nmulticast group G for which at |east 1 unicast address
is seen by CRP as both the source and receiver |S considered a
Bidirectional nmulticast group. So in a PIM NG domain with
Bi di recti onal Source Autosense discovery nechani smactivated on
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its CGRPs and C- MAPPER (s) when a C-RP receives a Request for
source type of nessage for nulticast group G froma client whose
uni cast address is also registered as the source of that sane
mul ti cast G oup Gthe C-RP becones aware that it is dealing with a
Bidirectional nmulticast group and thus it imediately inforns the
cl osest C-MAPPER about it by sending the so called Bidirectiona

G oups Table in its unicast introductions to the C MAPPER
containing the nmulticast Goup with both the TR group and R-Fl ag
fields being set to O.

4- As soon as a Miulticast Goup (G is announced as a Bidirectional
Mul ticast G oup, the Logic of the Domain for that (G MJST change
to Bidirectional and Sources and receivers MJST immediately join
the SPT rooted at closest TR or better to say receivers which are
al so considered sources will send their join to the TR as the
Sour ce

5- The CGRP (s) MIST send the BGI to C MAPPER i nmmedi ately whenever it
senses a change by setting the ZTCN bit in its nessage.

6- Receiving the nessage containing the BGI froma C RP, the C MAPPER
MUST i medi ately informall the existing Cients by sending an
i ntroducti on nmessage containing the BGI to 239.0. 1. 190.

7- When the Active C MAPPER receives an introduction fromeither a C
RP or other C MAPPERs containing BGI it MJST i nmediately inform
all the other CGMAPPERs it is in contact with so that all the G
MAPPERs becone aware of the situation.

8- If nore than 1 C- MAPPER exists and due to the fact that in such
cases and with regards to chapter 4.5.2. The Active C MAPPER is
responsi ble for all the introductions sent to 239.0.1.190, any C
MAPPER t hat receives a BGI showi ng a change MUST informthe Active
C-MAPPER. So in case of multiple C MAPPERs each C- MAPPER recei ving
a BGT with the R-Flag being set MUST informthe Active and now if
the Active doesn’t receive a BGT with the associated R-Flag of
Bidirectional group (G not set which shows that there are stil
senders and receivers in the next 15+2 mnutes it MJST inform al
t he popul ati on about the change and renoval of that group from
Bi di rectional | ogic.

9- If the SUB-Domain concept is inplenmented the Active C MAPPER in
the main domain MUST informall C MAPPERs inside Sub-Domains by
sendi ng BGI to them

10- In scenarios with SUB-Donains inplenented it is possible to
filter any desired Bidirectional Milticast group from being
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updated to the Active C- MAPPER wit hin each Sub-Domain by the
Active G MAPPER in the nmain domain.

11- BGT MUST BE exchanged between nei ghbor clients when a new client
is added at the tine of synchronization.

12- When the Aut osense nmechanismis used, it is possible to renove a
mul ticast group fromthe Bidirectional |ogic or announce it
deactivated. This can be done by defining the group (G on the C
MAPPER or Active C- MAPPER and introduce it to popul ati on by
setting the R-Flag in the BGI.

13- If a PIM NG aware router senses that it is in ideal state for a
Bidirectional Goup for 60 m nutes or better to say it hasn’t
recei ved any updates fromthe C MAPPER about group (G nor it has
been part of the Bidirectional Tree for that (G it MJST renove it
fromits internal BGI and change its logic until further notice
fromthe C MAPPER

14- Each TR MJUST send an enpty Joined G oups Table to the closest C
MAPPER every 10 mnutes to the CMAPPER This enpty table is sign
that all the groups that are announced by the C MAPPER are active.
And eventually C MAPPERs MUST informthe Active C MAPPER about the
si tuation.

15- If a TRis pruned fromthe Bidirectional Tree of group (G or
better to say it is not part of the Bidirectional tree of (G for
20 mnutes it announces this to C MAPPER by sendi ng the Joi ned
G oups table and putting an entry for that group (G in the table.
This is the only tine the logic of using Joined Goups Table is
different.

16- If C MAPPER or Active C MAPPER doesn’t receive a joined Groups
Table fromat | east one TR showing that all the announced
Bidirectional Goups are active for 50 mnutes or 5 tinmes to the
default tinme TRs nust send their periodical nmessages containing
Joined Groups Table to CMAPPER , it MJST announce that (G not
active by sending a BGTI and setting the associated R Flag of that
G oup so that all the population will renpve that group until
further notice or better to say until at |east one source for that
group becones acti ve.

17- If a PIMNG aware router doesn’t need to be anymore part of the
Bidirectional Tree for (G it will send a Prune to upstream
routers and all the rules with regards to a prune nessage and
shared networks in which nore than one router are connected
t hrough a shared nedia are applicable.
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4.7.3. Redundant TRs

This section is dedicated to talk about a special feature of PIM NG
Bi di rectional logic which makes it possible to use nultiple redundant
Tree Roots per bidirectional Milticast group and eventually as it is
described |l ater to have redundant Bidirectional Trees per nulticast
group rooted at existing TRs.

In a PIMNG nulticast domain with at least 2 TRs, it is possible to
use either all existing TRs in a redundant manner or use a handful of
TRs and associate themwth 1 set of bidirectional nulticast groups
and associate other TRs to other groups depending on the needs of

mul ti casti ng.

Bot h of the above nentioned factors are desirable in dense
environments wth many senders and receivers for the sanme G and
residing in different parts of the domain. In the follow ng sections
| amgoing to explain the 2 different approaches PI M NG provides with
regards to existing TRs and redundancy of Tree Roots.

4.7.3.1. ANYCAST Approach

As the nane suggests, this nethod uses the ANYCAST concept with
regards to the available TRs within a nulticast domain and how t hey
are introduced by the C MAPPER

By using this method it doesn’t matter how many TRs exist In a PIM-NG
mul ti cast domai n, because the C MAPPER updates only one uni cast
address for existing TRs in its PDTT with the TR group field being
set to O.

As soon as Clients receive the information about the unicast address
of the TRs and with regards to Bidirectional |ogic explained so far,
each client imediately joins the SPT for Grooted at the closest TR
by setting the source unicast address to the unicast address of the

TR and al so setting the R-bit of the source address which indicates

that the join nessage should be forwarded towards the TR

Pl M NG specifications dictates that a join nessage in which the
source uni cast address and Tree Root addresses are the sane is a sign
of a Bidirectional join nmessage and thus in addition to the Milticast
group address received in BGTI tells internediary clients that their

| ogi ¢ MUST change to Bidirectional for such nessages.
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At the end of above procedure each client that needs to be part of
the Bidirectional Tree for Gjoins the SPT rooted at the closest TR

4.7.3.2. TR G oupi ng

There are scenarios in which it is not desirable to use all the
available TRs in Bidirectional processes or it is needed to use sone
of the available TRs as the redundant roots of a set of Bidirectiona
G oups and other TRs for other sets.

Pl M NG makes such inpl enentation possible through its well mannered
design in a way that it is now possible to consider any one of the
bel | ow approaches that suits well:

1- Use the ANYCAST nethod of TR introduction al ongside the G ouping
of TRs. In this approach all the TRs are introduced for nornal
mul ti cast routing using the ANYCAST address and a sel ected group
of TRs can be introduced in addition to the ANYCAST wth their
uni cast address used for communication between TRs and C- MAPPERs
al ongside their TR group which is manually configured on the
Active G MAPPER. In such case clients MJST only use the TRs wth
TR G oup nunber other than 0 when dealing with Bidirectiona
mul ti cast groups.

2- Use only Gouping of TRs. In this approach only the unicast
address of available TRs are updated by the C-MAPPER al ongsi de
their TR group which is set manually on the Active C- MAPPER

Both of the above nethods are usabl e although, the second approach
Wil result in huge anount of data in PDIT updated by C- MAPPER. No
matter which nmethod is used clients will use the groupings ONLY when
dealing with Bidirectional nulticast groups.

For this nethod to be inplenented a series of processes MJIST take
pl ace which are |isted bel ow

1- TRs MUST be manual |y grouped on the C-MAPPER or the Active C
MAPPER. This is done by sinply assigning a group nunber with a
val ue between 0 and 255 to each desired set of TRs, with value O
bei ng reserved for introducing TRs using ANYCAST net hod and val ue
255 reserved for introducing a TR which is part of al
Bidirectional Goups. This group value is used later by clients at
the tinme of choosing which TR they nust send their join towards as
the root of the Bidirectional tree.
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A TR which is part of all TR groups which is introduced to the
popul ation by TR group value of 255, is called Bidirectiona
Translator TR and is used later in inter-domain Bidirectional
connectivity.

Then the C MAPPER MUST update the groupings in its PDIT when
sending its introduction to 239.0.1.190 by setting the TR G oup
field associated with each TR to the configured value and send it
to all the population of PIM NG aware routers so that even
existing TRs wll become aware of this groupings.

A mappi ng between existing and activated Bidirectional Milticast
groups and the configured TR Groups on the Active C MAPPER MJST be
done either through manual configuration or an al gorithm which

t hrough a hashi ng mechani sm assi gns and maps each set of
Bidirectional multicast group to a TR group. It is suggested to
use the automated nethod through the proposed algorithmwhich is
useful when dealing with the Autosense nechani sm of Bidirectiona
source discovery or big nulticast domains.

Finally when the CMAPPER is going to notify the PIM NG popul ation
about activated Bidirectional Goups by sending the BGI in its

i ntroduction nmessages, it MJST set the TR Group field associ at ed
to each Bidirectional Miulticast group with the related and napped
TR group

Clients wll receive the mappings in the BGI and since they know
whi ch TR bel ongs to which G oup because they have received it
before in PDIT sent by C MAPPER, they eventually know which TR
shoul d be used as the root of each Tree and w |l use the unicast
address of the appropriate TR which is the closest one to themto
j oin SPT.

A TR CAN BE a nenber of nultiple groups and a G MAPPER MUST send
the groupings as individual entries in its PDIT. The only
exception is for Bidirectional translator TR (s) that are
identified by TR group 255.

If a TR which is nenber of a group is |ost and by | ost PI M NG
specifications neans the | oss of connectivity between TR and C
MAPPER in a way it is sensed by C MAPPER, the C MAPPER MUST choose
a suitable TR to replace the lost TR and automatically update it
by sending the unicast address of the new TR and associ ated group
inits PDIT. By suitable, PIMNG specifications neans the cl osest
TR to the current TR based on the information found in RIB
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9- If the above happens and a TR froma group is lost and a new TR is
chosen automatically and the chosen TR is al ready nenber of other
TR group' (s), then C MAPPER MJUST update all the Goups the TRis a
menber of in its PDIT as separate entries again. This is a MJST as
if a TRis a nmenber of group A and it is also chosen to becone a
menber of group B, if the C MAPPER send an update wth only an
entry for group B, clients MUST and will take it as if the TR can
be used ONLY for Bidirectional G oups with associated TR group B

10-1f a lost TR part of a TR group becones alive again, the C MAPPER
MUST send an update including PDIT with an entry for the activated
TR and renoving the TR which was automatically chosen as its
repl acenent.

4.7.4. Bidirectional Tree fornation

Tree formation can be considered the nost inportant part of PIMNG
Bidirectional logic as it provides the ability to benefit from
redundant Roots per Bidirectional Tree and eventually redundant
Bidirectional trees per nulticast group.

The basic rule of Bidirectional PIMwith regards to tree formation
and joining the SPT rooted at the TR applies to PIM NG too, except
for the fact that in PIM NG actually no shared path tree exists and

j oin nmessages carry the unicast address of a TR as the source of
multicast group in (S, G format. So in the follow ng sections | wll
expl ain the process through which a Bidirectional Tree is forned
between TRs and the how clients join the Tree rooted at the cl osest
TR

4.7.4.1. Tree formati on bet ween TRs

As described before in a PIM NG domai n each TR knows the uni cast
address of other TRs because they receive it fromthe CMAPPER This
address is not the ANYCAST address but the address used by TRs to

i ntroduce thenselves to the closest C MAPPER and communi cate with the
C- MAPPER and other TRs to exchange their joined groups table.

Because of the above feature of PIMNG wth regards to TRs, it is

very easy to make the TRs join a Tree using the unicast address of
other TRs as the source address of a multicast group (Q.
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The above approach works well in normal PI M NG nulticast

communi cations because it m ght be needed to forward a received join
nmessage towards a TR which already joined the SPT for (S, G and is
cl oser than the source itself and can be placed anywhere in the
domai n, but when it conmes to Bidirectional conmunications and tree
formati on between the TRs PIM NG s approach is a little different.

Pl M NG speci fications and processes with regards to Tree formation
between TRs are as foll ows:

1- If a TRreceives a join nessage for Bidirectional Goup (G it
MJST first check the contents of its internal Joined G oups Table
whi ch indicates all the nulticast groups other TRs residing in the
domain already joined the Tree for.

2- If an entry matching Bidirectional group (G is found in the
Joined Groups table, TR MJUST forward the received join nessage
towards the TR which is already joined the Bidirectional Tree for
(G by changing the Source unicast address and TR uni cast address
of the join nessage with the unicast address of the TR which is
already joined the Bidirectional Tree for (G wthout touching the
R-Bit.

3- If multiple entries matching Bidirectional group (G are found, TR
MJUST forward the join nessage towards the closest TR

4- |f a TR receives a join nessage for a Bidirectional Goup (G and
ONLY if there are no entries matching Bidirectional Goup (G in
joined Goups table, it MJUST informother TRs by updating its
Joined Groups table and send it in its introduction nessage to
ot her TRs.

5- If the ANYCAST TR approach is used the Joined G oups table MJIST be
sent to all the existing TRs.

6- |If the TR groupi ng approach is used, the Joined G oups Tabl e MJST
be sent to all the TRs that are nenber of the sanme group and
specifically to Bidirectional Translator TR (s) which are a nenber
of all existing Goups and are used in Inter-Domain connectivity.

7- The above nethod will forma distributed Bidirectional Tree for
group (G with multiple TRs as the Roots of the tree and nore
inportantly this tree is forned whenever it is denmanded and won't
wast e much bandw dt h.

8- Please refer to section 4.7.5. For informati on about Bi directional
Tree formati on between different PI M NG nulticast domai ns.
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Through the above approach and process at the end a Bidirectiona

Tree with nultiple TRs as its redundant roots forns nicely between
exi sting TRs whet her the ANYCAST approach or the TR groupi ng approach
is used. All the TRs are working redundantly which provides higher

Bi di recti onal comruni cati ons speed due to the fact that each client
can sinply get connected to its closest TR This approach is nostly
beneficial in dense environnents such as data centers where we are
dealing with high nunber of senders and receivers who are in
different parts of the domain.

Al so needl ess to say this approach provides the possibility of inter-
domai n Bidirectional connectivity wherever applicable with bell ow
speci fications:

1- AGCMPPER in the renote nmulticast domain or core domain MJST
beconme aware of the activated Bidirectional G oups through
receiving a BGI fromits nei ghbor or manual configuration. To nake
it clear the 2 domai ns MJUST be nei ghbors or better to say a
nei ghbor ship between C-MAPPERs in desired domains MJUST be
est abl i shed.

4.7.4.2. Conpleting the Tree formation

Final stage of a full Bidirectional Tree formation will be clients to
join the Tree for (Q.

Each Cient with need to send and receive the traffic of
Bidirectional Miulticast group (G MJIST join the SPT rooted at the
cl osest TR

| f the ANYCAST approach is used then each client MJST use the ANYCAST
address as the Root address and al so uni cast address of the source
for (G when sending the join nessage. And in case of TR grouping the
uni cast address of the closest TR associated to (G wth respect to
the information it has received from C MAPPER i n BGI and PDTT.

At the end a distributed redundant Bidirectional tree with regards to
the Roots and Tree formati on between clients and Roots will form

whi ch covers an entire donmain and is a feature desirable in dense
envi ronnents.
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4.7.5. Inter-Domain Bidirectional connectivity rules

1- As described previously a CGMAPPER in a core domain MJST introduce
existing TR (s) within its domain to their nei ghboring C MAPPERs
in connected domain'(s). This procedure is a MIST in Bidirectional
logic to help TR (s) in domains communicate with TR (s) in core
domai ns to exchange their joined groups table.

2- C MAPPER (s) within PI M NG donmai ns MJST i ntroduce at |east one TR
to their neighbors alongside the associ ated Domai n nunber so that
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the TR is distinguishable. This is done by exchangi ng the uni cast
address of selected TR (s) in PDIT. PIMNG specifications dictates
that the ONLY tinme a C- MAPPER uses its PDIT to send any
information to its neighbors in other domains is when
Bidirectional logic is being used and only the information of

TR (s) MJST be exchanged between C MAPPER (s) in normal domains or
between a G- MAPPER in a normal domain and a CMAPPER in the core
domai n.

Uni cast address of any TR that is received in PDIT from a nei ghbor
C- MAPPER i n anot her domain MJUST only be sent to existing TRs and
not all the popul ati on al ongsi de the Domai n nunber val ue
associated to the TR to make the TR di stinguishable. This is
different fromwhat happens with TRs in a core donmain because as
it had been explained the unicast address of TR (s) within a core
domain received in Core Domain topology Table MJIST be sent to al

t he popul ati on by the C MAPPER or Active C MAPPER

When deallng with inter-domain Bidirectional connectivity
scenari os, PI M NG STRONGLY advi ses to use ANYCAST net hod expl ai ned
in chapter 4.7.3.1. In all the involved domains to ease the
processes.

As expl ained before it is also possible to update selected TRs to
ot her domai ns through manual configuration. This being said, if in
a domain TR grouping nethod is and nust be used, then one or nore
TRs nmust be chosen to act as Bidirectional Translator TR wth TR
group nunber of 255 and the unicast address of the Bidirectiona
transl ators MUST be updated in either PDIT or Core Donai n Topol ogy
Table. This is due to the fact that only a TR which is part of al
TR groups or better to say can be aware of all active or to be
active Bidirectional Goups can be involved in inter-domain
connectivity.

The joined groups table exchanged between TR s in different
mul ti cast domains MUST only contain the information regarding
Bi di rectional G oups.

| f the TR groupi ng approach is used, ONLY the Bidirectiona
Translator TR (S) MJUST send Joi ned G oups Table to TR (s) in other
domai ns when dealing with Bidirectional Goups. This is due to the
fact a Translator TRis the only TRwithin a PIM NG domain to know
about all the active nulticast groups and wll receive the Joined
G oups Table fromall existing TRs nenber of any avail able TR

group.
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8- Wien a TR receives a join for (G froma client and there is no
entry for (G inits Joined Goups Table matching (G it MJST
i nform ot her TRs.

9- If the ANYCAST approach is used then TRs in other donmains wl
receive the Joined G-oups table too and if they receive a join
froma client they will forward the join towards TR (s) in other
domai ns which are already joined the Bidirectional Tree for (Q.

10- If TR grouping is used and since only the Translator TR is
allowed to communicate with TRs in other Domains, the joined
G oups table MIUST be sent to the Translator TR and Transl ator TR
MJUST inform TRs in other Donmains no nmatter if it is already joined
the Bidirectional tree for (G or not.

11- When a PER or PPER receives a join for a Bidirectional Goup form
outside its domain and the TR grouping is used, it MJST forward it
towards the closest Translator TR

12- When a PER or PPER receives a join for a Bidirectional Goup form
outside its domain and the ANYCAST approach is used, it MJST
forward it towards the closest TR

13- When a Translator TR receives a join for Bidirectional Goup (Q
it MUST forward the join towards the closest TR already joined the
tree for (G based on the TR grouping information associated with
the TRs and its internal Joined G oups Table mappings. This is why
it is called a Translator as it allows to connect a donmain in
whi ch ANYCAST is used to a donmain in which TR grouping is used or
the other way around or to connect domains with different TR
groupi ngs in use.

14- When a Translator TR receives a join nessage for (G and ONLY if
there are no entries matching (G in its Joined Goups Table it
MUST i nform ot her TRs based on TR groupi ng and mappings to
Bi di rectional G oups.

15- Since by definition a TR only accepts control plain packets from
TRs inside its domain, a nmechani sm MJUST be taken into
consideration with regards to ONLY Bidirectional |ogic so that
TR s accept Joined Groups Table fromdesired TRs with regards to
the domain in which they reside. This can be sinply a manua
configuration through which a TR becones aware of to which TR in
which Multicast domain it can send Joined G oups table and from
which TRs it can accept such table.
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16- It is STRONGY advised not to use the Autosense mechani sm
explained in(4.7.2.2. ) when dealing with Inter-domain
connectivity.

17- If in involved domains the Autosense nmechanism (4.7.2.2. ) is
needed to be inplenented, then C-MAPPERs in involved domai ns MJUST
exchange their BGIs to informeach other about any changes.

18- If Autosense nmechanismis inplenmented and Bidirectional group (G
is needed to becone deactivated totally, it MJST only be done
within the domain the G MAPPER or Active C- MAPPER is resided and
it MJUST NOT be announced to C-MAPPERs in other domains..

At the end through all the above specifications, definitions and
concepts PI M NG provides the ability to easily benefit from having a
distributed Bidirectional Tree for group (G wth redundant Tree
ROOTs and Redundant Trees. This behavior is one of the many features
it provides and is specifically beneficial for data centers or

what ever nulticast domain with huge nunber of distributed nulticast
sources and receivers for the sane group (G.

Al so as explained it also provides the possibility to bring the

| nt er-Domai n connectivity concept with regards to Bidirectional Tree
whi ch makes it a good choice for such scenari os.
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4.8. PIM SM conpatibility

Up to this point of explaining different concepts of PIM NG as a new
mul ticast protocol, alnost ALL aspects of PIM NG specifications have
been cover ed.

Now it is time to make it conpatible with its predecessor PIMSM so
that PIM NG nulticast donmi ns can be connected to PIM SM domai ns or a
network of PIM SM domains. Conpatibility of PPMNGwth PIMSMis
related to the bellow fields:

0 Exchanging the information regarding the nulticast sources
originated in either the Pl MNG Domain' (s) or Pl MSM Donmai n' (s),
so that receivers can find the source for their desired
mul ticast traffic and send join/prune nessages towards the
desired nulticast source, whether it is inside a PI M NG Donai n
or PI M SM Domai n.

o The transformation of PIM NG join/prune nessages to Pl M SM
messages so that routers that are only PIMSM aware wi ||l be able
to forward the join/prune nessages to the final destination.

o The transformation of PIM SMjoin/prune nessages to Pl M NG
j oi n/ prune nessages so that the join/prune nessage can be
forwarded according to PI M NG specifications within the network
of PI M NG Domai ns.

In the follow ng sections, different concepts, specifications and
rules in regards to connecting a PIMNG nulticast donmain to a Pl M SM
mul ti cast domain will be discussed. First the concepts regarding the
exchange of information regarding originated nulticast sources in the
form of Source Active (SA) nessages will be discussed and after that
the concepts related to sending join/prune nessages wll be

di scussed.

4.8.1. PIMSM conpatibility and SA nessages
As described by RFC 3610[ 9], the information regarding originated
mul ti cast sources MJUST be exchanged between RPs that are NMSDP peer.
And such information is sent fromone RP to another RP, in a Source
Active (SA) nessage, which contains:
0 Oiginator address or the unicast address of the originating RP

0 Source address or the unicast address of the source generating
the traffic
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0 Goup address the source sends data to

And In PIM NG as described in section 4.5. , the information
regarding newy originated nmulticast sources is carried inside AWM

and between peer C-MAPPERs using unicast-encapsul ated C MAPPER
i ntroductions, which contains:

0 Oiginator address or the unicast address of the originating RP

0 Source address or the unicast address of the source generating
the traffic

0 Goup address the source sends data to

o Domai n- Set

As it has been described, the format of AMMI and the information
related to newly originated nulticast sources is simlar to the
contents of SA nessages used by PIM SM MSDP peers, which nmakes it
easier to connect a PIM NG Domain or a network of PIM NG nul ticast
domains to a PIMSM Donmain or a network of PI M SM nulticast Donmains.
And by connecting in this section PIMNG specifications refers to the
exchange of information regarding nulticast sources.

The rul es, concepts and specifications regarding conpatibility of
PIM NG and PIM SM are as foll ows:

o Depending on whether we are dealing with a public or private
Pl M NG domai n, a C- MAPPER or PPER in the PI M NG Domai n MJUST BE
chosen to become MSDP-PEER with an RP in the PI M SM Donni n.

o Al the rules that apply to MSDP [9] MJUST be applied when a C
MAPPER or PPER becones MSDP- PEER with an RP.

o \Wenever a C MAPPER which is al so MSDP-PEER with an RP,
recei ves an update regarding newly originated nulticast sources
i nside the AMMI from a PEER C- MAPPER and needs to advertise the
recei ved update to the MSDP-PEER (S):

1. It MUST renove the DOVAI N-SET of any multicast sources
that are to be advertised to the MSDP-PEER (s)

2. It MUST create a Source Active nessage contai ni ng
information regarding ALL multicast sources that are to be
advertised to the MSDP-PEER (S).

3. The SA nessage contains ONLY:
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o Originator address
0 Source uni cast address
0 Group destination
Which is exactly what an SA carri es.

o0 Then the C MAPPER MJST send the SA nessage to its MSDP-PEER (s)
t he way expl ained by MSDP specifications [9] to bring
conpatibility to PIMSM

0 Because of the RPF nethod used by MSDP, the C- MAPPER or PPER
whi ch is becom ng MSDP- PEER with an RP MJUST reside in the first
Aut ononobus Systemin the best path towards the AS in which the
ori gi nator C MAPPER exi st s.

o0 As explained by PIMNG specifications, each nulticast source
has a Domai n-Set associated with it, which shows that in which
domain a source is being originated and also is used for PI M NG
RPF check. So when a C- MAPPER receives an SA nessage from a
MSDP- PEER (RP), and needs to advertise the information to a PEER
C-MAPPER, it MJST add the following to the Domain- Set:

1. lts own domai n nunber

2. A val ue equal to letter "S" which shows that this source
is received froma network of PIMSM Domain' (s). So if C
MAPPER i n Donai nl receives an update for (S, G fromits
MSDP- PEER, and needs to update it to its PEER C- MAPPER (s),
it MUST nodify the Domai n-Set as expl ai ned and adverti se
t he associ ated Domai n-set as (D S, 1).

o |If a C MAPPER receives an update for (S, G froma MSDP-PEER,
and an update for the sane (S, G froma peer C MAPPER which the
associ ated Domai n-Set indicates that (S, G is originated inside
a PIM NG Domai n and not a PIM SM donai n, then the update
received fromthe peer C MAPPER MUST pass the RPF check.

o |If a C MAPPER receives an update for (S, G froma MSDP-PEER,
and an update for the sanme (S, G froma peer C MAPPER which the
associ ated Domai n-Set indicates that (S, G is originated inside
a PIM SM Domai n and not a PI M NG domain, then the update
received fromthe MSDP-PEER MUST pass the RPF check.

o |If a C MAPPER receives an update from a peer C-MAPPER regarding
sources that MJUST be consi dered as SUSPENDED, the C MAPPER MUST
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NOT send any SA nessage to MSDP-PEER (s) until the suspension
time is over and the nulticast sources are either deleted or
active again.

o If a CMAPPER | oses its connectivity wwth its MSDP-PEER, it
MUST start the suspension tinmer and send an update about the
suspended nulticast sources to peer CGMAPPER, and if after the
suspensi on duration which defaults to 5 m nutes, the connection
with the MSDP-PEER is not established again, it MJST delete the
received nulticast sources fromthat MSPD PEER and i nform peer
C-MAPPER (s).or if it has been receiving updates regarding those
sources froma peer C MAPPER or MSDP-PEER it MJST put the
received updates from those peers in i1it’s a- MILTI CAST MAPPI NG
TABLE and informits PEER (s).

o]
4.8.2. PIM SM conpatibility and join/prune nessages

A PIMNG nmulticast Domain is connected to a PIM SM nmul ti cast Domai n,
using a PER or PPER to isolate the 2 nmulticast Domai ns and prevent

t he propagation of multicast introduction nessages of PI M NG Donmai n
into PIMSM Domain and al so to prevent the propagation of PIM SM
mul ticast traffic related to BSR9] and RP' (s) within the PIMSM
domai n.

As nmentioned in different parts of PIM NG specifications, a PER or
PPER whi ch acts as boundary between a PIM NG Miulticast Domain and a
PIMSM Mil ticast Domain is called a BORDER- PI M ROUTER( BPR). And the
responsibility of exchanging join/prune nessages between the 2
Domains is on the BPR But due to the fact that PI M NG uses its own
version of join/prune nmessage which is different fromthat of PIM SM
in parts related to the Tree Root UN CAST ADDRESS, a BPR MJST nodify
the join/prune nmessages received froma PIMSM Domain and |ikew se it
MJST do the sanme when forwardi ng join/prune nessages froma Pl M NG
Domain to a Pl M SM Domai n.

Bel | ow specifications, concepts and rules apply when a join/prune
message is forwarded froma PIMNG domain to a PIM SM domai n and
i kewise froma PIMSM Domain to a Pl M NG Domai n:

o |If a PERis chosen to act as a BPR, then as soon as the PER is
configured and becones aware that it is connected to a PIMSM
Mul ticast Donmain, it MJIST introduce itself to the closest C
MAPPER wi t hin the PI M NG Mul ti cast Domain. The BPR introduction
is done by the PER and through sendi ng a uni cast-encapsul at ed
i ntroduction nmessage (4.6.1.2. ) to the closest C MAPPER or any
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C-MAPPER that is introduced to the PER The type of the

i ntroduction nmessage is set to BPR and the B-BIT in the

i ntroduction nessage MJST BE set which indicates to the
receiving CMAPPER that it's Domain is connected to a Pl M SM
Domain and it MJUST start sending the full AMMI to the PER

o |If a PPER is chosen to act as BPR the introduction process as
the BPR is not needed due to the fact that the PPER MJST
introduce itself to the closest C MAPPER or any C-MAPPER that is
introduced to it as soon as it is configured to be a PPER

0 A BPR has 2 types of interfaces:

1. Internal: an internal interface is connected to the PI M
NG Domai n.

2. External: an external interface is connected to the PI M
SM Donai n.

0o A BPR MJST convert any PI M NG join/prune nessages for (S, G it
receives fromwithin the PIM NG Domain or better to say on an
internal interface to a PIM SM join/prune nessage, before
forwarding it on an external interface which is connected to a
Pl M SM Donai n. The conversi on process is not tinme consum ng, due
to the fact that the PIM NG join/prune nessages are designed to
be simlar to PIM SM join/prune nessages as nuch as possi bl e.

0o A BPR MUST convert the join/prune nessages it receives on an
external interface connected to a Pl MSM Donai n, ONLY under
t hese condi tions:

1. At least one TR MJST do exist in the Pl M NG Domain.

2. If no TR exists inside the PIM NG Domain, then For each
(S,G in the join/prune nessage, the BPR MJUST first check
iIt’s AMMT which it receives fromthe C MAPPER (s) inside
the PI M NG Domain. And ONLY | F:

o It finds an entry inside the AMMI for the (S G.
o The Donmai n-Set associated with the (S, G indicates
that the (S, G is reachable via a connected Pl M NG

CORE-DOVAIN, or better to say the update regarding
the (S,G is passed through a Pl M NG CORE- DOVAI N.
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The BPR MJST convert the PIM SMjoin/prune nessage to Pl M NG
join/prune nessage, and fill out the required fields rel ated
to the TR UNI CAST ADDRESS and CORE TR UNI CAST ADDRESS

o If none of the above conditions are neat, PIM NG specifications
STRONGLY ADVI SES that the BPR DO NOT convert the PI M SM
j oi n/ prune nessage and only forward it to the next hop in the
best path towards the source.

o The above being said, ALL PI M NG AWARE routers MJST BE PI M SM
Conmpatible in parts nostly related to forwarding join/prune
nmessages.

o if a BPRreceives a join/prune nessage for (G on an externa
interface connected to PIMSMw th the S-BIT of SOURCE UN CAST
ADDRESS bei ng set, which neans that the join/prune is a PIM
version 1 type of nessage it MJST NOT convert the PI M SM
join/prune to PIM NG join/prune.

4.9. Loop prevention

In order to have a loop free nulticast donmain Pl M NG suggest the use
of Reverse Path Forwardi ng check(RPF)to prevent any |oops from
occurring.

Such | oops can be under one of the bell ow categories:

o C MAPPER multicast introduction or notification nessages
destined to 239.0.1.190 and sent to ALL-PI M NG AWARE routers

within a nmulticast domai n.

o0 GC MAPPER nulticast introductions destined to 239.0.1.188 which
is used by existing CGMAPPER (s) to find either a backup or peer
C- MAPPER

0 GCRP nmulticast introductions destined to 239.0.1.189 which is
used by existing GRP' (s) to find either a backup or peer C-RP

0 Loops occurring due to a join/prune nessage which is sent hop
by hop towards an existing source by a client which needs to
join the SPT for (S, G in scenarios which clients are connected
to each other through switches and within a LAN.

To elimnate and prevent such | oops PIM NG uses the RPF check nethod
and concept used by PIMSM which is the best current practice. And
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since no shared tree (*, G rpt) rooted at RP forns in PIMNG there
won't be any need for such RPF check although since Pl M NG AWARE
routers are by default PIM SM conpatible it MJST be consi dered.

The bell ow rul es MIST be applied to prevent any |oops by the unwanted
propagati on of such nulticast introductions:

o0 PI M NG boundary routers such as PER, PPER, BPR or EDGE-
CLIENT' (S) MUST NOT forward such introduction nessages to
ot her domain'(s) in case of PER, PPER and BPR and down the
MULTI - ACCESS network in case of EDGE-CLIENT (S).

0 G MAPPER (S) which receive an introduction nessage destined to
either 239.0.1.190 or 239.0.1.188 with the source address
bei ng equal to C MAPPER (s) address MJST discard the packet
and NOT forward any further.

0C RP'(S) which receive an introduction nessage destined to
either 239.0.1.189 with the source address being equal to C
MAPPER (s) address MJST discard the packet and NOT forward any
further.

4.10. DR election and PI M Assert Message

Pl M NG speci fications suggest using the processes and concepts

i ntroduced and defined by PIMSM[7] with regards to Assert nessages
and DR el ection as the best current practice when dealing with
scenari os and topol ogies involving nulti-access LAN (s).

The only place that the DR election is different fromthat of PIM SM
is in inplementations and topol ogies in which EDGE-CLI ENT' (s) are
considered at the edge of a nulti-access network which allows the
admnistrators to dictate the DR for the Milti-Access network by
mani pul ating the priority of Edge-Clients. So the Edge-Client with

hi gher priority beconmes the DR for the entire Milti-Access network.

5. Security Considerations

This section is going to cover sone of the security concerns rel ated
to PI M NG specifications covered in this docunent, and possible
solutions for those security issues. As this docunent is an earlier
version of PIM NG specifications, only related security issues are
going to be covered.
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5.1. Attacks based on forged nessages

The extent of possible damages depends on the type of nessages that
are forged. PI M NG processes use different kinds of nessages |ike
i nk-1ocal nessages, nulticast nessages and uni cast nessages. And
each type of nessage wll be discussed separately.

5.1.1. Unicast forged nessages

As Register, join and | eave nessages al ongside C- RP introduction
messages sent to C- MAPPER are forwarded by internediate routers to
their destination using normal | P forwarding, w thout authentication
there is a high possibility for an attacker anywhere inside the
network, to forge these nessages .the effects of such forgery can be
as follows:

1- By forging a register nessage an attacker can inject forged
traffic into the RP and to the entire PI M NG domai n.

2- By forging join nessage ,an attacker nmay becone able to act as the
man in the mddle and receive a traffic that is not neant for that
receiver .or traffic can be delivered to parts of the network that
no legitimate receivers exists ,which can cause waste of bandw dth.

3- By forging | eave nessage, an attacker can prevent a legitimte
receiver fromreceiving the traffic it needs.

4- By forging a CGRP introduction nmessage sent to the C MAPPER, an
attacker can becone a real threat to the entire domain, by
injecting false information to the domain.

5- By forging a TR introduction nessage sent to C MAPPER, an attacker
can becone a real threat to the domain, by becomng a man in the
m ddl e and receive a copy of all the nulticast traffic that is
passi ng through the TR or by dropping the received join/prunes
whi ch can cause the connectivity probl ens.

5.1.2. Forged link I ocal nessages
As Forged Hell o nessages are sent to |link-local ALL-PI M ROUTERS and
are not forwarded by the conpliant router, they can cause problens
such as:
1- If the source of forged nessage is inside a Multi-access LAN or to
be nore specific a local client, it can give an attacker the
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possibility of playing the role of an EDGE- CLI ENT, and prevent the
legitimate receivers fromreceiving the desired traffic or reaching
t he desired sources.

2- By forging a Hell o message an unaut horized client may becone able
to play the role of designated router (DR) for a LAN and becone
responsi ble for forwarding traffic on behalf of |ocal nenbers or
hosts. This can prevent hosts fromreceiving the desired traffic.

3- By forging a Hello nessage, an unauthorized router in a Pl M NG
domai n can becone part of the domain and cause danages such as
preventing its neighbors fromreceiving C MAPPER introductions or
injecting false information inside the PIM donain topol ogy table.

5.1.3. Forged nulticast nessages

C- MAPPER i ntroducti on nessages sent to ALL-PIMNG clients , MAPPER

i ntroduction nmessages sent to ALL-PI M NG MAPPERs in order to finding
t he PEER- C_MAPPERs or SC- MAPPERs and C-RP introduction nessages sent
to ALL-PIM NG RPs are PIM NG nulticast nmessages required for the
processes of PIM NG But an attacker m ght becone able to forge such
nmessages and cause damages. The danmages that can be done to a PIM NG
domain are as foll ows:

1- By forging a C MAPPER introduction nessage sent to ALL-PI M NG
CLI ENTS (239.0.1.190), an attacker can inject false information in
to the domain, by either injecting false data into the PI M domain
t opol ogy table.

2- By forging a CMAPPER introduction nessage sent to ALL-PI M NG
CLI ENTS, an attacker can take the role of C- MAPPER and i ntroduce
itself to GRPs and finally , can cause the clients not to be able
to find the existing CRPs , and prevent themfromreceiving the
desired traffic.

3- By forging MAPPER introduction nessage sent to ALL-PI M MAPPERs , an
attacker can becone able to take the role of ACTIVE CMAPPER in the
process of ACTI VE- C- MAPPER el ection, and al so becone peer with
ot her G- MAPPER (s) and cause damage to the domain by injecting
false data into the A- MIULTCAST MAPPI NG t abl e.

4- By forging RP introduction nessage sent to ALL-PI M RPs, an
attacker can be able to take the role of CGRP in the process of C
RP el ection or beconme the ACTIVE CRP in a CGRP Mesh-Goup and al so
beconme peer with other existing GRP (s) in search of its peer and
cause problens by injecting false data in to either MJLTI CAST
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MAPPI NG t abl e or A- MULTI CAST MAPPI NG TABLE. And preventing
legitimate receivers fromreceiving the desired traffic.

5.2. Non-cryptographi c authentication nechani sns

A PIM NG router should provide an option to limt the set of

nei ghbors fromwhich it accepts join/prune, Assert, and hello
messages, by either static configuration of |IP addresses or an | PSEC
security association CAN be used. And a PI M NG router should not
accept protocol nessages froma router fromwhich it has not yet
received a valid hello nmessage. Also a PI M NG router SHOULD NOT
accept any hello nessage froma router that is not wwthin the sane
Pl M NG Donain unless it is a Pl M EDGE- ROUTER acting as the boundary
bet ween different PI M NG Donai ns.

A Designated Router MJST NOT register-encapsul ate a packet and send
it tothe CGRP if the source address of the packet is not a | ega
address for the subnet on which the packet was received. Simlarly, a
PI M EDGE- CLI ENT MUST NOT accept a register nessage fromits
downstream PIM NG Clients, if the source address of the register
message is not a |legal address for the subnet on which the register
message i s received.

A Designated Router MJST NOT accept a C RP acknowl edge packet whose
| P source address is not a valid C-RP address for the |ocal Donain.
Simlarly, a PIMEDGE-CLI ENT MUST NOT accept a C-RP acknow edge
packet whose | P source address is not a valid C-RP address for the
| ocal Domai n.

A mechani sm MUST be considered as an option so that a CRP restricts
the range of source addresses fromwhich it accepts Register-
Encapsul at ed packets. Also it is STRONGLY advised to consider a
mechani sm t hrough which a CGRP restricts the range of source
addresses fromwhich it accepts C MAPPER or C-RP introduction
messages, so that a possible attacker cannot send such nessages or
such nessages from unknown ranges are not accepted. Al so as expl ai ned
t hroughout PI M NG specifications a CRP MJUST NOT accept source
register, CRP, C MAPPER nessages with different Domai n nunber from
the one dictated to the CGRP

A mechani sm MJST be consi dered as an option so that a C MAPPER
restricts the range of source addresses fromwhich it accepts

uni cast - encapsul ated G MAPPER, C-RP, PER, PPER, and TR nessages
within the same Domain, due to the fact that if dynam c nethods
expl ai ned by PI M NG specifications are used if this ranges are not

Sam Expires May 24, 2016 [ Page 190]



| nternet-Draft Pl M NG Novenber 2015

restricted an attacker may try to introduce itself to the C- MAPPER as
a legitimte conponent of a PIM NG Domain. As expl ai ned throughout
the PI M NG specifications, a CGMAPPER MUST ONLY accept CGRP, TR, PER
and PPER introduction nessages that carry the same Domai n nunber as

t he Domai n nunber dictated to the C MAPPER

Al'l options that restrict the range of addresses from which packets
are accepted MJST default to allow ng all packets.

5.3. Authentication
Like PIMSM [7], PIMNG specifications recormmends to use | PSEC [ 4]
transport node using the Authentication Header (AH) to prevent the
above attacks against PIM
The proposed net hods of protecting:
0 Link-Local Milticast Messages
0 Unicast register nessages

By Pl MNG are the nmethods recomrended by PI M SM Specifications [7]
as the best current nethod of protecting the above PI M nessages.

Since PIM NG uses processes different fromthat of PIMSMin parts
related to:

0 The unicast C RP acknow edge to the DR instead of sending
regi ster stop nessage.

0 Unicast introduction nessages, sent fromC RP to C MAPPER
0 Unicast introduction nessages, sent between the C-RPs.
0 Unicast introduction nessages, sent between the C- MAPPERSs.

0 Unicast introduction nessages, sent from BPR, PPER, and any
existing TR to G MAPPER

o0 Unicast introduction nessages, sent between existing TRs.

a mechani sm MUST BE taken in to consideration to protect such
nmessages.

Wth the above being said, PIMNG  recommends to use, the Register
Message protection nmethod and Regi ster-Stop protection nmechani sm
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recomended by PIMSM 7] which is considered the best current nethod
of protecting unicast Messages.

5.3.1. Protecting Milticast Introduction Message

One inportant security threat to a PIM Domain that is not covered is
related to the nmulticast nessages sent froma C MAPPER to all PIM NG
routers which is simlar to the process related to BSR 9]. since when
in a PIMDomain the dynam ¢ nethods of finding RP (PIMSM, CRP
(PIMNG are in use, the nulticast nmessages sent froma C MAPPER or
BSR play the main role in the process of introducing existing CGRP or
RP to all PIMNG or PIMSMrouters, a nmechani sm MUST be taken in to
consideration so that a PIM NG CLIENT or sinply put a PIMrouter
doesn’t accept an unaut hori zed C MAPPER i ntroducti on nmessage.

in order to protect such a nessage, PIM NG recommends that an SA and
SPI be defined on existing legitimate C MAPPERs and on all PIM NG
routers by the network adm nistrator to authenticate such nulticast
messages. So if an unauthorized G MAPPER nul ticast introduction
nmessage is received by the first PI M NG AWARE router, it wll be
rejected (dropped w thout process) and won't be forwarded any
further.

5.4. Denial -O-Service attacks

There are nunber of denial -of-service attacks agai nst PI M NG t hat can
be caused by generating false PI M NG protocol nessages or false
traffic. Using the authentication nethods can prevent sone, but not
all, of these attacks. Sone of the nost possible attacks are:

o Sending packets to many different group addresses quickly can
be consi dered a deni al -of -attack, which can cause nmany register
packets, loading the DR, the CGRP, the C MAPPERs when nore than
one C-MAPPER exists and finally the routers between these
conponent s.

o Many forged join nessages can cause many nulticast trees to be
set up and consune network resources.

0 Wth regards to PIM NG nmany forged join nessages can cause
many Request For Source nessages that will be sent froma CLIENT
to the CGRP, and can be considered a denial of service attack.

To reduce the possibility of the creation of unwanted register
messages, if applicable, PIMNG specifications STRONGY suggest using
t he STUB- DOVAI N concept (4.5.6) in Domains that no nmulticast source
IS supposed to exist.
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6. | ANA Consi derations
6.1. PIMNG nmulticast destination group addresses

Pl M NG processes require to use 3 nulticast addresses fromthe

i nternetwork control block (RFC 5771[2]).for the sinplicity of

expl anation process in this docunents these 3 addresses are chosen
fromthe scoped multicast ranges. The addresses are needed for the
bel | ow processes:

0 Destination group address used for C MAPPER i ntroduction
process. The multicast introduction nessage is sent to ALL-PIM
NG rout ers.

0 Destination group address used for C MAPPER i ntroduction
process so that C MAPPERs can find each other dynam cally. The
mul ticast introduction nessage is sent to ALL-PI M NG C MAPPERs.

0 Destination group address used for C-RP introduction process so
that CGRPs can find each other dynam cally. The nulticast
i ntroduction nmessage is sent to ALL-PI M NG C RPs.

These addresses are needed to be assigned by | ANA after this docunent
IS approved.

6.2. PIM NG packets and val ues of type field

New type values in Pl M NG packet header and new packet formats
desi gned specifically for PIMNG to support the needs of the

di fferent processes of PIMNG and wll need to be reviewed by the
experts and assignnents need to be nade.

6.3. PI M NG Domai n nunbers

The PI M NG Domain nunber field is considered as a 32 bit field to
support the future needs of nulticasting, in regards to Pl M NG
Mul ti cast Protocol.

Domai n Nunber (4.6.1.1) has a vital role in PIMNG processes and
functionality, which provides the possibility of using Sub-Domain
concept as a security feature. Also it MJST BE noted that through
usi ng the Domain nunbers, PIMNGis able to use a uni que RPF net hod
and a sinple nmulticast domain isolation and separation nethod, which
provi des many features in conparison to the previous versions of PIM
pr ot ocol .
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CORE- DOVAI N assi gnnents are needed to be done by I ANA as the
controlling entity, so that, no conflict can happen as expl ai ned
t hroughout this docunent.

7. Concl usi ons

PIMNGis a nulticast protocol that , although may seemto have lots
of features conpared to previous protocols Iike PIMSM but through
its many features and processes, provides a robust and sound contro
over the propagation of the information regarding the existing

mul ticast sources. Its processes are enhanced, so that a host in
search of the source of a nulticast traffic can comunicate with the
desired source as fast as possible, by elimnating the need to
necessarily join the RPT rooted at an RP within a nmulticast domain.

Al'so duo to its unique nethod of RPF check provides the ability of

i npl enmenting transitory multicast domai ns which was not inplenentable
before. And because of using the Domain concept provides nany
features in parts related to security and controlling over the
propagation of multicast information inside a PI M NG nulticast

Domai n.
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