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Abst ract
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send ONC RPC transactions in both directions. This docunent

descri bes conventions that enabl e RPC- over-RDVA Version One transport
endpoints to interoperate when operation in both directions is
necessary.
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1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

1.2. Scope O This Docunent

Thi s docunent describes a set of experinmental conventions that apply
to RPC-over-RDVA Version One, specified in [ RFC5666]. Wen observed,
t hese conventions enabl e RPC-over- RDMA Version One endpoints to
concurrently handle RPC transactions that flow fromclient to server
and fromserver to client.

These conventions can be observed when using the existing the RPC
over - RDMA Version One protocol definition. Therefore this docunent
does not update [ RFC5666].

The purpose of this docunent is to permit interoperable prototype
i mpl ement ati ons of bi-directional RPC- over-RDMA, enabling the use of
NFSv4. 1, and in particular pNFS, on RDVA transports.

Provi di ng an Upper Layer Binding for NFSv4.x cal |l back operations is
out side the scope of this docunent.

1.3. Understanding RPC Direction

The ONC RPC protocol as described in [ RFC5531] is fundanentally a
nmessage- passi ng protocol between one server and one or nore clients.
ONC RPC transactions are nade up of two types of nessages.

A CALL nmessage, or "Call", requests work. A Call is designated by
the value CALL in the nmessage’s nsg_type field. An arbitrary unique
value is placed in the nessage’s xid field. A host that originates a
Call is referred to in this document as a "Caller."

A REPLY nmessage, or "Reply", reports the results of work requested by
a Call. A Reply is designated by the value REPLY in the nessage’s
msg_type field. The value contained in the message’s xid field is
copied fromthe Call whose results are being reported. A host that
emts a Reply is referred to as a "Responder.”

RPC-over-RDMA is a connection-oriented RPC transport. \Wen a
connection-oriented transport is used, ONC RPC client endpoints are
responsible for initiating transport connections, while ONC RPC
service endpoints wait passively for incom ng connection requests.
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We do not consider RPC direction on connectionless RPC transports in
this docunent.

1.3.1. Forward Direction

A traditional ONC RPC client is always a Caller. A traditional ONC
RPC service is always a Responder. This traditional form of ONC RPC
message passing is referred to as operation in the "forward
direction.”

During forward direction operation, the ONC RPC client is responsible
for establishing transport connections.

1.3.2. Backward Direction

The ONC RPC standard does not forbid passing nessages in the other
direction. An ONC RPC service endpoint can act as a Caller, in which
case an ONC RPC client endpoint acts as a Responder. This form of
message passing is referred to as operation in the "backward
direction.”

During backward direction operation, the ONC RPC client is
responsi bl e for establishing transport connections, even though ONC
RPC Calls conme fromthe ONC RPC server.

ONC RPC clients and services are optim zed to performand scal e well
whil e handling traffic in the forward direction, and nay not be
prepared to handl e operation in the backward direction. Not unti
recently has there been a need to handl e backward direction

operati on.

1.3.3. Bi -direction

A pair of endpoints may choose to use only forward or only backward
direction operations on a particular transport. O, the endpoints
may send operations in both directions concurrently on the sane
transport.

Bi -directional operation occurs when both transport endpoints act as
a Caller and a Responder at the sane tine. As above, the ONC RPC
client is responsible for establishing transport connecti ons.

1.3.4. XD Val ues
Section 9 of [RFC5531] introduces the ONC RPC transaction identifier

or "xid" for short. The value of an xid is interpreted in the
context of the nmessage’s nsg type field.
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0 The xid of a Call is arbitrary but is unique anong outstandi ng
Calls fromthat Caller.

o0 The xid of a Reply always matches that of the initiating Call

When receiving a Reply, a Caller matches the xid value in the Reply
with a Call it previously sent.

1.3.4.1. XIDs with Bi-direction

During bi-directional operation, the forward and backward directions
use i ndependent xid spaces.

In other words, a forward direction Caller MAY use the sane xid val ue
at the sane tine as a backward direction Caller on the same transport
connection. Though such concurrent requests use the sane xid val ue,
they represent distinct ONC RPC transacti ons.

1.4. Rationale For RPC-over-RDVA Bi -Direction
1.4.1. NFSv4.0 Cal |l back Operation

An NFSv4.0 client enploys a traditional ONC RPC client to send NFS
requests to an NFSv4.0 server’s traditional ONC RPC service

[ RFC7530]. NFSv4.0 requests flowin the forward direction on a
connection established by the client. This connectionis referred to
as a "forechannel” connection

NFSv4. 0 introduces the use of call back operations, or "callbacks", in
Section 10.2 of [RFC7530] for managing file delegation. An NFSv4.0
server sets up a traditional ONC RPC client, and an NFSv4.0 client
sets up a traditional ONC RPC service to handl e cal |l backs. Call backs
flowin the forward direction on a connection established by an
NFSv4. 0 server. This connection is distinct fromconnections being
used as forechannels. This connection is referred to as a
"backchannel " connecti on

When an RDVA transport is used as a forechannel, an NFSv4.0 client
typically provides a TCP cal |l back service. The client’s SETCLI ENTI D
operation advertises the callback service endpoint with a "tcp" or
"tcp6" netid. The server then connects to this service using a TCP
socket .

NFSv4. 0 inpl enentations are fully functional w thout a backchannel in
place. 1In this case, the server does not grant file del egations.
This might result in a negative performance effect, but functiona
correctness is unaffected.
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1.4.2. NFSv4.1 Cal |l back Operation

NFSv4. 1 supports file delegation in a simlar fashion to NFSv4.0, and
extends the repertoire of callbacks to nmanage pNFS | ayouts, as
di scussed in Chapter 12 of [RFC5661].

For various reasons, NFSv4.1 requires that all transport connections
be initiated by NFSv4.1 clients. Therefore, NFSv4.1 servers send
call backs to clients in the backward direction on connections
established by NFSv4.1 clients.

An NFSv4.1 client or server indicates to its peer that a backchanne
capability is available on a given transport by sending a
CREATE_SESSI ON or BI ND_CONN_TO_SESSI ON oper ati on

NFSv4. 1 clients may establish distinct transport connections for
forechannel and backchannel operation, or they nmay conbine
forechannel and backchannel operation on one transport connection
usi ng bi-directional operation

Wthout a backward directi on RPC over-RDVA capability, an NFSv4.1
client nmust additionally connect using a transport with backward
direction capability to use as a backchannel. TCP is the only choice
at present for an NFSv4.1 backchannel connecti on.

Some inplementations find it nmore convenient to use a single conbined
transport (ie. a transport that is capable of bi-directiona
operation). This sinplifies connection establishnment and recovery
during network partitions, or when one endpoint restarts.

As with NFSv4.0, if a backchannel is not in use, an NFSv4.1l server
does not grant del egations. But because of its reliance on call backs
to manage pNFS | ayout state, pNFS operation is not possible without a
backchannel

1.5. Design Considerations
As of this witing, the only use case for backward directi on ONC RPC
messages i s the NFSv4.1 backchannel. The conventions described in
this docunent take advantage of certain characteristics of NFSv4.1
cal | backs, nanely:
0 NFSv4.1 call backs typically bear small argunents and results

0 NFSv4.1 call back argunments and results are insensitive to
alignnent relative to system pages

Lever Expi res March 28, 2016 [ Page 6]



Internet-Draft RPC- over - RDMA Bi direction Sept enber 2015

0 NFSv4.1 call backs are infrequent relative to forechannel
operations

1.5.1. Backward Conpatibility

Exi sting clients that inplement RPC- over-RDVA Version One shoul d
interoperate correctly with servers that inplenent RPC over-RDVA with
backward direction support, and vice versa.

The approach taken here avoids altering the RPC-over-RDVA Version One
XDR specification. Keeping the XDR the sane enabl es existing RPC
over- RDMA Version One inplenentations to interoperate with

i mpl enent ati ons that support operation in the backward direction.

1.5.2. Performance | npact

Support for operation in the backward direction should never inpact
the performance or scalability of forward direction operation, where
the bul k of ONC RPC transport activity typically occurs.

1.5.3. Server Menory Security

RDVA transfers involve one endpoint exposing a section of its nenory
to the other endpoint, which then drives RDMA Read and Wite
operations to access or nodify the exposed nenory. RPC-over- RDVA
client endpoints expose their nenory, and RPC-over- RDVA server
endpoints initiate RDVA data transfer operations.

If RDVMA transfers are not used for backward direction operations,
there is no need for servers to expose their nenory to clients.
Further, this avoids the client conplexity required to drive RDVA
transfers.

1.5.4. Payl oad Size

Smal | RPC- over - RDMA nessages are conveyed using only RDVA Send
operations. Send is used to transmt both ONC RPC Calls and replies.

To send a | arge payl oad, an RPC-over-RDVA client endpoint registers a
regi on of nenory known as a chunk and transmits its coordinates to an
RPC- over - RDMA server endpoint, who uses an RDMA transfer to nove data
to or fromthe client. See Sections 3.1, 3.2, and 3.4 of [RFC5666].

To transmt RPC-over-RDVA nessages | arger than the receive buffer
size (typically 1024 bytes), a chunk nust be used. For example, in
an RDVMA NOVSG type nessage, the entire RPC header and Upper Layer
payl oad are contained in one or nore chunks. See Section 5.1 of

[ RFC5666] for further details.
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If chunks are not allowed to be used for conveying backward direction
messages, an RDMA NOMVSG type message cannot be used to convey a
backward direction nmessage using the conventions described in this
docunent. Therefore, backward direction nessages sent using the
conventions in this docunent can be no larger than a single receive
buf fer.

Stipulating such a limt on backward direction nessage size assunes
that either Upper Layer Protocol consumers of backward direction
messages can advertise this limt to peers, or that ULP consunmers can
agree by convention on a naxi mum size of their backchannel payl oads.

In addition, using only inline fornms of RPC- over-RDVA nessages and
never popul ati ng the RPC-over-RDVA chunk lists means that the RPC
header’s nmsg_type field is always at a fixed |ocation in nmessages

flowing in the backward direction, allow ng efficient detection of
the direction of an RPC-over- RDVA nessage.

Wth few exceptions, NFSv4.1 servers can break down cal |l back requests
so they fit within this linmt. There are potentially large NFSv4.1
cal | back operations, such as a CB_CETATTR operation where a |arge ACL
must be conveyed. Although we are not aware of any NFSv4.1

i npl ementation that uses CB GETATTR, this state of affairs is not
guaranteed in perpetuity.

2. Conventions For Backward Operation

Per form ng backward direction ONC RPC operations over an RPC-over-
RDVA transport can be acconplished within [imts by observing the
conventions described in the follow ng subsections. For reference,
the XDR description of RPC-over-RDVA Version One is contained in
Section 4.3 of [RFC5666].

2.1. Flow Control

For an RDMA Send operation to work, the receiving consumer nust have
posted an RDMA Receive Wrk Request to provide a receive buffer in
which to capture the incom ng nmessage. |If a receiver hasn’t posted
enough Receive WRs to catch incom ng Send operations, the RDVA
provider is allowed to drop the RDVMA connection

The RPC-over- RDMA Version One protocol provides built-in send flow
control to prevent overrunning the nunber of pre-posted receive
buffers on a connection’s receive endpoint. This is fully discussed
in Section 3.3 of [RFC5666].

Lever Expi res March 28, 2016 [ Page 8]



Internet-Draft RPC- over - RDMA Bi direction Sept enber 2015

2.1.1. Forward Credits

An RPC-over-RDVA credit is the capability to handl e one RPC-over- RDVA
transaction. Each forward directi on RPC-over-RDVA Call requests a
nunber of credits fromthe Responder. Each forward direction Reply
informs the Caller how nany credits the Responder is prepared to
handle in total. The value of the request and grant are carried in
each RPC-over-RDVA nessage’s rdma_credit field

Practically speaking, the critical value is the value of the
rdna_credit field in RPC-over-RDVA replies. Wen a Caller is
operating correctly, it sends no nore outstanding requests at a tine
than the Responder’s advertised forward direction credit val ue.

The credit value is a guaranteed m ninum However, a receiver can
post nore receive buffers than its credit value. There is no
requirenent in the RPC-over-RDVA protocol for a receiver to indicate
a credit overrun. Operation continues as |long as there are enough
receive buffers to handl e i ncom ng nessages

2.1.2. Backward Credits

Credits work the sane way in the backward direction as they do in the
forward direction. However, forward direction credits and backward
direction credits are accounted separately.

In other words, the forward direction credit value is the sane

whet her or not there are backward direction resources associated with
an RPC-over-RDMA transport connection. The backward direction credit
val ue MAY be different than the forward direction credit value. The
rdma_credit field in a backward direction RPC over- RDVMA message MJST
NOT contain the val ue zero

A backward direction Caller (an RPC-over-RDVA service endpoint)
requests credits fromthe Responder (an RPC-over-RDVA client
endpoint). The Responder reports how nany credits it can grant.
This is the nunber of backward direction Calls the Responder is
prepared to handl e at once.

When an RPC-over- RDVA server endpoint is operating correctly, it
sends no nore outstanding requests at a tinme than the client
endpoi nt’s advertised backward direction credit val ue.

2.2. Managi ng Receive Buffers
An RPC-over-RDVA transport endpoint nust pre-post receive buffers

before it can receive and process i ncom ng RPC over- RDVA nessages.
If a sender transnmits a nessage for a receiver which has no prepared
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receive buffer, the RDVA provider is allowed to drop the RDVA
connecti on.

2.2.1. dient Receive Buffers

Typically an RPC-over-RDVA cal |l er posts only as many receive buffers
as there are outstanding RPC Calls. A client endpoint without
backward direction support mght therefore at times have no pre-
posted receive buffers.

To receive incomng backward direction Calls, an RPC-over-RDVA client
endpoi nt nmust pre-post enough additional receive buffers to match its
advertised backward direction credit value. Each outstanding forward
direction RPC requires an additional receive buffer above this

ni ni mum

When an RDMVA transport connection is lost, all active receive buffers
are flushed and are no | onger available to receive incom ng nessages.
When a fresh transport connection is established, a client endpoint
must re-post a receive buffer to handle the Reply for each
retransmtted forward direction Call, and a full set of receive
buffers to handl e backward direction Calls.

2.2.2. Server Receive Buffers

A forward direction RPC- over-RDVA service endpoint posts as many
receive buffers as it expects incomng forward direction Calls. That
is, it posts no fewer buffers than the nunber of RPC-over- RDVA
credits it advertises in the rdnma_credit field of forward direction
RPC replies.

To receive incom ng backward direction replies, an RPC over- RDVA
server endpoint nust pre-post a receive buffer for each backward
direction Call it sends.

When the existing transport connection is lost, all active receive
buffers are flushed and are no | onger available to receive inconi ng
messages. Wien a fresh transport connection is established, a server
endpoi nt nust re-post a receive buffer to handle the Reply for each
retransmtted backward direction Call, and a full set of receive
buffers for receiving forward direction Calls.

2.2.3. In the Absense of Backward Direction Support
An RPC-over-RDMA transport endpoint mght not support backward

direction operation. There nmight be no nechanismin the transport
i mpl ementation to do so. O the Upper Layer Protocol consuner night
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not yet have configured the transport to handl e backward direction
traffic.

A loss of the RDVMA connection may result if the receiver is not
prepared to receive an incom ng nessage. Thus a deni al - of -service
could result if a sender continues to send backchannel nessages after
every transport reconnect to an endpoint that is not prepared to
recei ve them

General ly, for RPC-over-RDMA Version One transports, the Upper Layer
Prot ocol consuner is responsible for infornming its peer when it has
support for the backward direction. Oherw se even a sinple backward
direction NULL probe froma peer would result in a | ost connection

An NFSv4.1 server shoul d never send backchannel messages to an
NFSv4. 1 client before the NFSv4.1 client has sent a CREATE SESSI ON or
a BI ND_CONN _TO SESSI ON operation. As long as an NFSv4.1 client has
prepared appropri ate backchannel resources before sending one of

t hese operations, denial-of-service is avoided. Legacy versions of
NFS shoul d never send backchannel operations.

Theref ore, an Upper Layer Protocol consumer MJST NOT perform backward
direction ONC RPC operations unless the peer consuner has indicated
it is prepared to handle them A description of Upper Layer Protoco
nmechani snms used for this indication is outside the scope of this
docunent .

2.3. Backward Direction Retransm ssion

In rare cases, an ONC RPC transaction cannot be conpleted within a
certain time. This can be because the transport connection was | ost,
the Call or Reply message was dropped, or because the Upper Layer
consumner del ayed or dropped the ONC RPC request. Typically, the
Cal l er sends the transaction again, reusing the sane RPC XID. This
is known as an "RPC retransm ssion"

In the forward direction, the Caller is the ONC RPC client. The
client is always responsible for establishing a transport connection
bef ore sendi ng agai n.

In the backward direction, the Caller is the ONC RPC server. Because
an ONC RPC server does not establish transport connections wth
clients, it cannot send a retransnission if there is no transport
connection. It nust wait for the ONC RPC client to re-establish the
transport connection before it can retransmt ONC RPC transactions in
t he backward direction
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If an ONC RPC client has no work to do, it nmay be sone tine before it
re-establishes a transport connection. Backward direction Callers
must be prepared to wait indefinitely before a connection is
establ i shed before a pending backward directi on ONC RPC Call can be
retransmtted

2.4. Backward Direction Message Size

RPC- over - RDMA backward direction nessages are transnitted and

recei ved using the sanme buffers as nessages in the forward direction
Therefore they are constrained to be no larger than receive buffers
posted for forward nessages. Typical inplenentations have chosen to
use 1024-byte buffers.

It is expected that the Upper Layer Protocol consuner establishes an
appropriate payload size limt for backward direction operations,
either by advertising that size limt to its peers, or by convention
If that is done, backward direction nessages do not exceed the size
of receive buffers at either endpoint.

If a sender transmits a backward direction nmessage that is |arger
than the receiver is prepared for, the RDVA provider drops the
message and the RDVA connection

If a sender transnmits an RDMA nessage that is too snmall to convey a
compl ete and valid RPC over-RDVA and RPC nmessage in either direction
the receiver MIUST NOT use any value in the fields that were
transmitted. Nanely, the rdna_credit field MJUST be ignored, and the
message dropped.

2.5. Sending A Backward Direction Cal

To form a backward directi on RPC-over-RDVA Call nmessage on an RPC
over- RDMA Version One transport, an ONC RPC service endpoint
constructs an RPC-over- RDVA header containing a fresh RPC XID in the
rdma_xid field (see Section 1.3.4 for full requirenents).

The rdna_vers field MIUST contain the value one. The nunber of
requested credits is placed in the rdma_credit field (see
Section 2.1).

The rdna_proc field in the RPC over- RDMA header MJST contain the
value RDMA MSG.  All three chunk lists MJST be enpty.

The ONC RPC Call header MUST follow inrediately, starting with the

same XID value that is present in the RPC over-RDVA header. The Call
header’s nsg_type field MJST contain the value CALL.
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2

3.

3.

3.

6. Sending A Backward Direction Reply

1.

2

To form a backward directi on RPC over-RDVA Reply nessage on an RPC
over- RDMA Version One transport, an ONC RPC client endpoint
constructs an RPC-over-RDVA header containing a copy of the matching
ONC RPC Call’s RPC XID in the rdma_xid field (see Section 1.3.4 for
full requirenents).

The rdna_vers field MIUST contain the value one. The nunber of
granted credits is placed in the rdnma_credit field (see Section 2.1).

The rdna_proc field in the RPC over- RDMA header MJST contain the
value RDMA MSG.  All three chunk lists MJST be enpty.

The ONC RPC Reply header MJST follow imediately, starting with the
same XID value that is present in the RPC over- RDMA header. The
Reply header’s nsg_type field MJST contain the val ue REPLY.

Limts To This Approach
Payl oad Size

The maj or drawback to the approach described in this docunent is the
limt on payload size in backward direction requests.

0 Some NFSv4.1 call back operations can have potentially |arge
argunents or results. For exanple, CB GETATTR on a file with a
| arge ACL; or CB_NOTIFY, which can provide a |arge, conplex
argunent .

0 Any backward direction operation protected by RPCSEC GSS may have
addi tional header information that nakes it difficult to send
backward direction operations with |large argunents or results.

0 Larger payloads could potentially require the use of RDVA data
transfers, which are conplex and nake it nore difficult to detect
backward direction requests. The nmsg_type field in the ONC RPC
header would no | onger be at a fixed |ocation in backward
direction requests.

Pr epar edness To Handl e Backward Requests
A second drawback is the exposure of the client transport endpoint to
backward direction Calls before it has posted receive buffers to

handl e t hem

Clients that do not support backward direction operation typically
drop nessages they do not recognize. However, this does not allow
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3.

bi -direction-capable servers to quickly identify clients that cannot
handl e backward direction requests.

The conventions in this docunent rely on Upper Layer Protoco
consuners to deci de when backward direction transport operation is
appropri ate.

3. Long Term

To address the limtations described in this section in the long run
a new version of the RPC-over-RDVA protocol would be required. The
use of the conventions described in this docunent to enabl e backward
direction operation is thus a transitional approach that is
appropriate only while RPC- over-RDVA Version One is the predom nantly
depl oyed version of the RPC over-RDVA protocol

Security Considerations

As a consequence of linmting the size of backward direction RPC over-
RDVA nessages, the use of RPCSEC GSS integrity and confidentiality
services (see [ RFC2203]) in the backward direction may be chal |l engi ng
due to the size of the additional RPC header information required for
RPCSEC_GSS

| ANA Consi derati ons
Thi s docunment does not require actions by | ANA
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