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Abstract

Frcapsulation is a key concept in developing a layered architecture
for communication protosols:  objects from one laver can be
“epcapsulated” for transmission through a lower layer in the
architecture,

This appraach can be used 10 combine different incompatible
networks into a sinale “imernetwork™:  packets from a unified

* internet protocol are encapsulsed  within the  network-specific

formats and protozols associated with each individual nerwork,

But just as there are incompatible newworks, we are now seeing tise
emerzence  of  incompatible  interneiworks = Systems serving
“ different vser communities, vet perhaps overlapping in their use of
particular networks,  Full inter-pperability of these systems would
require some form of prowcol translation, or clse the development
of an even hisher level “inter-internciwork™ protocol.

Yet different intermnetwork desinns can combine some of their
capabilitics by inveking a higher level of cncapsulation:  each
internetwork cxicnds its range by wsing the other internetwork as
one of its underlying communications links. This approach has
been called “mutlual encapsulation.”

In this paper we explore the notion of mutual encapsulation; as an -
example we consider the cocaistence of the XNerox ipternet

‘environment with the Arpa internct environment.  Each of these
systems is composed of several individual networks witl a varicty of
protocols  and  performance  parameters; but  with mutual
encapsulation cach ean make use of the capabilitics of the other.
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1. Introduction

One of the common themes in the dzvelopment of communications
protocols hias been the use of a fayered architeciure = a well defiped
set of proiocols stacked upon cach other, with carcfully specified
interfaces  between lavers.  In @ packet-switched system, for
cxample, an applications program may pass 2 Block of data 1o a
high-level protecol Tayer, which passes it down 10 2 network control
fayer, which might pass it o the low-level network sofiware, This
layered modularity makes it casy o allpzate particular functons 1o
specific lavers, hides unnecessary dotail. and allows implementations
at higher levels 1o remain independent of any lower level changes.

As a block of data or a packer is pesstd down through this
hicrarchy, suitable headers are usually added at each layer, in a
prozess known as encapsulation (o7 wrapping). At its destination, a
packet moves back wp through the hierarchy and the appropriate
headers are removed at each layer. in & process knmown os
decapsudation. In addition to addinz new header information, there
is aften a nultiplexing function asspctated with the epcapsulation
procedure - at cach stage, packets from many diffcrent processes
may be intenmixed for handling in the nest layer; similarly, there
may then be a demuliiplesing function associaled with the
decapsulmion procedurc.  This notion of encapsulation has been
used to define and implement protocol architectures for connecting
many heterogencous hosts 0 One NCIwOrE, as in the Arpancl

Over time, however, we've seen the emergence of many different
packet-switched networks = alternative iong-haul store-and-forward
sysiems. packet radio networks, and local compuier neiworks. Wiih
thiz increase has come the desire to support communication among
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Figure 1: Schematic of an internetwork, with 3 individual
networks and 2 inteructwork gatewnys providing
communpication between Host A and Host I
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machines  connected o different  networks,  upifying  these
incompatible systems inw an infernciweck (ofen referred o a5 just
an internes, or simply an IN) [Sunshine, 1977; Cerl & Kirstein,
1978]. ‘This is usually accomplished with a lavered architecture of
intterneiwark profocols:  an abstract imfernet datagram is defined,
along with procedures o encapsuluie  these  dutagrams for
transmission through individual networks (now often referred to 2s
packet tramspori mechaniens).  Theie individual networks are
intercanneered with freternetwork gafeways == machines that are hosts
on multiple networks -- which decapsulate a packet s it comes in
off of one network, and enzapsulate it fir transmission through the
next (see Figure 1), Note that the intornct dalagran Senes as the
basic Jevel of commonnlits in the system:  higher levels in the
internet architeeture are built up vpon this layver, and thus are
isolated from any network-dependent mechanisms (see Figure 2).
Level 1, Definition of an

internetwork datagrani: 1 J
Level 0, Metwork-specific drivers: ﬁ FJ___’ E5

Figure 2: Schematic of an internetwork architeciure,

Level 2, Higher-level pratocols;

But just as we saw the development of incompatible networks there
arc now incompatible internclworks - buill at dl.ﬂg::cm times, with
different objectives, or by dilferent orgenizations. The basic model
wsed @5 ofton similar (using internet datagrams and internetwork
gateways), but the detailed designs of the internct protocals usually
differ substantially. Forunately, there are lewer imernetworks then
there are networks, but the desive still arises to share these

TCSOUTCCS,

One ultimate ohjcctive might I::ﬂ 1o prm-idn full cmnmunh;atiun
among all hosts connected 1o different internetwork systems. There
are wo basic approsches:

1. Jurerinternciwork profocols. We could apain recur on
the basic design: defing an even more peneral piotocol
architecture  that  would  subsume  the  alternative
internetwork systems, thus crealing an inter-intérmetwork
(or I°N).

2. Twerneiwork protocol frovshition gareways. We have
seen the manncr in which simple intemetwork gateways
encapsulate packets for wonsmission through  individual
networks, @ more sophisticated  protocol  translation
pateway would aitempt 1o map the protocols of one
internetwork architecture dircctly into the prowools of an
alternative design.  This trasshuion could take place at the
packer level, or could be s translation of higherlevel
protocals,

At the moment., both of these approaches appear o be formidable
efforis.  An inter-internetwork protozol might have 10 encompass
the union of zli feawres in the various intemnet designs, and would
require even more sofiware development in end-user  hosts,
Furthermore, there may then be he incviteble development of
alternative  inter-interneiwork schemes, thus requiring an even
newer design of an 1N, perhaps followed by an I'N, and more.

A protocol translation gateway would have to dynamically map
feares from one desizn into another =- a process that dots not
always look feasible. (A limited form of protocol translation can
take place at very high levels, however. A host thal supports two
independent internetwork architecturcs, for example, can be used o
stape files in a file wansfor -- the file is transferred in with one
protocol, and transferred out with the other.)

While it may bz difficult 10 provide direct inter-operability between
different  interret  architectures.  one  would  like w  provide
coexisience and muteal support between the two sysiems, and avaoid
duplication of facilitics - where possidle. In particulay, we would
like to be able wo share the wse of the underlying communications
networks, so that aliernative architectures can extend their range of
wse, At the lowest lovel, two dilfersnt internct architecturss can
share the wse of a particular newwork, or packel transport
mechanism.  This may necessitate differcnt fonms of encapsulation
and addressing. and produces two digjoint interncts that overlap
{zee Figure 3.1).
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Figure 3.1: Two interncts sharing a single network.



Unfortenately, this approach docs not seale very gr.m:-full:.r it
requires gateways from both architccwares between cach palr of

nelworks (sce Figure 3.2).

There is, however, a more general approach: one internet can view
the other internet svstem ot one of s many packel transport
mechanisms - fnemet packeis from one enviroament are mercly
encapsulated within the internet packets from the other system (see
Figure 3.3). This dves introduce an ¢xtra level of encapsulation.
Clearly this operation can take place in both directions: each
internet system can view the oiher as one of its potential packet
transport mechanisms, and they can mutually serve cach other; the
phrase meswal encapseletion 15 used o describe this mechanism,

This fundamental idea can have fairiy wide applicability. in many
contexts. To provide a bit more clarity in this discussion, however,
we will examine the basic notion of mutual encapsulation by using
a specific example - intcrconnections beiwesn the Xerox internet
environment and the Arpa imernct coaviromnent.  In the next
seclion we review these (wo designs;  in subscquent sections we
explore in detsil the mechanisms needed w  provide mutual
encapsulation,

2. The Xerox amd Arpa inlernct activities

In the last several wvears two  siimifar research  cfforts on
internetworking have cmerged:  the Pup design at the Xerox Palo
Altn Research  Center and  the  Internet Protocol (1P} effon
supporied by Arpa. Both efiors tace their roots back w a serics of
meetings of the lmernativnal Neowork Working Group (IFIF TCé
WGEL, or 'NWGO) during 1973, In the carly vears the iwo designs
diverced  in rosponse o dificrent  research  interests  and
requirernents, and as & function of different desien decisions.  In
recent years, however, the two approaches have shown a great deal
of similarity,

The Pup design crystallized in 1574, and has grown 10 pmiidc
communications for over 1000 hosts, stached o 23 networks of 5
different tvpes, using 20 imernetwork gateways [Bozes, er all, 1950]
The system now suppons a wide ranze of ‘applications, including
file transfor, terminal access, network graphics, pocket voice, and
much more [Shoch, 1980).

Figure 3.2: Incfficient sharing of multiple networks.
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Fipure 3.3: One internet using annther as a packet wansport mechanism.
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Figure 4.1 shows a partion of the Pup architecture. At the bottom
{level 0) arc several different networks used to transport packets] in
the current implementation these include various Ethernet Tucal
computer networks [Metealfe & Boges, 1976: Shech & Hupp, 1979],
the Arpanel, a private lona-haul store-and-forward network, and the
Bay Arca Packet Kadio Nework [Kabn, o al. 1975; Shoch &
Stewarl, 1979). Level 1 defines the stndard. abstract internctwork
datagram, also known as s Paps Pups provide datagram access 1o
the internel. Above that laver we find the Byte Sircam I*ratecol
{BI5P), which provides an erron-cuntralled, Now-controlled stream of
bytes. AL level 3, we find several higher-level prowocols, including

the File ‘Transfer Protocul (IFTP), and the Telnet protocol used 1o
support terminal connections.

Note that "Pup™ is used in referring to three diffierent entitics: the
overall Pup internet archizicetare, the Pup layer (level 1) in dhat
architectire, and the Pup packets themselves.

The Arpa-supported Internet Pretocol (17 eliort has emerzed a5 a
patural follow-on W the development of the Arpanct;  these
profoeols are mow beine uied o provide coommunication among
resources on the Arpanct. the Bay Area Fockher Rodio Wetwork, and
other sysiemis [Posiel, 1978, 1980},
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Figure 4.1: Part of the Xerox Pup internetwork architecture.
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Figure 5.1: The Xerox Pup internetwork architecture, with

the 1P internet as one packet transport mechanism,
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Fipure 4.2: Partof the Arpa IP internetwork architecture.
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Figure 5.2: The Arpa IP internetwark architeeture, with the Pup

internet as onc packet transport mechanism.,




Fipurc 4.2 shows a portion of the 11? architecture,  Again, at the
bowom (level 0) are several dificrent petworks used o transport
packets. Level 1 defines the inteinctwork ditagram as part of the
Imteraet Protocel (1), Above that laver we lind the “Fransmission
Control Prowezol (TCP), which provides an error-contoalled, fow-
contrelled stream of byies, At Jevel 3. we find several higher-level
prowcols, including the File “Iranster Protocol (F1P) and the
Telnet protocol.

‘e key o both designs is the unifisrmity al level 1 == a standard
imerneivork  poekot format, which can be  encapsulued  for
ransmission  through  individesl aziworks;  the Pup level 1,
however, is different from the 1P level 1.

Note slso that both designs include higher-level internetwork
protocols known as FIP and Telnct,  while the pames arc the
sune, these do not represemt the same protecol. and are pot
campatible. Onee again, the purpose of the present work is 1o
provide mutual support of different internctwork protocols, but we
are nol trying o directly bridpe the gap beiween these divergent
higher Jevel protocols, Where there might be cause for ‘L'Il.‘.lnrl.:slﬂﬂ
we usuzlly refer to these differont designs as Fi PPup antl J':["‘“Pup-
as distinet from FIPy, and Telnety,.

The cvolution of these two systems hos, in part, kindled our interest
in muwal cncapsultion. Tt has been proposed. for enample, that
thz Pup internct could be used as a backup communications path if
portions of the IP intemet were unavailable.  Furthermore, there

are soveral institwtions which are already part of the Arpa [P
" community, but which will be acquiring some specinlized systems
which make wse of the Pup prowecols, Within such a site it will be
simple to use either the 1P protecols or the Pup protocols, as
dictated by particular applications.  But how are we o provide
long-haul communication o other sites - particularly other sites
rurning Pup-based software?  One approach would be to extend
the Jup intemetwork directly to all of these sites; but thay would
be a substantizl effort.

Mast of these Pup-based sites, however, already have connections 1o
e 1P enviconment. Therefore, it now sooms allrachive o mlegrale
the entire 11° internet as one transport mechanism available for Pup-
based eommunication (see Figure 5.1);  this is the primary

" pragmatic objective which originally motivated this work, and is the
basis for current experimentaion.  Conversely, however, it might
alsn be possible to use the Pup internet as an aliemnative path for 1P
trafiic (sce Figure 5.2). Figure 5.3 shows the general way in which
mutual encapsulation could be wsed between the Pup and 1P
worlds.

ACY \

Hsp TCP

Pup 1

{ - Metwork )

Figure 5.3: Mutual eneapsulation with Pup & 1P,
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In tvpical network archilectores, such as Figures 51 and 5.2, i
imparant 0 note that each Tine between wvo lavers s a bi-
dircctional patl;  an ouwbound datagram con he encapsulated and
handed  down w a network, while an inbound  packer s
decapsulited ond handed up fooin the network, AL any laver it's
always cvident how encapsulution and decapsukation ae performed:
you encapsulate with a header a5 you go "down®” and decapsulaie as
you come “up

As shown in Figure 53, however, mutual cacapsulation can
introduce non-hicrarchical loops in the figure. distorting the notion
of "up” and “down When a packet is passed from the box ealled
Fup o the box calicd 1P, doos this mean that we decapsulate a Pup
to find an [P inside, or are we supposed o encapsulate the Pup
inside an I

The strictly lincar, vertical format provided some important exira
information in making this decision. which i5 no longer appropriaic,
The siteation is asgravaled as woe try 10 extract individual paths
from Figure 5.3; Figure 6.1 shows two different configurations in a
horizonial format, which is new ambizuows as we move from "lei”
to "riahl.”  As we saw, the encapsolationSdecapsulation operation is
bi-dircctional, but asymmetric; and we've lost the hint about which
way is upl

To solve this notational problem we have adopted o different form,
which re-introduces the needed information (see Figeie 6.2) Exh
transformation is now indiested by @ small box inside of a Targer
one, sugeestive of the encapsulation process. I something comes in
the small box it is encapsulated before coming out of the big box;
il something enters the big box, it is decapsulated before possed out
through the small box, Thus, the top portion of Fiozure 6.2 shows
sume data coming in from the lefi. encapsufated in a Pup, which is
then encapsulated in an 1P packer

Each connection to a box 1s labelied with the type of packet it can
produce or receive at that port.  Thus, these figures can be
manmpulated like dominos, lining up matching packel types 0
produce & series of transformations.

Pup 1P

i Fup

® ®

PP

Figure 6.1: Two ambiguous representations of encapsulation.
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Figure 6.2: An unambiguous representation of encapsulation.
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Figure 6.2 also shows 2 functinnal notation that can e very useful
in describing cncapsulation and decapsnlation: III"_{I'up:l is an IP
holding a Pup. Il »e encapsulate this packet inside an Arpanet
packet, this produces APty on an Ethernet system 1t womld
become 1P Mup).  Shnilarly. il this Pup is carrying a BSP packet
which in turn is part of a [ile transter, the packer would be
represented @S PuplBSITTR)).

The functional notation can be extended 0 record  additional
informatien, perticularly the destination address wsed i_n cach lovel
of encapsulution. This is capecially importadie working oul vory
detiled exmnples, s one must deermiaze which Tasers must be able
w do appropriate address mapping. In the cxample above the Pup
may leve a destination drawn from the Pup address space
(CPupmay.l losty'>), while the 1P packet has a destination drawn
from the 1P address space 210 MetA Hostli>),  this packet then
becomes:

i’
TP gpseea t1oaml! ”Pclup.\:r.x_umw]-

When encapsulaicd for transmission through a particular Ethernet
neiwork, the Ethernoi header contains only a destination Liost
address, and the packet beoomes:

F"l.nﬂl[im -VUP(Fi":’iwm.llmll])mupilhpﬂclx.l!ud-l."f?}}‘

4. Ways to provide internetwork commenication, with and without
mutual encapsulition

Appinst this background we can now claborate on mjc basic
pioblem: we have two similar interet cesigns (Pup and IP) and a
sot of individusl networks which can be physically interconnccted.
What remains is the design of suitable software in the hosts and
gatewavs 0 support the varipus forms of internet commumction,
including mutual encapsulation.  There are four cases of interest:

1. Pure Pup communication.

2. Pure 11 communication. :
3. Pup communication, carried by 1P, 2
4 1P communization, carricd by Fup.

"the West"

Pup Met-1 r

Pup Net-2

L

It is evident that cases 1 and 2 are very similar, and cases 3 and 4
are the dual of cach other. The later two do involve an additional
Tevel of encapsulation; as we shall see, this may lake place enher in
the hosts, or in an intermedizte paioway. &

To make things more concrete, let’s consider the following example
(as shown in Figure 7):

1. There are two physical sites involved, named West and
East.

2. Each of the sites is served by a Jocal computer
netwosk == in this case an Ethernct system.

3. Each site has a number of computers, using various
operating  systems  and  rupning many  different
applications programs.  Exch of these machines has a
host numiber on its local notwork (shown here as 1, 2,
and 3 ar both sites)

Some of these proarains wse the Pup protocols, while
others use the 1P protecois,

5 There 35 2 long-haul storc-and-forward network which
can be wscd between the two sies -~ in this case the
Arpanel.

6. There are hosts at each siie which can be connested o
both the local Etherner instaliations and the Arpance;
thus, they can serve as interneiwork gateways (G, and
Gi,).  Each of these hosts has an Arpanet address

{shown here as 61 and 62).

The objective, of course, is 1o explore the kinds of communications

available, and doiermine the software needed in the pateways and

{possibly) in the hosts.

4.0, Purc Pup commenication
As we have seen, there may be some hosts and servers & each site
which only speak the Pup protocols,  Within the site, these hosts

can communieate directly; fur A usor at ong sile [ 200055 A sOnver
at the other site, however, will require a Pop-based gaicway,

"the East™

Pup Net - 3

Arpanet

G2

IP New- 102

1P New- 101

Figure 7:

IP Net - 103

A conciete example, with 3 networks,



Metwork addresses in the Pup design ke the fonp of a tiple:
¢network nomber, host number, socket mnnber®:  since the suckel
aumber is not needed in most of this discossion, iC will vsually be
left out. Thus, cach of the three networks would be part of the
Pup internet, and cach net is given a network number drawn from
the Pup newwork address space (in this case, they are called
Pupierl, PupMNet-2, and PupNel-3).

To send an FTP packet from Hostl s the West to Hostl in the
East, the fullowing steps tike place:

1. Mostl, in e West, gencoawes o Pup of the form
Pup(BSP{EIP)); s intermet suarce is <PupiNe-1,Hoscl>
and its destinstion s {PupMNei-3Hostl>,

2. The Pup software in Hostl consults its routing table and
finds thut the best path w Pupiet3 is through a
gareway on its Jocal new: pateway G, known locaily
as the destimmion <PupNet-1, Nost2k

3. The Pup is now encapsulated for transmission throust
the loal Ethernet link, and becomes E(Pep{ BSIETTP )
the Ethernet cncapsuiation indicates that the destination
it Host2, and thar this Ethernet packet contains a Pup.

4, At the gateway, Host2, the Ethernct driver receives the
packet, and recognizes that it is a Pup. It is
decapsulated, to become Pup(BSP(FTE)), and is handed
i the Pup software in the gateway.

5. The routing softwere recognizes that the best path to the
Pup destination <PupNet-3, Hostl> is through G -
Hosi162 on the Ampanet. The packet is encapsulaed for
ransmission  through  the Arpanet, and  becomes
A(Pap{BSIITTMY:  the Arpanst encﬂpsu]ntiup indicates
that the destination §s Host62, and that this Arpanct
packet contains a Pup.

6. A gateway Gw‘ {Armanct address Hostd2) the Arpanct
driver receives the packel, and recognizes Whal it is a
Pup. 1t is decopsuluted, o become Pup{BSE{ETP)), and
is hunded w0 the Pup sofiware in the galcway.

7. ‘Ihe Pup software recognizes that it is directly connected
to the destaation network, €PupMNet-32. The packet is
again cncapsulated for transmission thiough the local
Fthernet  system to  Hostl, amd  bhecomes
E(Pup{BSF TP

8. ‘Ihe packet finally reaches its destination, Hostl on
PupMet-3. Once again the packet is decapsulated 1o
produce Pup(BSEITTP)), and this is handed on (o the
appropriate process in that host

Mote that all of this communication was based wpon Pups, using
the local Fihernet systems and the Arpanct as independent Pup
rransport networks. Al of the network and  host naming
conventions are entirely within the purvicw of the Pup internet
environment.  Most imponany, each "pure Pup” gateway mercly
had to perform this transformation (sce Figure 8.1):

E(Pup(BSHFIPY) <=2 Pup{BSP{FTE))
<=2 A(Pup(BSP(FIFN).

4.2 Pure TP communication

In addition to Pup sofiware, however, each site also has machincs
running 1 software.  Within the site, these hosts can also
communizate directly:  but inter-site eommuenication will require an
I based patoway.

The 1P protoenls also use a hierarchical address:  thus, in the TP
world, our three networks must be assianed newwork numbers from
the 17 notwork address space (in this case, 1PNet-101, 1PiNer-102,
and 1PNct-103).

The hasic operation of this approach is similar to case 1 qhﬂvl:. bt
using differcnt forms of encapsulation;  the details will not be

repeated here. In this case (see Figure §.2) cach "pure IF” pateway
pecforms  this transfonmation;

E(QP{TCRFTIN <=> IPCICP(FIP
i <=> AP(TCRFFTE).

43 Pup comnunication, carried by 1P

This third alernative s the more interesting case:  Pup-based
conenunication, using the whole I1? sysiem 25 one packel lransporg
mechanisn.  For this 1w work, we must eacapsulate Pup packers
inside of 1P packers: e 15 an extra layer of encapsulation not
present in the first two caamples,

This IP encapsulatina can take place in one of two places: cither in
the end hosis, or in 2o imermediaie gateway. If the encapsulation
15 done in the hosts there will be a need for speca] soflware there,
bur the sysiem can wse a peouwlar 1P zaweway.  Conversely,
ercapaulation in 2 eateway means that the hoet Pup sollware ean o
unzhmazed, but the pateway must he modified.  (Note that in this
discussion we have shown only a single network - the Arpanet -- as
parl al the 1P-system: in peneral, the 117 intemet could be spanning
multiple networks)

431, Additional encapsulmion in e hosls

In this ease, we are trving 10 do a fle transfer between two Pup
hosts: the source host in the Wesn, however, will initialiy
encapsulate each Pup inside an 1P packer. Ths 1P can then be
carricd through the local network and on o a “pure IP" patcway.
These are the steps that would be aken;

1. Hostl, in the West, generates a Pup of the form
Pup(BSPETIY s intemet sourse is <PupiNet-1 Hostl>
and its destination @5 <PupNer-3,Hostl>.

2. The Pup sofiware in Host] consolis its routing able and
finds that the best path is throwah the 1P the packet is
handed o an "I driver™ in Hostl.

3. e IP modele in Hostl encapsulates the Pup inside an
11", producing a packet of the form IPPuplBSPETTH )
Motz that the oripinal Pop was destined for the Pup
address <PupMei-3,Hostl>; when encapsuloed, the 1P
driver must be able to correcily map this Pup address
into am 1P address;  <IPNe-103,Hostl >,

4. The IP medule in Hostl consulis its [P routing table,
and finds that the best path w [PNet=-103 is through a
gateway oo its local petl  pateway E]“ﬂ. known locally
as the destination <IPNet-101, Host2s.

5. The 1P is now encapsulated for transmission through the
local Ethernel link, and becomes BN Pup(BSPITTERD
the Ethernet encapsulation indicates that the destination
is Host2, and that this Ethernet packet contains an 1P,

6. At the gateway. Hosi2, the Etherael driver receives the
packel, and recognizes that it s an IP.  IU is
decapsulated, (o become Y Pup(BSPFTR))), and is
handed o the IP software in the gateway.

7. ‘Ihis 1P now continees through the 1P internet --
rough the Armpanct and gateway GW: until it reachss
e destination host, <11°Net-103.Hostl>,

£ At the destination host the packet is decapsulated in the
Ethernet  driver. 10 produce  TR(Pup{BSPFIT)00.
Recognined as an 1P packet, it is handed to the |P
sofltware,

8. The 11 header indicates which process is (o receive the
packet; im this casz it is the Pup software.

10. e Pup software Apally looks at the real Pup
destimation and  the packet s handed on (o the
appropriate process in that  host.



Once again, note that the entire 11 system is treated as one network
by Pup: any Pup based machine doing host enchpsulation is
viewed as being directly connected o this one larze petwurk, Since
the encapsulation ol Pups inside I packets wkes place in the hosts,
this approach can make wse of unmuoditied, Ppuee 117 patewnys, In
this cxample, the loeal networks in the West and the Tast can really

e thousht of as 1P-hsed systems, with each networks nirmally
assizned an 11 network number by the admingstrators of the 1P
intermzn, For hosts wsing Pup communication, however, the whole
I nowwork is given one network number dravn from the 'y
notwork address spece. and each imachine doing host cncapsuiation
is piven @ Pup host number on the network,

As verurs with the addition of any new network, the existing Pup-
based host software migst be modified W Incorporic the 1P
driver -~ the IPiPup) module,  Note that this eperation requires
more than just reformatong o beader;  this host sofiware must be
ahle 1o correctlly map Pep oddresses inte the correspeading 1P
addrosses (ca. it must know that the destination Fup cddress
Pupherd Hestl>  corresponds 10 the [I* address <1P°Met-
10410l Since Lodh ol these name spaces are sulyject to change
by their respective groups, the host software modile must be
prepared o accommindate such changes, and manage s imernal
Ebles i the Dee of dynamically changing internet configurarions.

4372 Additional encapsulation in the Intermedinte galoways
Instead of doing the extra 117 epcapselation in the host, we could
choose o put this function in an istermediate gatoway, = Source
hosts could run upemodificd Pup soltware, ending Pups to the
nearost gatewav:  the modificd gatoway would then crcapsualae
them inside 1P packets for fumther delivery.  These are the sweps
that would be taken:

1. Hostl. in the Woest, generates a Pup of the form
Pup{BSPETTY): s interet souree is <PupNet-1Hostl>
and s destimation iz <PupNet-3Hostl.

The Pup software in Hostl consuits its routing able and

finds that the best path o PupNer-d is throvsh a

gateway on its local net:  esteway G, known lozally

a3 the destination <Pupiet-1.Hoa2>,

3. ‘The Pup is now encapsuleicd for wwansmission throvsh
the locz! Ethernet Iink, and becomas BEtPup{BSHFETRRY;
the EFihernet encapsulation indicates that the destination
is Hos2, and that this Edhernct packet containg a Pup.

4. At the ateway, Host2, the Fthernoy driver receives the
packet, and recosnizes thai @t is a2 Pup. It is
decapsulzied, to become PupfBSPIFIT)). and is handed
tw the Pup sofiware in the gaicway.
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Figure £.1: Pure Pup Gateway.
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5. The Pap routing software recognires that* the best path
o the Pup destination <Pupiiel-3Hostl> s w0 paleway
G, Uwough the 1P imternet The packet is
encapsubaied  for trmsmission through the 1P inteinet,
and becomes I Papl BSP{ETENY:  the 1Y encapsulation
indicates that e destination is e Pup module at host
LI e 102 a2,

G, The 1P software now cossulis s routing table: and hnds
that the bost rouie o SIPNeE 102, Mostd2> is through the
Arpanet;  the packet is handed w the Arpanct driver,
and  bocomes AUTPCRup BSPCETE, addressed o
Host2 on the Arpanct

7. AL Arpanot address HosH? the Arpanct driver reccives
the packet, andd revogrizes that o is oan AP It is
decapsulaeed, 10 bocome  INPupd BEETRY)), and s
handed 1w tic [P software in the gateway.

£ The IP sofiware now recognizes that the destination 1¥
adelress is the Pun process in this host: at this point the
extin laver of encapsulation is endoae, and Wie packet
avnin bacomes Pup{BSP(FTPY, and is handed w the
Pup module in G,

5, The Pup software recognizes that it is directly connected
o the destinaiion petwork, €PupMer3>. The packet is
apain cncapsulmed for transmision through the local
Etliernct syslem L Hostl, and becomes
FiPupt BSECFTIN

10, The packet finally reaches s destination, Hostl on
PupNeoi-3  Once acain the packet is decapsulated to
produce Pup(BSP(FTP)), and this is handed on 10 the
appropriate process in tiat host

Thus, the svstems munning at the source and destination machings
pse unmodificd Pup software,  The gateways, however, imust b
modificd 10 inchide & new T driver ar level O that will perfonm the
extra encapsulation - they are "I{1ap)” ginteways performing this
trapsformation (see Fipore 83)

F{Pup{BSIFTP)) <=> Pup{ISPIFTF))
=2 I Pap(BSPOETTNY
<=3 A(P(Pup(BEPFIN.

‘Ie cntire 1P system s treated as one Pup network, with a network
number deen [rom the Pup address space; cach of the special
Pup pateways which connects 10 the 1I* system must have a Pup
hast number 1o identify it on that neiwoerk. The Pup gateways will
use these addresses when exchanging routing tables tirough the 1P
system, [or example,

The local networks, however, are treated as Pup-based systeims, and
do not need 2 network number from the 117 address space,

44 1P communication, carried by Pup

The third case above described wavs to use Pup communication,
built on top of the 1P system. This fourth case is the dual of that:
using the 1P protocols, built on top of the Pup system. The
fundamenial operation here is the same as deseribed  before,
although the details of encapsulation will vary. Again, this
encapsulation of I1' peckets inside of Pups could take place in the
hosts, or in the pateways.

441 Additional encapsulation in the hosts
If the encapsulation is done in the hosts the 11 software there must

be modified o include a Pup diver, but the existing Pup gateways
can be wsed withowt chanze.

442,  Additional encapsulation in the intermedime gateways

If the encapsulation is done in the gateways they must be modificd,

but the I software in soonrce and destination hosts can be used
without change.

In this ease, the pateways become "Pupf{Il” gateways, perfonning
this tansfomnation (sce Figure 84)

EOPTCRUIN Y <=> IP(TCHETE)Y)
<=3 PupllIVTCINETEN
<=2 APupIPCICIETE.

5. Solecting an owverall stratesy

We've now seen six alternative communications paths (pure Pup,
pure 11", and four with additional encapsulation):  these have also
made use of four possible gateway desiges (pure Pup, pure 18,
IP(Pup), and Pup(lF))

How can we make some sense out of this siwwation?  IF we had all
Pup or all 1P raffic the chuice would be clear; but remember that
we are trying to support both Pop and 1P protocols. while sharing
somie conununications fucilities -- that was the purpose of muinal
encapsulaion,

Again, we will examine the case in which - where needed - Pup
traffic is carried inside of 1P packets. (1he complemeniary case in
which 1P packets are carried inside of Peps is not fundamentally
different.} Given this assumption, carrving regular 1P arafiic is now
straiphiforward: it uses regular [P sofiware at the hosts, and reguiar
“pure 11" pateways.

So the only significant choice to be made is the methed of
transpomting Pups == wsing  host encapsulution  or - gaieway
encapsulation. As we've seen, host encapsulation would be able 10
take advantage of unmodificd 1P gatcways. but would necessitzie
modilications w all existing Pup systems; in some applications that
are treated s “turn-key” systems, that might nou even be feasible.
Instcad of changing all of the wser hosts, however, we can
encapsulate into 11 packets at the gateways, This leaves the Pup
systems untouched, but does require construction of a new, dual-
purposz gateway: it is a combined “pure 1P gatewdy and
"IP(Pup)’ gateway, as shown in Figure 2.1,

“The most important result of this design is that it can accepl

unmadificd 1P or Pup packets (at the lefi of Figure 9.1), and
forward them throush a system that only accepts 1P packets (at the

right).

As we indicated carlier. one of the immediate motivations for this
work was the need o support Pup-hased eommunication to sites
which were not currently parl of the Pup internet but were part of
the 1P world, This final strategy is the one that has boea adopted:
for sites thzt only have an 1P connection, Pups can he encapsulated
in the gateways for Iong-haul transmission. This docs reguire the
construction of a modilied gateway program (o access o a Pupe
based network, but requires no changos o any  existing user
PIOETAMS O SCIVETs,

This does mean, however, that any regular site en the Pup inlernet
must have a gateway with an "IP driver” in order o send Pups 0
one of the remoete Iocations.  Alicroatively, onec could even
implement  both host encapsutution  of  Pups  @nd - galeway
encapsulation, and the two can communicate with cach other, a
source host  could  perform  the  emcapsulation, while the
decapsulation is perfprmed in the destination galeway.

Note also that if we had chosen to embed 1P packets inside nf
Pups. the dual-purpose gatewny  would combine a “pure Pup’
gateway and a "Pup(1l)" gateway, as shuws in Figure 9.2
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Figure 5.2: Pup only on long haul: Pup & Pup (IP) Gatoway.

G.  Dlappine of inlernebwork adidresses

Astute readers may have noticed an important issue which bas not
you been treated in detzile  the mapping of inemciwork host
addrosses into actual phisical host addresses, also known as eddfress
eralarion, This problem poowrs in the eadsting intemaetwork
architectures, and emerges agein when one considers the use of
mutual encapsulation. :

Recall that both the Pup and 1P designs make use of @ hicrarchical
address space 0 access all internet hosts [Shoch, 1978):  since the
hast number i5 defined only in the conteal of a panticular network,
we simetimes refer o this as nemvork-speeific or neiwork-relative
addressing.  In the Pup system, each host is identified with a pair
Chemwork A Host 2, Fight bits are used for the network number,
allowing addressing of 256 totl networks.  Pup host addresszs arg
also eight bits wide, supponing up 10 256 hosts per network.

In the 1P system there is also an 8-bit newwork field, combined with
a 24-bit ficld containing the "rest” of the adedress:  these 24 bits can
be used in any network defined manner, amdd may supput
additional levels of the addressing  hicrarchy.

In both of these designs onc could provide mechanisms 1 support
extended addressing, perhaps with a distinguished address used as
an cscape indicator.

One key fsspe on any network i3 the manner in which we map
from the internet host address o the aztual notwork address -
particularly as a packet s encapsulated  al a  poteway  for
transmvission to a particulir hos within a ner In general. this may
require some furin of w@hle Juok up,  In most neteorks, however,
there is a straightforward degencrale casel on Filernet systeins and
on the Arpanct, for examiple, the internet host address is the sune
a5 the repular network addiess,

Unfortunately, there is at least one circumstance in which this
mapping will not be so simple: when the network’s address space
is Larger than the internct host adidress space. 1N there are more
actual hiosts on one nctwork then there are internet addresses, then
it may not be possible W addiess them il o the lifetime of the
Pop desipn, thongl, we do not cxpedl 10 500 very Inany syslems
that ate expectcd o support more than 236 Pup-lasedd Tosts on one

network:s  in any case, 0t i wsually guite simple o divide the
notwork into wwo svstems, of perhaps use wo network numbers far
different pars of (e same sysien,

More prossing, however, is the cnse where one wanis o reach o
limited subset of the hoss atazhed to a larre neiwaork;  then, it
may bz necessary w0 map the internst identilion in some manner,
Furthermure, there are systents which suppori o Jimited number of
hosts, but where the format wsed for the network address ficld is
very wide - wider than the internel address can direclly represent,
Fven with very lew hosts attached, U may Do necossary 0 man
internet addresscs into the lpcal address space,

This has already been requircd on some existing networks (such as
the Pasker Radio Network): it emerges dramatizaily when one trics
o use the entive [P system as a single peckel wransport netwark,

6.1. Mapping Pup internet addresses on the Packet Radio Network

The Day Area Packet Radin Wetwork (the PRNet) has been
integraicd as one packet transport mechanism i the Pup
envirenment, carrying Pup internel pockets between two buildings
in the San Francisco Bay Arca |Kahn, e al, 1978 Shoch &
Siewart, 1979 In the Pup world the PRNet has been given a Pup
network number, and cech Pup-hosed host must be assigned an
cight bit host number.

Unforiaately, the PRNet uscs a structured address ficld which fs
16 bits wide, while the Pup host fickd is § bits wide. 1L 15 very
unlikely that any single PRNct would ever have more than 256
Pup-based hosts: but it is necossary 1o map the §-hit internel host
adidress ime the 16 bit PANet address.  1he mapping operation
tzhes ploce in the networksspecifc deiver for any Pup-hased host
connected to the PRNet: there s a simple table there which can be
used o map intcinet addiesses ivto PRINet addresses,  There ane
some procedurcs required 0 maingsin and update (his table;
fortunstely, this is cntircly confined w the set of hosts on e
PltNeL

In the near termy one could solve this specific problem by
cxpanding the size of the Pup host address Aeld, Tt that only
buvs a0 e tme, and can not solve some of the more gencral €ascs
deseribed  below,



6.2 Mapping Pup interner adfresses on the 1P infernet,

Ac we've soon, mutusl encapsulation provides anecans 1o carry Pop
packels thwoush the 1P internet — the entire 11 inwrnel can he
treated as a single Pup packet transport mechanism. “Thos, the 1P
system will be given & Pup network number, and each Pup-based
destination within the 1P world must en slse bagiven a Pup Lost
address on this nelwork,

The boundary of the 117 network s detenmined by the point at
which the I Pup) ereapsulsion will ke place -~ either right i
the hest (with host encepsulation’ or at a pateway (with fatsway
cncapsulation).  In eiiber case, this'is the point at which & Pup is
Manded o e 1 driver. Bui the Papoonly bas an 5-bit host
addross inside, and the [P driver needs o send is packet ooa
regular [P oddress:  ther desitndtion may be mapy nepworks away
within (e 18 system, and requires s full 32-bit 1P internet address,

‘This initizl address mapping then determines the poist a3 which the
decapsulition must ke placer  the 1P contzining a Pup may b2
senl Lo the destination earevay (for gateway decapsulation) or o the
destination 1 host (for host decapsulation),

Initially, stratecics for maintaining these address mappings can be
similar to the Pup-to-PRNer transfaiion - use 2 small table in the
1P driver.

Again, the need w0 map addresses s the most general procedure
requiresd for interpetworking, ped cannot be avoided.  In the near
term, of course, the ability o equate imtcinet host addresses and
physical host addresses provides a simple approach, and limitzd
table luokup will comainly solve some special cases.  In the long
run, however, we must be prepared W move beyond simple table
lookup, snd develop dinamic procedures for mapping both namcs
and addresses inoa large internetwork  systemn.

7. Sowe final words

Ve have desedbed at some length the way in which mutunl
encapsulation can be wsod e support both Pup o oand P
communizalion, This cxtended example has helped to denonstrale
epie of the procediies that will be wscd in an actual
implementation. "These techniques can be used 1o extend the range
of cach internet, or w provide a form of mutuz] backup i case
cither system experiences o partial failure,

It's imporant o recognize, however, that the basic ideas tanscend
the particolar cxample:  mutual encapsulation of protocals is a
techiique that can find applicability in a wide vartety ol sitations,
where it con be used o cxtend the range of any particular pair of
protacels, The examples above have also helped w highlight some
of the important fssucs involved:  where will the estra layer of
encapsulation be implemented, what information will b needed 1o
perform the encapsulation, how must addresses be mapped, and
what other parts of the system must be changed.
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