machines connected w0 different  networks,  upifying  these
incompatible systems into an internerwork (often referred to as just
an infernet, of simply an BN} [Sunshine, 1977; Cerl & Kirstein,
1975). “This is usually accomplished with a lavered architecture of
interneiwark profocols:  an abstract imfernet datagram is defined,
along  with procedures to encapsulue  these  dutagrams  for
transmission through individual networks (now often referred o 25
packet tramspori mechaniens).  Theie individual networks are
intercanneeted with frefernetwork gafeways == machines that are hosts
on multiple networks -- which decapsulate a packet as it comes in
off of one network, and encapsulate it fur transmission through the
next (sce Figure 1), Note that the internet datagram serves as the
basic Jevel of commonmalits in the system:  higher levels in the
internet architeeture are built up wpon this laver, and thus are
isolated from any network-dependent mechanisms (see Figure 2).
Level 1, Definition of an

internetwork datagrani: 1 J
Level 0, Metwork-specific drivers: |£| Eﬁ’ [ﬁ

Figure 2: Schematic of an internetwork architecture,

Level 2, Higher-level protocols:

But just as we saw the development of incompatible networks there
are now incompatible intemetworks - buill at dLﬁg{tnt times, with
different objectives, or by dillerent organizations. The basic model
used is oftcn similar (using internet datagrams and internetwork
pateways), but the detailed designs of the internct protocols usually
differ substantially. Forunately, there are fewer imernetworks then
there  are petworks, but the desive still arises 1o share these

TCS0NTELS,

One uliimate objoctive might be 1o pravide full mmmunlgalim_t
among all hosts conneeted Lo different internetwork systems. There

are wo basic approsches:

1. Juterinternciwork profecols. We could apain recur on
the basic design: define an even more gencral protocol
architectore  that  would  subsume  the  alicroative
internetwork systems, thus creating an inter-intémmetwork
(or I*N).

2. Tuwerneiwork protocol drovshition gateways. We have
seent the manner in which simple intemetwork gateways
cncapsulate  packets for transmission through individual
networks;, @ more  sophisticated  protocol  translation
pateway would auempt o map the protocols of one
internetwork architecture directly into the protocols of an
alternative design.  This transleion could take place at the
packet level, or could be @ translatdon of higherlevel
protocals,

At the moment. both of these approaches appear to be formidable
efforts, An inter-internetwork protozol mizht have 0 encompass
the union of all features in the various inernet designs, and would
require even more sofiware development in end-user  hosts,
Furthermore, there may ther be he incvitable development of
alternative  inter-internewwork  schemes, thus requiring an even
newer design of an PN, perhaps followed by an I'N, and more.

A protocol translation gateway would have to dynamically map
feares from one design imo another =- a process that does not
always look feasible. (A limited form of protocol translation can
take place at very high levels, however, A host thal supports two
independent interneiwork architecturcs, for example, can be used o
stape files in a file wansfor -- the file is transferred in with one
protocol, and transferred out with the other.)

While it may bz difficult 10 provide direct inter-operability between
different internct - architectures, one  would  like w  provide
cocxisience and muteal support between the two sysiems, and avaid
duplication of facilitiss —~ where possitle.  In particular, we would
like to be able 1o share the use of the underlying communications
networks, so that aliernative architectures can extend their range of
vse. AL the lowest level, wwo differsnt internel architecturss can
share the wuse of a particular network, or packel transpot
mechanism.  This may necessitate differcnt forms of encapsulation
and addressing. and produces two digjoint internets that overlap
(sce Figure 3.1).

Net A

Mol C

Figure 3.1: Two internets sharing a single network.



Unfortenately, this approach does not seale very gr:tnnfu'[l:.r it
requires gateways from both architcclures between cach pﬂu:' of

nelworks (sce Fipure 3.2).

There is, however, a more general approach: one internet can view
the other internct svstem ot one of s many packel transport
mechanisms - inemet packets from one enviroament are mercly
encapsulated within the internet packets from the other system (see
Figure 3.3). This dves introduce an ¢xtra level of encapsulation.

Clearly this operation can take p]:-.:f: in both directions:  each
internet svstem can view the oier as one of its potemial packet
transport mechanisms, and they can mutually serve cach other; the
phrase mewal encapsilation is used to describe this mechanism.

Thiz fundwmental idea can have fuiriy wide apphuahﬂlu in many
contexts, To provide a bit more clarity in this discussion, however,
we will examine the basic notion of mutual encapsulation by using
a specific example -- interconnections beiwesn the Xerox internet
environment and (the Arpa imernel coviromment.  In the next
section we review these two designs;  in subscquent seclions we
eaplore in detsil the mechanisms needed tw  provide mutual
encapsulation,

Metl
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MNel A AT

2. The Xerox amd Arpa inlernct activities

twoe similar  research cfforts on
internctworking have emerged:  the Pep design at the Xerox Palo
Alto Research  Center and  the  Internct Protocol (1F) effon
supported by Arpa, Both efforss trace their ropts back w a serics of
mectings of the Inernational Nerwork Working Group (IFIB TCG
WG6.L, or '"NWG) during 1973, 1n the early vears the wo designs
diverced  in rosponse 0 different  research  ingerests  and
requirernents, and 25 & function of diffcrent design decisions, ln
racent years, however, the two 31"1|.,4 paches have shown a great dea
of similarity.

In the last several wvears

The Pup design crystallized in 1574, and has grown 1o provide
comnunications for over 1000 hosts, atached to 25 netwerks of 5
different wpes, using 20 imernetwork gateways [Bozes, er afl, 1950]
The system now suppons a wide range of applications, including
file transfer, terminal access, network graphics, packet voice, and
much more [Shoch,

1950).

Figure 3.2: IncfTicient sharing of multiple networks.

el A

Fipure 3.3: One internet using annther as a packet wansport machanism.
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Figure 4.1 shows a partion of the Pup architecture. At the botem
{level ) are several different networks vsed 1o ransport, packets: in
the current implementation these include various Ethernet Jucal
computer networks [Metcalle & Bozes, 19762 Shoch & Hupp, 1974],
the Arpanet, a private lona-haul store-and-forward network, and the
Bay Arca Packer Radio Nework [Kabn, of al., 1958; Shoch &
Stewnarl, 1979]. Level 1 defines the standard, abstract internciwork:
datagrum, also known as a Pup: Pups provide datagram access 1o
the internel. Above that laver we find the Byte Sircom I*rotecol
{13SP), which provides an error-controlled, Now-coatrolied stream of
bytes. Al level 3, we find several higher-level protocals, including

Telenct
Pu

N/

2 BSP EFTP

Private
S/F Met

0: Ethernet Arpanct PRI Met ele.

Figure 4.1: Part of the Xerox Pup internetwork architecture.

S FI'P Telentt
Pup
Z: RSP EFTP
1 Pup
0:  |pthernet | | Arpanet | | Frivate PR Net IP
S/F Net

Figure 5.1: The Xerox Pup internetwork architecture, with
the 1P internet as one packet transport mechanism,

the File ‘Transfer Protocul (IFTP), and the Telnet protocol used 10
support terminal connections.

Note that "Pup™ is used in referring to three different entities: the
overall Fup internet archiscetore, the Pup layer (level 1) in dhat
architecure, and the Pup packets themsaelves.

The Ampa-supported Inernet Pretesol (1P) effart has emeraed a5 a
vatural follow-on w the development of the Arpanct;  these
proweols are now boing wied o provide coommundcation among
resources on the Arpanct. the Bay Arer Pocket Radio Metworl, and
other svstems [Posiel, 1979, 1980] ;

3 | FTP Telenet

1P 1P
2 TCP RTP
1: P

0: | Ethernet Arpanct "E'Itdft?“d PR Met etc.
Saivet
Fipure 4.2: Part of the Arpa IP internetwork architecture.
3 v
FTPIP Telenet =
2 TCP RTP
1 P

W ideland

3| I
SaNet PR Met Pup ]

Figure 5.2: The Arpa 1P intornctwork architecture, with the Pup
internet as one packet tmsport mechanism.
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Fipurc 4.2 shows a portion of the 11 architecture.  Again, at the
botom (level 0) are several dificrent petworks used o Lransport
packets. Level 1 defines the ineinctwork diatagram as part of the
Imteraet Protocel (1P), Above that laver we find the “Transmission
Conral Protwocel CTOP) which provides an error-contralled, flow-
contrelled stream of byies. At leve] 3 we find several higher-level
prowcols, including the File Tnmsfer Protocol (FI1™), and the
Telnet prowocol.

‘e key to both designs is the unifisrmity al level 1 == a standard
imerneiwork  poekot format, which can be  encapsuluied  for
ransmission  through  individesl peiworks;  the Pup level ],
however, 15 different from the 1P level 1.

Note #lso that both designs include higher-level internetwork
protocals known as FIP and Telact:  while the pames are the
same, these do not represent the same protocol. and are not
compatible. Onece again, the purpose of the present work is 1o
provide mutal support of different internctwork protocols, but we
are not trying o directly bridpe the gap beiween these divergent
higher Jevel protocols, Where there might be cause [‘ur‘cllz:lnl'l.:smn
we usually refer 1o these different designs as FIPp, and Telnetp,,
a5 distinet from FIPy, and Telnely,.

The evolution of these two systemns has, in part, kindled our interest
in mutwal encapsubmion. It has been proposed. for e:-.g‘.nplc. that
thz Fup internct could be used as a backup communications path if
portions of the IP internet were unavailable.  Funhermore, there

_are several institutions which are already part of the Arpa IP

community, but which will be acquiring some specinlized systems
which make vwse of the Pup prowecols, Within such a site it will be
simple to use either the IP protecols or the Pup protocols, as
dictaticd by particuler applicatons.  But how are we prm'lsde
long-haul communication to other sites -- particularly other sites
nurning Pup-based software?  One approach would be to cxtend
the 1'up internetwork directly to all of these sites;  but that would
be a substantial effort.

Mast of these Pup-based sites, however, already have connections 10
the 1P enviconment. Therefore, it pow scems allrachive W iegrole
the entire 11° intermat as one transport mmechanism available I'L:lr_]’up;
based communication (see Figure 51),  this is the primary

" prapmatic objective which originally motivated this work, and is the

basis for current experimentation.  Conversely, I]D'u'-:{"."i‘l'. it might
alsn be possible to use the Pup internet as an allernative pa}h ForllP
traffic (see FFigure 5.2). Figure 5.3 shows the general way in which
muiual encapsulation could be used between the Pup and 1P
worlds.

) \ /

nsp TCr

=

Pup l

{ - Metwork )

Figure 5.3: Mutual eneapsulation with Pup & 1P,

A A note on mnolation

In tvpical network architectores, such as Figures 51 and 5.2, it
important 0 naote that each line between wvo lavers is a bi-
dircctional patli:  an outbound datagram con be encapsulated and
handed down 1w a network, while an inbound packer s
decapsulited and handed up fooim the network, AL any laver it's
always evident how encapsulition and decapsutation are performed:
you encapsulste with a header a5 you go "down®” and decapsulate as
you come “up.”

As shown in Figure 53, however, mutual cacapsulation can
introduce non-hierarchical loops in the figure. distoning the notion
of "up” and "down.” When a packet is passed from the box ealled
Pup to the box called 1P, doos this mean that we decapsulate a Pup
to find an IP inside, or are we supposed w encapsulate the Pup
inside an 1PN

The strictly lincar, vertical format provided some important exira
information in making this decision. which is no longer eppropriaic.
The sitcation s aggravated as we try 0 extract individual paths
from Figure 5.3; Figure 6.1 shows two different confipurations in a
horizonial format, which is now ambizuous as we move from "lei”
to "right.” As we saw, the encapsulationSdecapsulation operation is
bi-dircctional, but asymmetric; and we've lost the hint about which
way is up!

To solve this notational problem we have adopted a difTerent form,
which re-introduces the necded information (see Figere 6.2) Exh
transformation is now indicated by a small box inside of a larger
one, sugeestive of the encapsulation process. I something comes in
the small box it is encapsulated belfore coming out of the big box;
il something enters the bizg box, it is decapsulated before passed out
through the small box, Thus, the top portion of Fizure 6.2 shows
sume data coming in from the lefi, encapsulated in a Pup, which i3
then cncapsulated in an 1P packer.

Ezch connection to a box is labelled with the tvpe of packet it can
produce or receive at that port.  Thus, these figures can be
manipulated like dominos, hning up matching packet types 0

produce a series of transformations.

Figure 6.1: Two ambiguous representations of encapsulation.

Pup 1P

P Fup

i

Pup IP(Pup)

(.m plIP)
P | prop @

[Pup] 1P

0 ¢

Figure 6.2: An unambiguous representation of encapsulation.



Figure 6.2 also shows 2 functipnal notation that can e very useful
in describing encapsulation and decapsnlation: LII"‘-[I‘up} is an 1P
holding a Pup, I we encapsulute this packet inside an Arpanci
packet, this produces A(IP(Pup)); on an Ethernet system it would
becomae B Pupd). - Shilarly, il this I'up is carrying a BSP packet
which in turn is part of a [ile transter, the packer would be
represented &5 Pup BSIITTR)).

The functional notion can be extended 1o record  additional
information, perticularly the destination address wied i_||. cach level .
of encapsulation. This is especially importait in working oul very
detailed camnples, a5 one must deermice which lTasers must be able
w do appropriate address mapping. 1o the example abuove the Pup
may heve o destination drawn from the Pup address space
(CPuphen. ] losty>), while the II' pachet has a destination drawn
from the 1P address space (SIPMatA Hostil>),  this packet then
becomes:

H’<|1':~':m,11numfP“Pme:~:mx_l:mm]-

When encapsulated for transmission through a particular Ethernet
neiwork, the Eihernzi header contains only a destination host
address, and the packet beooimes:

F“Loc:-l[[m rﬂP(Ii':\'-;-u.,llmll!>(P”F<ImFNclx_l!nf.n:"f}}}‘

4. Ways to provide internetwork communication, with and without
mutual encapsulition

Appinst this background we can now claborate on lhjc basic
pioblem: we have two similar mternct designs {Fup_and ") and a
ot of individual networks which can be physically interconnected.
What remains is the design of suitable gollware in the hI.J?L:-'. ;mci
gatewavs W0 support the varipus forms of internct commmumcakion,
including mutual encapsulation.  There are four cases of interest:

1. Pure Pup communication.

2 Pure 1P communication.

3. Pup communication, carricd by 11 3
4 1P communization, camried by Pup.

"the West™

Pup MNet-1 3

Pup Net-2

J

It is evident that cases 1 and 2 are very similar, and cases 3 and 4
are the dual of cach other. The later two do involve an additional
Tevel of encapsulation; as we shall see, this may take place enher in
the hosts, or in an intermediate paieway. L

To make things more concrete, let’s consider the following example
(as shown in Figure 7)

1. There are two physical sites involved, named West and
East.

2. Each of the sites is served by a local computer
network == i this case an Ethernct system.

3. Each site has a number of computers, using various

i operating  systems  and  rupning many  different
applications programs.  Ezxch of these machines has a
host number on s Tocal network (shown here as 1, 2,
and 3 at Loth sites)

4. Some of these prozrans wse the Pup protocols, while
others use the IP protecos,

5 There 35 a long-haul storc-and-forward network which
can be vscd between the iwo sites == in this case the
Arpanel.

6. There are hosts at each site which can be connected 2
both the lecal Etheroer insalitions and the Arpance
thus, they can serve as interneiwork gateways (G, and
G,,,)- Each of these hosis has an Ampanet adldress
{shown here as 61 and 62).

The objective, of course, is 1o explore the kinds of communications
available, and deiermine the software needed in the gateways and
(possibly) in the hoss,

&1, Pure Pup communication
As we have seen, there may be some hosts and servers at each site
which only speak the Pup protocols,  Within the site, these hosts

can communicate direcily; for 4 uscr al one Sie [ SCCCSS A SPIVCT
at the other site, however, will reguire a Puop-based gatoway.

"ye East™

Pup Met- 3

Arpanet

62

I:l 3 JP New- 102

1P Mew- 101

IP MNer- 101

Fipure 7: A concicte example, with 3 networks.



Metwnrk addresses in the Pup design take the fonn of a wiple:
¢network number, host number. socket nmnbery:  since the sucket
awmber is not needed in miost of this discussion, it will vsually be
left out. Thus, cach of the three networks would be part of the
PPup internct, and cach net is given a network number drawn from
the Pup newwork address spoce (in this case, they are called
Pupieel, PupNet-2, and PupNel-3).

To send an FTP packet from Hostl s the West to Hostl in the
East, the following steps take place:

1. Mostl, in the West, gencawes a Pup of the form
Pup(BSPFTE)Y it internet sparce is <PupiNet-1,Hostl
and ils destinstion is {PupMei-3Hostl>.

2. The Pup software in Hostl consults its routing table and
finds that the best path w PupiNet3 is through a
pateway on its Jocal new: gateway G, known locally
as the destinmion <PupNet-1, Host2k

3. The Pup is now encapsulated for transmission throush
the local Ethernet link, and becomes B(Pepl BSIFTT)
the Ethernet cncapsulation indicates that the deshination
it Host2, and that this Ethernet packet contains a Pup.

4, Ar the gateway, Host2, the Ethernct driver receives the
packet, and recognizes that it is a Pup. It is
decapsulated, to become Pup(BSP(FTP)), and is handed
w the Pup softwarc in the gateway.

5. The routing softwere recognizes that the best path to the
Pup destination <PupNet-3, Hostl> is through Gmt -
Hosi62 on the Ampanet. The packet is encapsulued for
ransmission  through  the  Arpanet, and  becomes
A(Pup{BSEITTM)Y:  the Arpanct em:npsu]::tiup indicates
that the destination 5 HostG2, and that this Arpanct
packet contains a Pup.

6. A gateway Gw: {Arpanct address Host62) the Arpanct
driver receives the packel, and recognizes that it is a
Pup. 1t is decopsulated, o become Pup{BSH{IFTP)), and
is hunded w the Pup software in the gaeway.

7. “Ihe Pup software recognizes that it s directly connected
to the destiasation netwoerk, €PupMNet-32>. The packet is
again cncapsulnted for transmissioan through the local
Fihernet system w0 Hostl,  and  becomes
E(PupiBSF TP

8. Ihe packet finally reaches its destination, Hostl on
PupMet-3. Once again the packet is decapsulated 1o
produce Pup(BSEIFTP)), and this is handed on to the
appropriale process in that host

Mote that all of this communication was based wpon Pups, using
the local Fihernet systems and the Arpanct as independent Pup
transport networks. ANl of the network and  host naming
conveniions are entirely within the purvicw of the Pup internet
environment.  Most imponantly, cach “pure Pup”™ gateway mercly
had o perform this transformation (sce Figure 8.1)

(Pup(BSPFTPY)) <=» Pup(BSP(FTP))
LS ¢=> A(Pup(BSP(FTP))).

42 Pure 1P communication

In addition to Pup sofiware, however, each site also has machincs
running 1P software.  Within the site, these hosts can also
conumnunicate directly: but inter-site commuoenication will require an
Ihased patoway.

The IP protoeols also use a hierarchical address:  thus, in the 1P
world, our three networks must be assianed network numbers from
the 1P notwork address space (in this case, 1PNet-101, 1PiNel-102,
and 1PiNet-103).

The hasic operation of this approach is similar to case 1 a_hm'c. bt
using, different forms of encapsulation;  the dewils will not be

repeated here. In this case (sce Figure 8.2) cach “purc 1P” pateway
performs  this transfonmation;

E(QP{TCRFITN <=> IPCICP(FIP) ,
A <=3 APCTCHEFTPR.

4.3 Pup communication, carried by 1P

This third aliernative is the more interesting case:  Pup-based
conrunication, using the whoele 117 sysiem &5 one packel ransport
mechanisin,  For this 1w work, we must eacepsulate Pup pachets
inside of I packes: tiue 15 an extra layer of encapsulation not
preseni in the first two caamples,

This I encapsulatinn can take place in one of two places: cither in
the cnd hosis, or in 2o imermediaie gateway. IF the encapsulazion
15 done in the hosts ihere will be a need for speck] soflware there,
but the sysiem can use a regular 1P gateway.  Conversely,
encapaulation in 2 eateway means that the host Pup sofltware can 2o
unzhanzed, but the pateway must he modified.  (Note that in this
discussion we have shown anly a single network -- the Arpanet -- as
parl af the IP-system: in peneral, the 117 intemet could be spanning
multiple networks.)

431, Additional encapsulmtion in the hosts

In this ease, we are trying 1o do a fle transfer between two Pup
hosts:  the source host in the Wesr, however, will initialiy
cncapsulate each Pup inside an 1P packet. This 1P can then be
carricd through the local network and on o a “pure IP" gatcway.
These are the steps (hat would be taken;

1. Hostl, in the West, generales & Pup of the form
Pup{BSPETP)Y s intermet souree 15 SPupNet-1 Hostl>
and its destinntion is <PupNer-3,Host] >,

2. The Pup sofiware in Host] consolis its routing able and
finds that the best path is throwgh the 117 the packet is
handed to an “IP* driver™ in Hostl.

3. e IP moduele in Hostl encapsulates the Pup inside an
11, producing a packet of the form IPPuplBSPETTH)
Note that the original Pup was destined for the Pup
address <PupMer-3.Hostl>; when encapsulmed, the [P
driver must be able to correctly map this Pup address
into am 1P address:  <IPNe-103,Hostl >,

4. The IPF module in Hostl consulis its TP routing table,
and finds that the best path w [PNet=-103 is through a
gatewsy on its lozal pel:  pateway l:]“ﬂ, known locally
as the destinotion <IPNet-101, Host2s.

5. The 1P is now encapsulated for transmission through the
local Ethernet link, and becomes ECIPFPuptBSE(IETER,
the Ethernet encapsulation indicates that the destination
is Host2, and that this Ethernet packet contains an 1P,

6. At the gateway. Hosi2, the Etherael driver receives the
packet, and recognizes that it @5 an 1P, It is
decapsulated, to become W Pup(BSHFTER))), and is
handed to the 1P sofiware in the pateway.

7. ‘Ihis 1P now continees through the 1P internet --
rough the Amanet and gateway Gcm until it reaches
the destination host, <1PNet-103.Hostl>,

£ At the destination host the packet is decapsulated in the

Ethernet  driver. 10 produce  TP(Pup{BSPFTT)00.
Kecognived as an 11* packet, it 5 handed to the |P
soliware.

9. The 11* header indicates which process is o receive the
packet; im this casz it is the Pup sofiware.

10, e Pup software fnally looks at the real Pup
destination and  the packet s handed on (o the
appropriate process in that  host.



Once again, note that the entire 117 system is treated as one network
by Pup: any Pup based machine doing host encaprulation is
viewed as being dircetly connécted 6 this one large petwork, Since
the encapsulation of Pups inside [P packels kes place in the hosts,
this approach can mahe use of unmoditicd, “pure 117 pateways, In
this example, the loeal networks in the West and the st can really

e thouzht of as H*based systems, with cach networl: nevmally
assigned an 1P network number by the administrators of the 18
intemet.  Fer hosts using Pup communication, however, the wholz
1" newwork is given one network pumber dravn from the M
notwosk address spece. and each machine doing host cncapsulation
is given a Pup host nrumber on thi network,

Ag verurs with the addition of any new network, the existing Pup-
based host software must be modified w Incorporaic the 1P
driver -~ the IP{Pup) module.  Note that this eperation requires
more than just reformating o beadery  this host sofiware must be
ahle o correclly map Fup oaddresses into the corresponding 1P
addrossss (eg. it must kpow that the desiination Pup oddress
PupNer-3 Hestl>  corresponds 10 the 1I*  address <1PPMet-
10311521 >), Since Loch of these name spaces are subject o change
by their respective groups, the hosl sofiware module must be
preparcd o accommiodare such changes, and manzge its internal
wbles i the fee of dynamically changing internet configurarions.

4372, Additional encapsulation in the intermediale gateways
Instead of doing the extra 1P epcapsulation in the host, we could
choose o put this function in an intermediate gaicway, = Source
hosts eould ren unemodificd Pup soltware, ending Paps 1o the
noarcst gateway:  he modificd gatoway would then crcapsulae
them inside 1P packews for fumther delivery.  These are the steps
that would be taken:

1. Hostl. in the Wost, generzies a Pup of the form
Pup(BSP(ETP)): s intermet souree is <PupNet-1,Hostl>
and its destimation iz <PupNet-3Hostl>.

2. The Pup software in Hostl consuits its routing able and

finds that the best path wr PupNet-d is through a

gateway on its local net: exteway G, known locally

as the destination <Pupher-1.Hos,

The Pup is now encapauleied for wransmissien throush

the locz! Ethernst link, and becomas BEtPup{BSRFTR)),

ihe Eihernet encapsulztion indicates that the destination
is Host?, and that this Eihernet packet contains a Pup.

4. At the gateway, Host2, the Ethernot driver receives the
packet, and recogmizes thai @t is a2 Pup. It is
decapsulzied, to become PupfBSPITIP)), and is handed
to e Pup software in the gaioway.

ket
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Figure £.1: Pure Pup Gateway.
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Abstract

Fncapsulation is a key concept in developing a layered architecture
for communication protocols:  objects from one laver can be
"encapsulated” for iransmission through a lower layer in the
architecture,

This approach can be used 10 combine different incompatible
networks into a sinale “imternetwork™:  poackets from a unified
* internet protoecol are encapsulated  within the  network-specific
formats and protozols associated with each individual network

But just as there are incompatible neiworks, we are now seeing L
emergence of incompatible  interneiworks - systems  serving
“ different vser communities, vet perhaps overlapping in their use of
particular networks.  Full inter-operability of these systems would
require some form of prowcol translation, or clse the development
of an even hisher level “inter-internciwork™ protocol.

Vet different internetwork desinns can combine some of their
capabilitics by imoking a higher level of encapsulation:  each
internetwork cxicnds its range by using the other internetwork as
one of its underlying communications links. This approach has
been called "muluel encapsulation.”

In this paper we explore the notion of mutwal encapsulation;  as an -
example we consider the cocaistence of the XNerox internet

‘environment with the Arpa internct environment.  Each of these
systems is composed of several individual networks with a varicty af
proiocols  and  performance  parameters; but  with mutual
encapsulation each ean make use of (he capabilitics of the other.

Met 2

1. Introduction

One of the comman themes in the dzvelopment of communications
protocals has been the use of a favered architeciure = a well defined
set of protocols stacked upon cach other, with carcfully specified
interfaces bewween lavers.  In a packet-switched system, for
cxample, an applications program may pass a block of data 10 2
high-level pratozol layer. which passes it down to a network control
layer, which might pass it 1o the low-level network sofiware, This
layered modularity makes it casy o allpsate particular funclions 10
specific lavers, hides unnecessary detail. and allows impleamentations
at higher levels 10 remain independent of any lower level changes.

As a block of data or a packer is passed down through this
hicrarchy, suitable headers are usually added at each layver, in a
prozess known as encapswlation (o7 wrapping). At its destination, a
packet moves back wp through the hierzrchy and the appropriate
headers are removed at each layer. in a process known 25
decopsulation. In addition to adding new header information, there
is often a multiplexing function asspciated with the enrcapsulation
procedure -- at each stage, packets from many diffcrent processes
may be intermixed for handling in the next layer; similarly, there
may then be a demultiplesing function associaled with he
decapsulmion procedure.  This notion of encapsulation has been
used to define and implement protocol architectures for connecting
many heterogencons hosts 0 One NCIWORK, as in the Arpancl

Over time, however, we've seen the cmergence of many different
packet-switched netwerks == alternative jong-haul store-and-forward
systems. packet radio networks, and local computer networks. With
this increase has come the desire 1o support communication among

Host B

Metd

Figure 1: Schematic of an internctwork, with 3 individual
networks and 2 internetwork gateways providing
communication between Host A and Host B
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5. The Pap routing soltware recognizes that* the best path
o the Pup desunation <PupiNei-3Hostl> is o pateway
G,y Uwough the 1P imternet The packet is
encapsubated for trmsmission through the 1P inteinet,
and bocomes 1 Papl BEP{ETPN):  the 1P encapsulaton
indicates that the destination is the Pup module at host
1M e-102 a2,

G, Ihe 1P sodftware now consulis s routing table, and Dnds
Tt the bost route i LIPNe-100, Hostih 2 is through the
Arpanet;  the packet is handed w the Arpanet driver,
and  bocomes  AUPCBupd BSPCETE,  addressed o
Hostt2 on the Arpancl

7. AL Arpanct address HossH? the Arpanct driver reccives
the packet, amd recogrizes that it s oan 1IN 1L s
decapsulited, 1w bocome  IRPupdBSNETPY)), and s
handed o the 1P software in the gateway.

§ The IP sofiware now recognizes (kat the destination 1¥
address is the Pun process in this hose: at this point the
extin laver of encapsulation i$ endoae, and e packet
aeain broomes PupfBSP(ETR) and is handed w the
Pup module in G,

5, The Pup software recognizes that it is directly connected
o the destination petwork, €PupMer3>. The packet is
zeain cncapsulmed for transmission through the local
Etherno Syslem L Hostl, and becomes
E(Pupl BSH(F LI

10, The packet finally reaches its destination, Hostl on
PupNe-3 Once again the packet is decapsulated to
produce Pup{lISPFIP)), and this is handed on 10 the
appropriate process in tiat host

Thus, the systems munning at the source and destination machinzs
pse unmodificd Pup software,  The gateways, however, imust be
modificd 10 inchide & new 11 driver at Jevel O that will perform the
extra encapsulation -- they are "I{1Pap)” gateways perfoming this
transformation {see Figure 83): i ;

F{Pup(BSP(FTP)) <=> Pup(ISPIFTF))
<=2 W Pap(BSPITT)
<=3 A(P(Pup(BEPFITM).

‘e cntire P system §s treated as one Pup network, with a network
number drpen [rom the Pup addross space;  cach of the special
Pup gatcways which connects 1o the 11 system must have a Pup
hast number 1o identify it on that netwerk. The Pup gateways will
use these addresses when exchanging routing tables tirough the 1P
system, [or example,

The local networks, however, are treated as Pup-based systeims, aned
do not need a network number from the 1P address space,

44 1P communication, carried by Pup

The third case above described wavs to use Pup communication,
built on top of the 1P system. This fourth case is the dual of that:
using the 1P protocols, built on top of the Pup system. The
fundamental operation here is the same as deseribed  before,
although the details of encapsulation will vary. Again, this
encapsulation of 11* packels inside of Pups could take place in the
hosts, or in the pateways

4471, Additional encapsulation in the hosts
If the encapsulation is done in the hosts the 11" safiware there must

be modified w include a Pup driver, but the existing Pup gateways
can be wsed without change.

442, AMdditional encapsulation in the intcrmedinie  gateways

If the encapsulation is done in the gatcways they must be modificd,

but the 1P software in soonrce and destination hosts can be used
without change.

ln‘ this ease, the pateways become "Pup{Il)" gateways, perfonning
this transfomnation (sce Figure 84)

FIPTCREI)) <=> IP(TCHIFTEY)
<= Pupl I TCIFTERY
L= APupIPCICIEFTPI.

5, Selecting an overall stratesy

We've now seen six alternative commusications paths (pure Pup,
purc 11", and four with additional encapsulaiion):  these have also
made use of four possible gateway designs (pure Pup, pure 1P,
1P(Pup), and Pup(lF))

How can we make some sense out of this situation?  If we had all
Pup or all 1P traffic the choice would be clear; but remember that
we are trying to support both Pup andd 1P protocols. while sharing
somie comununications fucilities == that was the purpose of muinal
encapsulation,

Again, we will examine the case in which - where needed - Pup
traffic is carried inside of 1P packets. (The complementary cas¢ in
which 1P packets are carried inside of Pueps is not fundamentally
different.) Given this assumption, carrving regular 1P rafhic is now
straiphiforward: it uses regular [P sofiware at the hosts, and reguiar
"pure 11" gateways.

So the only significant choice to be made is the method of
transporting Pups == wsing  host encapsulativn  Or  poieway
encapsulation. As we've seen, host encapsulation would be able o
take advantage of unmodificd 1P gatcways. but would necessitzie
modilications w all existing Pup systems; in some applications that
are tresed s "turn-key” systems, that might not even be feasible.
Instcad of changing all of the wser hosts, however, we can
encapsulate into I packets at the gateways. This leaves the Pup
systems untouched, but docs require construction of a new, dual-
pumpnse gateway: it is a combined “pure IP" gateway and
"IP{Pup)” pateway, as shown in Figure 2.1

“The most important result of this design is that it can accepl

unmadilfied 1P or Pup packets (at the left of Figure 9.1), and
forward them throush a system that only accepts 1P packets (at the

right).

As we indicated earlier. one of the immediate motivations for this
work was the need w0 support Pup-based eommunication to sites
which were not currently part of the Pupy internet but were part of
the 1P world, This final strategy is e one that has been adoped:
for sites that only have an 1P connection, Pups can he encapsulated
in the gaieways for long-haul transmission. This docs require the
construclion of a modilicd gateway program for access 0 a Pupe
based network, but requires no changes o any  cxisting user
PIOErams O SCOvers.

This does mean, however, that any regular site en the Pup internet
must have a gateway with an "IP driver” in erder to send Pups to
one of the remoete Incations,  Aliernatively, onc could ¢ven
implement  both  host encapsutution  of  Pups  @nd - galeway
encapsulation, and the two can communicate with cach ohen 2
source host  could  perfonn  the  encapsulation, while the
decapsulation is performed in the destination galeway.

MNote also that if we had chosen to embed 1P packels inside nf
Pups. the dual-purpose pateway would combine a “pure Pup’
gateway and a "Pup(lP)" pateway, as shuws in Figure 9.2
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Figurc 5.2: Pup only onlong haul: Pap & Pup (IP) Gateway.

G.  Dlappine of inlernebwork addresses

Astute readers may have noticed an important issue which bas not
yoi bBeen treated in detzils  the mappivg of intemcivork host
addresses into actval physical host addresses, also known as aalfress
iranslarion.  This problem occurs in the esdsting intemetwork
architectures, and cmerges agzin when one considers the use of
mutual encapsulation. 5

Iecall that both the Pup and 1P designs make wse of @ hicrarchical
address space 0 access all internet hosts [Shoch, 1978]: since the
host number is defined only in the conteatl of a partizular network,
we somctimes refer to this as memwork-speeific of nemork-relative
addressing.  In the Pup system, each host is identified with a pair
Chemwork 4 Host £ >, Eight bits are used for the network number,
allowing addressing of 256 total networks. Pup host addressss are
also ecizht bits wide, supporing up 1o 256 hosts per network.

In the 1P system there is also an 8-bit network feld, combined with
a 24-bit ficld containing the "rest™ of the address:  these 24 bits can
be used in any network defined manner, amdl may suppoet
additional levels of the addressing hicrarchy.

In both of these designs one could provide mechanisms 1 support
extended addressing, perhaps with a distinguished address used as
an cscape indicator,

One key fssue on any network i3 the manner in which we map
from the imternet bost address to the aztual network address -
particularly as a packet is encapsulated  al a  pateway  for
transmission to a particular host within a ner, In general, this may
require some furin of w@hle Jook up,  In moest networks, however,
there is a straightforward degenerale case: on Fihernet systeins and
on the Arpanct, for example, the internet host address is the same
a5 the repular network addiess. ;

Unfortunately, there is at least one circumstance in which this
mapping will not be so simple: when the network’s address space
is Lager than the internct host address space, IT there are more
actual Bosts on one network then there are internet addresses, then
it may not be possible o address them all. 1o the lifetime of the
Pup design, though, we do not cxpel 1 S6C very inany sysiems
that ate expected o support more than 236 Pup-bascd hists on one

network:  inoany case, @t is wsually quite simple to divide the
notwork into o systems, of perhaps use wo petwork numbers for
different pars of the same system,

More prossing, however, is the cnse where one wanis o reach a
limited subset of the hoss attazhed to a larpe neiwaork;  then, it
may bz pecessary 10 map the internet identition in some manner,
Furthermore, there are systents which suppors o limited number of
hosts, but where the format used for the network address field is
very wide -- wider than the internel address can direclly represent.
Evem with wery few hosts atached, it may be necessary 10 map
internet addresscs imto the local address space,

This has already been requircd on some existing notworks (such as
the Pasker Radio Network): it emerges dramztizaily when one triss
W use the entive J1* svstom as a single packel tansport network.

6.1, Mapping Pup internet addresses on the Packet Radio Network
The DPay Area Packet Radio Network (the PRNet) has been
fntegraicd as one packet transport mechanism in the Pup
envirenment, carrying Pup internel pockets between two buildings
in the San Francisco Bay Arca [Kahn, e al, 1978: Shoch &
Stewart, 1979). In the Pup world the PRNet has been given a Pup
neiwork number, and cech Pup-based host must be assigned an
cight bit host number.

Unforiaately, the PRNet uses a structured address ficld which s
16 bits wide, while the Pup host ficid is § bits wide, 1L 5 very
unlikely that any single PRNet would ever have more than 256
Pup-based hosts: but it is necossary 1o map the §-hit internel host
adidress inwe the 16 bit PANet address.  1he mapping operation
wzhes ploce in the network-specifc deiver for any Pop-based host
comnected (o the PRNet: there is a simple table there which can be
used o map inteimet addiesses inwo PRNet addresses.  There are
some procedurcs required 0 maintain and update this table;
fortunstely, this is cntircly eonfined w the set of hosts on (he
PizNeL

In the near term one could solve this specific problem by
cxpanding the size of the Pup host address field, Tt that only
buvs @ e tme, and can not solve some of the more gencral €ascs
desciibed  below,



6.2, Mapping Pup inrerner addiesses on the 1P futerecet,

A we've seen, mutuad encapsulation provides a means 1o carry Pop
packels theoush the 1P internet — the entire 1P internet can he
treated as a single Pup packet transport mechanism. “Thos, the 1P
system will be given a Pup network number, and each Pup-based
destination within the 11 world must then alse be given a Pup Lost
address on this network.

The boundary of the 117 network s determined by the point
which the I Pup) encapsulaiom will wke place - either right i
the host (with host encepsulation or at a pateway (with fagzway
encapsulation).  In eihor case, this*is the point ar which & Pup s
handed e the I driver. Bon the Pepoonlv bas an 8-bit host
address inside, and the 1P driver needs o send s packet w a
pooular 11 pddress:t  thae destinduon may bz many nepworks away
within 1he 18 systom, and requires s full 32-bit 1P internet address,

This initial address mapping then determines the poist a8 which the
decapsulution must take placer  the P contzining a Pup may be
sent o the destination careway (for gateway decapsulation) or io the
destination 11 host {for host decapsulatiion).

Initially, straiegics for maintaining these address mappings can be
similar to the Pup-to-PRNet transiation == use a small table in the
1P driver.

Again, the need o map addresses s the most general procedure
required for interpetworking, oed cannot be avoided.  In the near
term, of course, the ability o equate intcrnct host addresses and
physical host addresses provides a simple approach, and limitzd
table leokup will cortainly solve some special cases.  In the long
mun, however, we must be prepared W move beyond simple table
lookup, and develop dynamic procedures for mapping both names
and addresses ina lwge internctwork system.

7. Sowme final words

Ve have deserbed at some length the way in which mutunl
encapsulation can be wsod o support both Pup and P
communication. This extended example has helped o demonstrale
o of the procedures that will be wsed in an actual
implementation. ‘These techniques can be used to extend the range
of cach internet, or w provide a form of mutal backup i case
cither system experiences o partial failure,

I's important to recognize, however, that the basic ideas transcend
the particular cxample:  mutual encapsulation of protocals is a
techiique that can find applicability in a wide viaiety of situations,
where it can be wsed o cxtend the range of any particular pair of
protacels, Ihe examples ahove have also helped w highlight some
of the jmportant issucs involved:  where will the extra layer of
encapsulation be implemented, what information will be needed to
poerform the encapsulation, how muwst addresses be mapped, and
what other parts of the system must be changed.

8. Acknowledpements

The idea of mutual encapsulation has boen explored at various
times in the development of internetwork protozols;  the work
describied here was triggered by a desire 1o solve the combined
Pups1l? communication problem,  Early discussions ook place in
the suvmer of 1979, and Danny Cohen and Beb Sproull developed
an initisl proposal for atacking the problem. Muoch ol 1he demiled
design and implementation planning took place at a mecting hield at
Xerox Pare in late 1979 [Cohen, 1979]: we very much appreciate
the cnergy comtributed by the participants in thot mecting,  In
addition, valuable eomments on this paper were received  froin
Yogen 13alal, Larry Stewart, and Mary  Aribee,

Finally, we believe that the wrm "encapsulation™ was first usod
during the desion of Pup, and the phrise "muotoal encapsulation™
was onginally coined by Db Mewalie, in a slichiy different
comtext. In the carly daye ot Pare we diseussad wns o encapsulate
Pups ieside Arpanet poackeis. At the sine time, we hacd an Arpinet
Bost that Gied not kave a direct Imp interiace: reguler Arpanct MNCP
packets were W be encopialated inside of Pups, for transmission 1o
a froneend thet really hod the Tmp hardware,  Eazh protoeol did
double duy, eacapaulating ihe other whep necessary == and thus
emerged e enn mmnaeal encapsulation.

9, Diltiography

[Rozos, e al, 1950}
D. R. Bogzs, L. F. Shoch, B AL Taf, I M, Metcale, "PUP;
An  Internetvork Architecture,”  JEEE Trausactions on
Cempnimications, April 1950,

& Kirstein, 1975

V., G. Cor!f and I T, Kirstein, "lssues in packet-network
interconnection,” Proceedings of the 1UEE, 66:11, November
1978, pp. L3B6-1408.

[Cer

[Cohen, 1979] _
D, Cehen, Swhniane of the  Arpaffthernet  comeninity
miecting, Internct Paperimont Note =126, November 1979

[Kazhn, o ef, 1978
k. I Kaln, 5. A. Groremeyer, J. Burchficl, and R, C.
Fumzelnan, “Advances in packet radio technology.” Proc of
the fEEE, 66:11, November 1978, np. 1405-1455,

[Mewcalle & Bozes, 1970)
. M. Mewealle and 120 R, Boges, “Fthernst: Distribunad
packet  switching  for  loral  computer  notworks”

Conmmnications of the ACM, 19:7, July 1976, pp. 395-104.

[Postel, 1979]
L Pustel, ed., DN Standard  ecereer Proiecol, Internct
Experiment Nete #1235, USC/ISIL December 1974,

[Posiel, 1980]
1 Postel, “Internetwork protocols,” JEEE Transactions on
Conanrnications, Apnd, 1980,

[Shoch, 1978]
1. F. Shoch, "Inter-metwork noming,  addressing,  and
routing,” Proc. of the I7th [EEE Comp, Soc lat. Confl
{Compcon Fall 78), Washington DC, September 1978, pp.
72-79.

[Shoch, 1980]
1. ¥. Shoch, "The PUP Internet:  Protocols, Scrvers, and
Applications,” 1o appear, 1980,

[Shocly & Hupp, 1979]
1. I, Shoch and 3. A, Hupp, “Performance of an Fthemet
lucal network -~ a preliminary repost,” Proe. af the Local
Arca Commnications Networls Symposinn, MUTRE/SDS,
Boston, May 1979, pp. 113-125. Revised version published
in Frog, of the Xomh JEEE Comp. Soc. far. Confl (Comipean
W0 Spring), San Frencisco, February 15980, pp. 318-322.

[Shoch & Stewart, 1579)
1. . Shoch and 1. Stewart, "Interconnecting local networks
via the Packet Radio Newwork.” 6 Dora Cormunicaiions
Symposinm, Pacific Grove, November 1979, pp. 153-138.

[Sunshine, 1977) 5
Sunshine, “Interconncction of computer  netwarks,

Comprter Networks, 1, 1977,



